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Gravitational waves from the collision of binary neutron stars pro-
vide a unique opportunity to study the behaviour of supranuclear
matter, the fundamental properties of gravity, and the cosmic his-
tory of our Universe. However, given the complexity of Einstein’s
Field Equations, theoretical models that enable source-property in-
ference suffer from systematic uncertainties due to simplifying as-
sumptions. We develop a hypermodel approach to compare and
measure the uncertainty gravitational-wave approximants. Using
state-of-the-art models, we apply this new technique to the bi-
nary neutron star observations GW170817 and GW190425 and
the sub-threshold candidate GW200311 103121. Our analysis re-
veals subtle systematic differences between waveform models, and
a frequency-dependence study suggests that this is due to the treat-
ment of the tidal sector. This new technique provides a proving
ground for model development and a means to identify waveform-
systematics in future observing runs where detector improvements
will increase the number and clarity of binary neutron star colli-
sions we observe.

1 Challenges in gravitational-wave modelling
The first detection of gravitational waves and electromagnetic sig-

nals originating from the same astrophysical source, the merger of two
neutron stars GW1708171, revolutionised astronomy and led to ad-
vances in numerous scientific fields, e.g., a new and independent way
to measure the Hubble constant2–4, the proof that neutron star mergers
are a cosmic source of heavy elements5–8, tight constraints on alter-
native theories of gravity9–11, and a measurement of the propagation
speed of gravitational waves12. Since this breakthrough detection, the
LIGO-Scientific and Virgo Collaborations have observed a second bi-
nary neutron star merger GW19042513 and reported the sub-threshold
candidate GW200311 10312114.

Astrophysical inferences about gravitational-wave events rely on
an accurate measurement of the source properties, e.g., the mass and
spin of the component stars, the luminosity distance, and the tidal
properties. Measuring these properties is part of the inverse problem.
Typically, a Bayesian inference approach is applied, which requires
O(108) model evaluations to robustly infer the posterior distribution
for the tens of parameters that describe a binary neutron star merger.
Given the complexity of Einstein’s Field Equations, which govern the
final stages of the coalescence, the direct computation of gravitational
waveforms is a challenging task. State-of-the-art numerical-relativity
simulations, in which the equations of general relativity and general-
relativistic hydrodynamics are solved, require considerable resources
on high-performance computing centres to model the dynamics and
gravitational-signal emitted shortly before the merger of the two neu-
tron stars. Despite their need for millions of CPU hours, these sim-

ulations allow only the study of the last 10 to 20 orbits before the
collision15–17. On the other hand, the Advanced LIGO18 and Virgo19

detectors have a broadband sensitivity which enables them to measure
several thousand orbits before the merger. Given these restrictions, the
direct computation of gravitational waveform models to solve the in-
verse problem for binary merger events is impossible.

Therefore, the analysis of gravitational-wave signals of binary neu-
tron star systems relies on the usage of analytical and semi-analytical
approximant models. These approximant models are either based
on the Post-Newtonian (PN) framework20, a perturbative approach to
solve Einstein’s Field equations for small velocities and large distances,
on the effective-one-body (EOB) approach21, 22, in which the relativis-
tic two-body problem is mapped into an effective one-body description,
or simplified phenomenological models that incorporate PN knowledge
and are calibrated through EOB and numerical-relativity data23. With
these approaches, the approximant models can be evaluated in a few
tens of milliseconds, enabling the source properties to be inferred in a
few days.

The gravitational-wave community has made significant progress
in improving these waveform approximants over the last few years.
Higher tidal PN contributions have been computed20, different tidal
EOB approximants have been developed24–26, and numerous phe-
nomenological models have been derived23, 27, 28. To this extent, the
reliability of waveform approximants was always checked against
numerical-relativity simulations, which introduces additional chal-
lenges. First, the error assessment of general-relativistic hydrodynam-
ics simulations is complicated due to the formation of shocks and dis-
continuities in the matter fields. Second, the simulations can only
cover the late inspiral. Therefore, although there have been works that
showed possible waveform systematic biases for future detections29–33,
a qualitative judgment about the accuracy of the waveform models has
always been difficult.

The standard approach to account for intrinsic modelling errors is
to study differences between the inferred posterior distribution for a set
of approximant models. Then, these differences in the posteriors are in-
vestigated through the direct computation of a few numerical-relativity
waveforms in the problematic parameter space region with the goal to
understand if the differences point to a deficiency of one or more of
the models. If the models hold up under investigation, the differences
are ascribed to “waveform systematics”. To produce posterior distribu-
tions, which account for waveform systematics, it is usual to mix to-
gether the posterior distribution from different approximants. This pro-
cess yields a posterior distribution marginalised over the uncertainty
inherent in the predefined set of models. Typically14, this is done by
mixing together the equal-weighted posteriors from each model. How-
ever, an equal-weighted approach neglects information provided by the
Bayesian evidence; it is instead preferable to mix posteriors according
to their relative weight34. This process also provides a means to study
model selection using the Bayesian odds between models. However,
the previous approach34 suffers two difficulties. First, it relies on ro-
bust estimation of the Bayesian evidence and uncertainty, which can
be difficult to guarantee. Second, from a pragmatic point of view, it is
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sometimes problematic to ensure independent analyses are identical in
all respects except the model approximant. This is because slight dif-
ferences in, for example, the analysed data systematically impact the
Bayesian evidence and can result in systematic errors which are diffi-
cult to identify.

In this work, we develop a new data-driven validation of
gravitational-wave approximants using the idea of hypermodels: si-
multaneously inferring the source properties of the event by applying
stochastic sampling to a predefined set of waveform models. Building
on a similar grid-based approach35, this technique can produce poste-
rior inferences directly marginalising over the hypermodel set, captur-
ing the intrinsic modelling uncertainty. But, it also enables inferences
about the predictions of individual models in the hypermodel set and
the plausibility of each model relative to all other models in the set.
This allows us to understand which of the existing waveform models
is preferred and describes the observational data best. By varying the
choice of frequency-domain data, we can show how the method can re-
veal in which frequency range noticeable differences between the mod-
els occur, which leads to insights about the models themselves.

2 Inferring information from gravitational-wave data
We apply our new method to study the first two confidently

detected binary neutron star signals observed by the Advanced
LIGO and Advanced Virgo detectors, GW1708171 and GW19042513,
and the sub-threshold candidate GW200311 103121 recently re-
ported in the GWTC3 catalogue14. We analyse the data with
four cutting-edge spin-aligned waveform approximant models for
binary neutron star mergers: IMRPhenomD NRTidalv227, 36, 37,
SEOBNRv4 ROM NRTidalv227, 38, SEOBNRv4T surrogate26, 39,
and TEOBResumS40. All four approximants, neglect the effects of
precession (analyses of binary neutron star systems using precessing
waveform models demonstrate the effect is negligible13, 41), but include
matter-effects through the tidal parameters.

For each event, we analyse 128 s of data covering the event and
use the on-source Power Spectral Density computed by BAYESLINE 42

and published with the original discovery. For GW170817 and
GW200311 103121, we analyse the frequency-domain data from
23 Hz to 2048 Hz, while for GW190425 we analyse data from 20 Hz
to 2048 Hz (the difference in the lower bound arises from the different
total mass of the systems). Unlike the original analyses, we exclude the
marginalisation over the systematic error in the measured astrophysical
strain due to the detector calibration. This error is sub-dominant to
the systematic errors from waveform modelling,43 and we, therefore,
neglect it. We apply an astrophysically motivated44 low spin prior, re-
stricting the dimensional spin magnitudes of each component to be less
than 0.05, where this bound is derived from observed binary neutron
star systems and theoretical spin estimates at their respective moment
of the merger. For other parameters, we use non-informative priors, i.e.,
uniform in the component masses with cuts made in the chirp mass and
mass ratio and uninformative priors for all other parameters.45 The ex-
ception to this is the analysis of GW170817, in which we fix the sky
location to that of the observed electromagnetic counterpart.
GW170817: GW170817 was the first observation of a gravitational
wave signal emitted from a binary neutron star merger. Because of its
small distance, 40 Mpc, combined with its long duration, it is the ob-
servation with the largest signal-to-noise (SNR) detected so far. This
large SNR, 32.4, allows to extract source properties such as the total
massesM = MA+MB , the mass ratio q = MA/MB ≤ 1, and infor-
mation about the star’s deformability. Considering the latter, the finite
size of the two stars and the deformations of the stars within the gravi-
tational field of their companion creates a characteristic imprint into the
waveform, which is distinct from that of a binary black hole. Inferences
of the stars deformability provide a unique probe of the properties of

supranuclear dense matter. These imprints are mainly characterized by
the binaries tidal deformability46:

Λ̃ =
16

13

(MA + 12MB)M4
AΛA2 + (MB + 12MA)M4

BΛB2
(MA +MB)5

, (1)

where ΛA,B = 2/3kA,B2 (c2/G)RA,B/M
5
A,B are the individual tidal

deformabilities or polarizability with the second Love Number k2, the
stellar radius RA,B , and the mass of the individual stars MA,B .

In Table 1, we give the posterior probability for each waveform,
calculated from the fraction of posterior samples drawn from each
waveform. These posterior probabilities measure the relative suc-
cess of the different waveform models at predicting the data (nor-
malised by the finite set of models considered). Of the four waveforms,
the TEOBResumS waveform is the most successful at predicting the
GW170817 data (32.5% as compared to the next largest value 23.8%
for SEOBNRv4T surrogate). Taking the ratio of posterior proba-
bilities, we can convert the posterior probability into a Bayesian odds
of TEOBResumS relative to the other models, which ranges from 1.4
to 1.6 (the odds are equivalent to the Bayes factor as we set equal prior
odds between models). These odds do not rise to the level of substantial
evidence favouring the TEOBResumS model (see, e.g. the interpreta-
tion given by Ref.47 which suggests a threshold of 3.2). However, the
mild preference for TEOBResumS is worthy of further investigation
given the potentially drastic implications for future observations and
the necessary development of modelling approaches.

To delve into why TEOBResumS may be preferred, in Fig. 1, we
plot the inferred posteriors of the total mass, mass ratio, tidal deforma-
bility, and ∆Λ̃, another mass-weighted combination of ΛA,B which
characterises higher-order contributions48. In each figure, we give the
“Combined” result marginalised over the four waveform models and
the separated posterior from each waveform model. We find strong
agreement between the four models for the intrinsic mass of the system,
but moderate differences for Λ̃ and ∆Λ̃.a The posterior distribution
of Λ̃ predicted by TEOBResumS supports larger values than the other
three waveform models, while the ∆Λ̃ distribution is wider. These find-
ings replicate that of previous work31. Our new result demonstrates that
this difference is accompanied by a mild preference for TEOBResumS
over the other waveform models.

It is wise to consider why our algorithm finds a preference for
TEOBResumS. From the sampling perspective, information about the
evidence for and against each waveform is contained solely in the dis-
tribution of log-prior and log-likelihood values, which we also visualise
in Fig. 1. Let us consider the log-prior distribution first: comparing the
four waveform models, we do not observe any trends in the log-prior
distribution. This indicates that all of the information is arising from the
log-likelihood distribution. Turning to the log-likelihood distribution,
we find that the TEOBResumS distribution contains a prominent peak
compared to the other waveform models. However, its maximum like-
lihood point and the 95% quantile are smaller than the other waveform
models. So, it is preferred not because it has a larger maximum like-
lihood but rather because the lower end of the likelihood tail is larger.
This underlines the inherent danger of a maximum likelihood analy-
sis which would conclude that TEOBResumS is the worst performing
model.

To validate our results, we repeat our analyses using a Bayesian
evidence approach. We analyse each event individually using the
DYNESTY Nested Sampling package to calculate the Bayesian ev-
idence. In Table 1, we report the odds of each model against
TEOBResumS for GW170817 in brackets to show that the odds, as
calculated from a Nested Sampling approach, agree with our hyper-
model approach to within the stated uncertainties. The uncertainty on

aWe also find strong agreement for all other intrinsic and extrinsic parameters of the
system, details of which can be found in the data release

2



Figure 1 | Combined and individual posterior densities for the mass and tidal deformability of GW170817. The dashed curve provides the prior distribution estimated
by drawing samples. In the right-hand column, we include the distributions of the log-likelihood and log-prior of the posterior samples.

Waveform
GW170817 GW190425 GW200311 103121 Joint

Prob. [%] Odds Prob. [%] Odds Prob. [%] Odds Odds
IMRPhenomD NRTidalv2 23.2± 0.6 1.40± 0.04 (1.6± 0.3) 25.0± 0.7 1.20± 0.04 25.3± 0.4 0.99± 0.02 1.7 ± 0.1
SEOBNRv4 ROM NRTidalv2 20.5± 0.6 1.59± 0.05 (1.9± 0.4) 21.3± 0.7 1.41± 0.06 25.0± 0.4 1.01± 0.02 2.3 ± 0.2
SEOBNRv4T surrogate 23.8± 0.6 1.37± 0.04 (1.4± 0.3) 23.5± 0.7 1.28± 0.05 24.5± 0.4 1.03± 0.02 1.8 ± 0.1
TEOBResumS 32.5± 0.6 — 30.1± 0.7 — 25.2± 0.4 — —

Table 1 | The posterior probability, as a percentage, for each waveform and data set analysed in this work. Next to the probability, we also provide the odds against the
TEOBResumS waveform (calculated from the ratio of the posterior probability). For GW170817, we also give the odds calculated from a Nested Sampling approach
in brackets. All uncertainties are stated as 1σ bounds. Uncertainties on the posterior probabilities are derived from Poisson statistics, while the uncertainties on the
Nested Sampling odds are derived from estimates reported by the DYNESTY algorithm.

the odds calculated from the Nested Sampling approach is larger than
that of the hypermodels approach. The reason for this is explained in
Section 5, but we note here that, while we can reduce the uncertainty in
either approach by additional computation effort, the uncertainty of the
hypermodel approach is minimised for nearly equally favoured models,
making it well suited to problems such as this.

Finally, we note that the TEOBResumS model can include the
impacts of higher-order mode waveform content. For the primary
analyses in this work, we restricted the TEOBResumS to only model
the ` = 2,m = ±2 mode (all other waveform approximants only
model this mode). To explore if higher-order mode content is measur-
able in GW170817, we repeat our Nested Sampling analysis (using a
massively-parallelised approach49) for the TEOBResumS waveform,
but include all modes up to the ` = 4,m = ±4 harmonics. We
then compare the posterior and Bayesian evidence between the anal-
ysis with and without higher-order modes and find they are identical,
i.e., we do not find any evidence for higher-order modes in GW170817.
This is expected: for systems with near-equal component masses, less
than 0.2% of the total emitted gravitational-wave energy is released in
higher-order modes50.

GW190425: Next, we analyse the second observed binary neutron star
merger GW19042513. Unlike GW170817, no electromagnetic counter-
part was identified alongside GW190425. Moreover, the event had an

SNR of only 1351. Therefore the data individually places weaker con-
straints on the tidal deformability (though it still does contribute some
information13).

We apply our hypermodel analysis to GW190425 in a man-
ner identical to our analysis of GW170817 (except that, with-
out an electromagnetic counterpart, we must include the prior un-
certainty about the sky position). In Table 1, we provide the
posterior probability. Remarkably, we find a consistent pattern
emerging: TEOBResumS is the most successful model at pre-
dicting the data. The ranking of the other three waveforms is
nearly the same, SEOBNRv4 ROM NRTidalv2 ranks last with
IMRPhenomD NRTidalv2 and SEOBNRv4T surrogate compa-
rable to within their stated uncertainties (though their ordering is
flipped as compared to GW170817).

Like GW170817, and in agreement with previous analyses13, all
four waveform models predict identical posteriors for all parameters
except Λ̃ (see Section 6 for additional figures). For Λ̃ we find a sub-
tle difference in predictions for TEOBResumS compared to the other
waveforms.

Comparing GW190425 and GW170817, we obtain consistent but
weaker inferences about the probability of the four waveforms and in-
ferences of the tidal parameters, which is expected since GW190425 is
an intrinsically quieter source.
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GW200311 103121: Finally, we analyse the sub-threshold binary
neutron star candidate event GW200311 103121 14. This candidate
has an SNR of only ∼ 9. Analysing the event under the assumption
that it is an astrophysical signal, its properties are highly consistent
with that of a binary neutron star merger. However, the probability that
this candidate is astrophysical is estimated to be 19% by the PyCBC-
broad search, but just 3% by the MBTA search. Hence, even with the
most optimistic estimate of its astrophysical probability, current analy-
ses conclude the candidate is more likely to be non-astrophysical than
a real signal. Nevertheless, for completeness, we choose to analyse
the event using our hypermodel approach (results are presented in Sec-
tion 6 of the Supplementary Material). Moreover, GW200311 103121
provides a helpful test to understand how indeterminate candidates can
affect our analysis.

Our combined analysis predicts component masses of 1.4+0.2
−0.2 and

1.2+0.1
−0.2, placing them in the centre of the theoretically predicted dis-

tribution of such systems. However, due to the low SNR of the sys-
tem, all other physical parameters are essentially unconstrained. The
tidal parameters follow the prior distributions, and we do not observe a
preference for TEOBResumS or any other waveform from the study of
waveform models. This is unsurprising given the low SNR of the event.
In Table 1, we combine the odds from all three events. Formally, we
are neglecting the information that GW200311 103121 may not be an
astrophysical signal. However, because the inferences the data provide
on the relative likelihood of the four models is uninformative, combin-
ing it in this way does not produce a bias in the joint odds.

3 Implication for gravitational-wave modelling
Based on our findings, particularly the combined posterior prob-

ability in Tab. 1, we find clear evidence that TEOBResumS explains
both GW170817 and GW190425 better than other models. The sub-
threshold candidate GW200311 103121 provides no additional con-
straints for or against TEOBResumS within the stated uncertainties.
The difference between TEOBResumS and the other models is mod-
est: combining the odds from all three events together, the joint odds
in the final column of Table 1 lead to noticeable but not substantial
evidence47. Overall, our results are intriguing, especially given the con-
sistency between two independent observations.

To interpret our result, we now review the differences
between the four models: (i) IMRPhenomD NRTidalv2
and SEOBNRv4 ROM NRTidalv2 use identical tidal con-
tributions but different underlying point-particle baselines.
IMRPhenomD NRTidalv2 is marginally preferred over
SEOBNRv4 ROM NRTidalv2 which suggests the underlying
point-particle description predicts the data slightly better than
SEOBNRv4 ROM NRTidalv2; (ii) SEOBNRv4T surrogate and
SEOBNRv4 ROM NRTidalv2 use almost identical point-particle
descriptions but different tidal contributions, hence, Tab. 1 reveals
that the tidal description within SEOBNRv4T surrogate is more
accurate than the current NRTidalv2 version; This is not surprising as
SEOBNRv4T surrogate contains, for example, non-adiabatic tidal
effects. (iii) TEOBResumS, uses a point-particle and tidal contribution
that is different from all other waveform models.

To further investigate the result, in Fig. 2, we repeat our analy-
sis of GW170817, but vary the maximum frequency of the analysis
data. This demonstrates that the evidence in support of TEOBResumS
arises predominantly from the high frequency data (above 512 Hz). It
is not possible to confidently identify which aspect of TEOBResumS
is dominantly responsible for the difference. However, given the high-
frequency dependence of the effect, we note two potential reasons.
First, IMRPhenomD NRTidalv2, SEOBNRv4 ROM NRTidalv2,
and SEOBNRv4T surrogate all employ a high-frequency wave-
form tapering while TEOBResumS does not. To understand if this

Figure 2 | The evolution of the posterior probability of each waveform for
GW170817 as the maximum frequency of the analysis data is varied.

tapering causes the difference, we re-calculate the log-likelihood of the
IMRPhenomD NRTidalv2 samples for GW170817 using a modi-
fied model which excludes the tapering effect. The resulting distri-
bution of log-likelihoods is statistically identical to the non-modified
distribution. Hence, we conclude that tapering does not explain the
difference. Second, that the difference occurs predominantly in the
frequency regime where tidal effects come to dominate, thus, we rea-
son that it is the tidal sector that explains the effect, most likely the
gravitational-self force inspired resummation of tidal potential present
in TEOBResumS.

4 Conclusion
In this work, we present a hypermodel approach to analysing bi-

nary neutron star mergers which (i) provides “on the fly” marginalised
posteriors distribution for gravitational-wave studies that reduce po-
tential systematic effects from gravitational-wave models; (ii) al-
lows for model selection of gravitational-wave approximants; (iii)
tests gravitational-wave model assumptions without computation-
ally expensive numerical relativity simulations. We apply this ap-
proach to the two confidently detected binary neutron star col-
lisions, GW170817 and GW190425 and the sub-threshold candi-
date GW200311 103121. We find a consistent preference for
the TEOBResumS waveform model with an overall odds that
ranges from 2.3 against SEOBNRv4 ROM NRTidalv2 to 1.7 against
IMRPhenomD NRTidalv2. These odds fall short of substan-
tial evidence, but the consistency between the events suggests that
TEOBResumS is subtly better at explaining the observed data. Iden-
tifying such a subtlety is essential. Future observing runs of the
LIGO, Virgo, and KAGRA detectors will be more sensitive thanks
to developments in instrumentation. This sensitivity translates into a
greater clarity with which we observe events and hence, improved con-
straints on fundamental physics along with an increase in the number
of detections52. Therefore, future data will be critical to determine if
TEOBResumS is better at predicting the data. However, we anticipate
that all models considered herein will be further improved before the
next observing run. We encourage the waveform modelling community
to validate new developments by rerunning the analyses in this work.

4



5 Method
The source properties of gravitational wave signals observed

by ground-based interferometers are inferred using stochastic
sampling14, 45, 51, 53, 54. Applying a Bayesian approach, the goal of sam-
pling is to approximate the posterior probability distribution

p(θ|d,Ω) ∝ L(d|θ,Ω)π(θ|Ω) , (2)

where θ is a vector of the model parameters (e.g., the mass and spin of
the binary components), d is the time series of strain data recorded by
the interferometer, Ω is the waveform approximant, L is the likelihood
of the data given Ω and θ, and π is the prior probability density for
θ given Ω. Typically, a stochastic sampler produces an approximation
of the posterior by generating a set of independent samples {θi} drawn
from the posterior, which can be used, e.g., to calculate summary statis-
tics.

In addition to the posterior, stochastic sampling can also approxi-
mate the Bayesian evidence Z(d|Ω) which is fundamental to the no-
tion of model comparison. Given multiple waveform approximant
models, say ΩA and ΩB , robust measurements of the evidence can
enable a model comparison via the Bayesian odds:

OA/B︸ ︷︷ ︸
P (ΩA|d)/P (ΩB |d)

= BFA/B︸ ︷︷ ︸
Z(d|ΩA)/Z(d|ΩB)

× πA/B︸ ︷︷ ︸
π(ΩA)/π(ΩB)

. (3)

The odds OA/B are the relative probability of two models given the
data and are calculated from the product of the data-driven Bayes fac-
tor BFA/B, and the prior-odds πA/B . Typically, we have no prior pref-
erence between models such that πA/B = 1 and the odds and Bayes
factor are identical.

Two stochastic sampling approaches have been demonstrated55, 56

to be capable of robustly inferring both the posterior distribution and
evidence of a gravitational-wave signal: Markov-Chain Monte-Carlo
(MCMC)57, 58 and Nested Sampling59. In addition to MCMC and
Nested Sampling, there are also grid-based approaches 60, 61 which em-
ploy massive parallelisation and iterative fitting. With appropriate tun-
ing, both MCMC and Nested Sampling algorithms are roughly equally
capable of approximating the posterior density. However, Nested Sam-
pling is more efficient in calculating the Bayesian evidence45, 62. There-
fore, the Nested Sampling approach is typically favoured in model se-
lection problems.

However, calculating the odds between two models is only part of
the problem. Typically, several models are available, and often they
are nearly equally favoured when confronted with observations31, 63–65.
As a result, when drawing astrophysical conclusions from an event, it
is essential to capture the systematic modelling uncertainty to avoid
biased inferences. Results published so far by the LIGO-Scientific
and Virgo Collaborations have addressed this issue by combining
equal numbers of samples from a subset of pre-selected waveform
models14, 51, 53, 54. In effect, this presupposes that all waveform mod-
els are equally successfully at predicting the data. However, this is
certainly not the case and hence discards information about how well
each model predicts the data. An alternative approach34, demonstrated
how the Bayesian evidence can be used to capture this additional in-
formation, weighting samples and producing a set of posterior sam-
ples that marginalises over the pre-selected waveform models. Subse-
quently, it was demonstrated35 how the grid-based approaches61 could
be extended to perform model comparisons between pre-selected wave-
forms. However, rather than calculating the Bayesian evidence, this
approach instead included multiple models in the likelihood itself.

In this work, we introduce a new approach to calculating the
odds between waveform approximants and calculating posteriors
marginalised over a set of n waveform models. First, we extend the
definition of the traditional waveform model to a hypermodel Ω →

Ω = {Ω0,Ω1, . . .Ωn−1}; when sampling we then infer the properties
of the parameter set {θ, ω} where θ is the usual vector of astrophysi-
cal model parameters while ω is a categorical waveform-approximant
parameter ω ∈ [0, 1, 2, . . . , n − 1]. We apply an uninformative prior
on ω, π(ω) = 1/N . Then, at each iteration of the MCMC sampler,
following the standard Metropolis-Hastings algorithm57, 58, a new point
in the set of model parameters is proposed, including a proposal for
the categorical waveform model. Given the proposed point, we first
apply a pre-determined mapping between ω and the set of waveform
approximants under study to select which waveform to use. Then, the
likelihood is calculated according to the remaining model parameters.
We implement the categorical approach in the BILBY-MCMC sampler.
The only additional step is the addition of a specialised proposal rou-
tine for the categorical variable ω, here we use a random draw from the
prior.

The MCMC-hypermodel approach applied in this work is a special
case of the Reversible-Jump MCMC (RJMCMC) algorithm66 which
enables the models to differ in the model parameters. In this work, we
consider only models with identically-defined parameters θ. Hence,
we distinguish our hypermodel approach from the RJMCMC algo-
rithm. However, in future work we hope to extend the sampling algo-
rithm to a full RJMCMC sampler. This will enable the comparison of
waveform models with differing nature, e.g., one could compare binary
neutron star, neutron-star black-hole, and binary black hole models di-
rectly, or in comparing precessing and aligned-spin models. The RJM-
CMC algorithm has been applied in other contexts in gravitational-
wave data analysis before, e.g., for unmodelled searches67, 68, power-
spectral density estimation42, and population inferences69.

Running the MCMC-hypermodel sampler on n waveform approx-
imants, we obtain a set of N independent samples from the posterior
{θi}. By design, these samples are mixed according to the relative pos-
terior probability of the individual waveform models. Individual pos-
terior distributions for each waveform approximant can be obtained by
filtering the posterior against the relevant ω index. The probability of
the `-th waveform approximant relative to all other waveform approx-
imants considered in the categorical analysis is p` = n`/N . Finally,
the Bayesian odds between two models (ω = A and ω = B) is given
by

OA/B =
pA
pB

, (4)

with an estimated variance:

σ2
OA/B

≈ 1

N

(
pA
pB

)2(
pA

1− pA
+

pB
1− pB

)
. (5)

If only two models are under consideration, this demonstrates that at
leading order σOA/B

≈ O3/2

A/B/
√
N . At fixed N , the variance has a

minimum when OA/B = 1, i.e., the method is well-suited to study
cases whereO ∼ 1, but the uncertainty on the odds grows non-linearly
with the odds, making it unsuitable to cases where the odds are strongly
informative (O � 1 or O � 1). By contrast, in a Nested Sampling
approach, where the evidence is estimated for each model individually,
the uncertainty on the odds is independent of the odds making it better
suited to cases where the odds are highly informative.

The prior-odds, πA/B , enter via the prior on the categorical
waveform-approximant parameter π(ω). For our uninformative choice
above, πA/B = 1. But, if cogent prior information about the models is
available, this can be included in the prior on ω.
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Posterior distributions for GW190425 and GW200311 103121
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Figure 3 | Combined and individual posterior densities for the mass and tidal deformability of GW190425. The dashed curve provides the prior distribution estimated
by drawing samples. In the right-hand column, we include the distributions of the log-likelihood and log-prior of the posterior samples.

Figure 4 | Combined and individual posterior densities for the mass and tidal deformability of GW200311 103121. The dashed curve provides the prior distribution
estimated by drawing samples. In the right-hand column, we include the distributions of the log-likelihood and log-prior of the posterior samples.
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