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Abstract—People make more and more use of digital image 
acquisition devices to capture screenshots of their everyday 
life. The growing number of personal pictures raise the 
problem of their classification. Some of the authors proposed 
an automatic technique for personal photo album management 
dealing with multiple aspects (i.e., people, time and 
background) in a homogenous way. In this paper we discuss a 
solution that allows mobile users to remotely access such 
technique by means of their mobile phones, almost from 
everywhere, in a pervasive fashion. This allows users to classify 
pictures they store on their devices. The whole solution is 
presented, with particular regard to the user interface 
implemented on the mobile phone, along with some 
experimental results. 

Keywords-mobile interfaces; pervasive systems; CBIR - 
Content Based Image Retrieval 

I.  INTRODUCTION 
In the ubiquitous computing vision, technology is 

seamlessly integrated into the environment and provides 
useful services to humans in their everyday lives [19]. Real-
life environments become augmented when they are spread 
with a large variety of smart devices, thus arranging a 
pervasive system.  

In this vision, wireless connections play a relevant role, 
allowing designers to distribute the augmented environment 
intelligence among different remote devices, and allowing 
users to access distributed intelligence from everywhere. 

The advent of small, personal mobile devices, and the 
new possibilities offered by third-generation wireless 
communication technologies, significantly contributed to the 
realization of such vision. 

Mobile devices are widely diffuse among people of all 
ages; they are almost in everyone’s pocket and can be used 
almost anywhere. This justifies the common interest in the 
study of new ways of service provision (and brand-new 
services too) according to the features and capabilities of 
mobile devices [20] [21]. 

There is a large variety of application fields where 
services can be pervasively accessed by mobile devices, such 
as context-aware information provision within university 
campuses [27], interactive user profile-based guides in 
cultural heritage sites [22] [24], augmented reality objects 
assembly in mobility [25], healthcare systems [23] [26].  

Due to their increasing computing and memory 
capabilities, personal mobile devices are used for different 
purposes, such as instant messaging, multimedia storage and 
playing, and picture acquisition. 

In particular, the embedding of small cameras within 
smartphones makes the users freedom to take pictures of 
everyday life with no need to carry them on different 
devices. The growing number of personal pictures taken at 
any time, along with the need to share them with friends and 
relatives, give rise to social networks such as Facebook, 
Flickr, and so on. Their millions of users demonstrate how 
large is the phenomenon. 

In a previous work, we faced with the problem of 
classifying pictures according to some given criterion. In 
particular, we addressed the scenario in which an user takes 
pictures in different sessions and different places, that is 
pictures belong to different contexts. In this case users may 
also be interested in using automatic techniques to instantly 
manage (i.e., browse, save, print and so on) a subset of 
captured pictures according to some particular picture 
properties. 

Currently, the main way to search digital photo libraries 
is by keywords given by the user. However this process has 
been observed to be inadequate since users add few, 
ambiguous, keywords for large set of images. This is even 
worse on mobile devices due to limited text input 
capabilities. 

An ideal system for image browsing should allow an 
automatic organization of pictures based on the semantic of 
photos. Our point is that personal libraries stored on mobile 
devices show peculiar characteristics compared to general 
image collection. Namely the presence of people in most of 
the images and a relatively small number of different 
individuals across the whole library that allow to achieve 
reliable results with automatic approaches [1] [2]. 

In particular, in personal photo collection the user is 
mainly interested in who is in the picture (usually a relatively 
small number of different individuals) and where and when 
the picture was shot. Who, where and when are the 
fundamental aspects of photo information and input images 
can be intrinsically split in three domains of interest. 

To automatically organize image data based on faces, 
background and time descriptors a mean-shift based 
approach is used [3]. 
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In this paper we discuss an evolution of our system, in 
which users can manage their pictures on mobile phones. 

Using a communication wrapper, we can remotely 
control the execution of our classification algorithm which 
runs as Matlab script on a remote machine by means of a 
suitable user interface running on the smartphone. 

II. RELATED WORKS 
Due to the widespread diffusion of digital photography, 

several studies addressed the problem of semi-automatic 
personal photo collection management [4] [5] [6]. Most of 
the effort has been devoted to finding techniques to help the 
user in annotating the collection. For example iPhoto 09 [8], 
recently proposed by Apple, allows users to organize their 
libraries by using semi-automatic features detection (i.e., 
faces, places and events) and search them by person, 
location, title, album, event, or keyword. 

Previous work regarding CBIR on mobile devices has 
been mainly limited to particular problems like the 
generation of an initial query set [10] or to energy efficiency 
[11]. In [13] a server application performs the CBIR and an 
internet browser is used on the mobile device to view the 
results. Some work focused on the development of JAVA-
based client/server framework where mobile devices are 
used as front-end to traditional CBIR systems [12] [13]. 
However the authors simplistically consider mobile devices 
as standard devices that can be moved. Our point of view is 
quite different since nowadays mobile devices can be viewed 
as embedded systems that allow for ubiquitous computing. 

To the best of our knowledge, there are few works 
concerning the use of a mobile device for some kind of 
image processing. Among them, in [9] authors introduced a 
real-time face processing application that make use of a 
suitable model to accomplish the portable face recognition 
task. 

III. SYSTEM ARCHITECTURE 

A. Overview 
Matlab is a matrix-oriented computational environment, 

programmable by means of a script language which makes it 
highly dynamic and modular. There are many existing 
toolboxes by which programmers can suitably use Matlab for 
almost any purpose. One of the most used toolboxes is the 
IPT (Image Processing Toolbox), which enables users to 
execute almost all image transformations and operations, 
ranging from the simplest rotation and resizing, to the 
complex ones such as histogram equalization, Fourier 
transform computing, noise reduction filtering, morphologic 
operators application, and so on. Users can also write their 
own scripts to implement further operators. Such features 
make Matlab a precious tool for image processing. 

The main drawback is that people that want to write their 
own algorithm have to be particularly skilled in Matlab 
programming in order to take advantage of all its features to 
carry on their own computations. On the other hand, even if 

people want to use an already Matlab-coded algorithm, they 
must know how to deploy it, or where it is available to be fed 
with their own inputs. 

The solution we discuss in this paper allows common 
people to run our algorithm on personal images, by means of 
personal mobile devices, such as Smartphones, provided that 
they are Java-enabled. In more detail, we make Matlab 
scripts, and in particular our image classification algorithm, 
available on a pervasive infrastructure, thus allowing users to 
use them with no need to know where they are actually 
running. Furthermore, we implemented a suitable user 
interface on the smartphone side which make the human-
computer interaction more simple and intuitive. Exploiting 
the features of recent devices, such as accelerometers, the 
call for the algorithm to be executed can be triggered by a 
simple shaking. 

Communication
Infrastructure

Bluetooth / Wi-Fi
GPRS / UMTS

Matlab
server

 
Fig. 1. Overall system architecture 

In the following subsections we describe the main 
components of our system 

B. Image Classification 
In this work we use an automatic approach for image 

indexing and management [2]. Each image in the collection 
is represented with features related to the presence of faces in 
the image and features characterizing background and time 
information. The proposed process of image representation is 
shown in Fig. 2. 

Faces are detected and mapped in an auto emerging 
space employing eigenfaces. Information from background is 
managed in a vector space representing low-level features. 
Time information is normalized according to a reference 
date. The representation of images is composed by 
concatenating the three vectors to obtain a single vector. 

For each face in the personal album the global 
representation is given by: 

 
x = [ xf , xb, xt ] (1) 
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where xf is the representation of face in the eigenspace of 

detected faces, xb is the background representation for the 
corresponding image, and xt is the time of capture. 

A data oriented clustering allows to generate aggregation 
structures driven by statistical regularities in the represented 
data. 

 

 
Fig. 2. Image representation for personal photo collections. 

1) Image Representation: Each image to be archived in 
the system is searched for faces using the state of the art 
approach to face detection, that is the framework proposed 
by Viola and Jones [15]. Several appearance-based 
approaches could be used for face representation, however 
eigenfaces [16], i.e., a principal component analysis (PCA) 
technique, is one of the most mature and investigated 
method and it performs well while normalizing faces with 
respect to scale, translation and rotation. Given the set of all 
detected faces in the collection, each face is described using 
its representation in the eigenspace. 

The largest part of semantic information in personal 
photo is conveyed in areas where faces appear, the remaining 
part of the image information is related to the context of the 
scene. Background information is represented with a 
composition of color and texture features. In the chosen 
representation features are globally evaluated and a single 
vector for each image is produced. Color information is 
captured through histograms in the RGB color space. 
Texture is evaluated through Gabor filters [17] with 6 
different filters, taking into account 3 orientation and 2 
scales. 

Temporal data are available for free in image collection 
through the extraction of EXIF (Ex-changeable image file 
format) data. The value stored in the time field (i.e., date and 
hour of capture) is converted in an integer number counting 
seconds from a fixed data (i.e., Jan 1, 1970). Images are 
placed in the time line and organized according to time 
similarity. 

 
2) Image Clustering: Faces, background and time 

information of each image in the collection is automatically 
organized using a mean-shift clustering technique [18]. 
Once the input data is organized into clusters we obtain 
“new collections” of similar images that could be easily 
browsed and searched. 

The clustering process is driven by a set of parameters 
and although the number of clusters is not fixed, the best 
bandwidth must be selected. In this work we used an entropy 
based clustering measure. We choose to evaluate clustering 
as function of scattering of hand assigned identifiers in the 
clusters. 

Two indexes have been defined. The Intra-Cluster 
Entropy gives a measure of the entropy inside clusters (i.e., if 
many different labels are present in a cluster the value of 
Intra-Cluster Entropy is high, if a label is concentrated in few 
clusters the entropy has a low value). The second index, the 
Intra-Label Entropy provides a measure of the distribution of 
a label across clusters (i.e., if a label is always present, or 
absent, in a cluster the entropy has a low value, if a label is 
generally present in many clusters the entropy is high). 

To reduce the Intra-Cluster Entropy a lower bandwidth 
should be preferred, while to reduce Intra-Label Entropy a 
higher bandwidth should be chosen. To modulate this 
tradeoff, a Global Clustering Entropy measure has been 
defined: 

 
 (2) 

 
The value of the parameter ζ allows to modulate weight 

of Intra-Cluster Entropy and Intra-Label Entropy in the final 
clustering. 

Information is described as a composition of face 
representation, time of capture and background 
representation. To cluster this composite information a 
multivariate kernel is applied with mean shift procedure. 
Driven by clustering results, the bandwidth value is 
automatically chosen and the Global Clustering Entropy is 
used as performance measure [2]. The process is run for the 
three domains, and ideally can be applied to all the set of 
orthogonal feature representing input samples. The merging 
of clusters among multiple domains is performed as in 
Comaniciu et al. [18]. 

C. Mobile Interface to Image Classification 
The next step was to enable a Smartphone to act as a 

remote controller for our image classification algorithm 
available on a Matlab server, and to show the results.  

To this end, we set up a Java MIDlet to browse a list of 
scripts available as functions to be remotely executed on a 
Matlab server, to feed the algorithm with a locally or 
remotely available image, and to show the results (Fig. 3).  

The MIDlet thus allows its users to do operations on 
images, provided that there is a corresponding script on the 
Matlab server side. The steps leading to the processed image 
are: 

1. send the image to be processed to the Matlab server; 
2. remotely invoke the classification algorithm on the 

image; 
3. download the processed image and store it appropriately 

according to its classification. 
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Fig. 3: Layered system representation 

This way, should the algorithm be updated, it does not 
have to be rewritten for execution on mobile devices, since it 
is executed on the server side as a Matlab script. 
Furthermore, even complex algorithms can be made 
available to users, since they do not require any computing 
power from mobile devices. Actually mobile devices act as 
remote controllers, and they can be used for other tasks 
waiting for the server to end the requested image processing. 

Once started, the MIDlet automatically connect the 
Matlab server over the available network connection. The 
user then choose the local images to be classified and send 
them to the remote server. The remote server runs the 
algorithm on the images and sends back the classification 
terns as in (1). The MIDlet then move the pictures to the 
corresponding folders and add them some suitable metadata, 
if possible (depending on the image file type). 

D. The SmartTraffic Layer 
The MIDlet we implemented to enable a smartphone to 

act as a remote controller is based on a Java-based 
communication wrapper, called SmartTraffic [4], which 
allows the MIDlet to seamlessly use both TCP and UDP 
protocols over both IP-to-IP and Bluetooth-to-IP. This way 
users can use any type of wireless connection accessible by 
their Smartphones and available in their neighborhood. 

SmartTraffic allows programmers to develop 
applications providing them with a suitable tool to connect a 
mobile device with a fixed device, such as a PC, over a 
wireless connection. SmartTraffic also allows programmers 
to share the PC internet connection from mobile devices, 
thus transforming the PC in a proxy server. This feature can 
be useful to access a Bluetooth-based pervasive framework, 
where a mobile device “enters” the system through a PC near 
to it via the Bluetooth connection. 

The wrapper provide MIDlets programmers with three 
network access modes: 
• IP-to-IP; 
• Bluetooth-to-Bluetooth; 
• Bluetooth-to-IP. 

People who want to use the SmartTraffic wrapper within 
their applications, first have to import the appropriate 
package according to where applications are planned to be 
run. 

IV. CASE STUDY 
In order to carry out our trials, we used three Symbian 

OS Series 60 smartphones: a Nokia N80 (Series 60v3), a 
Nokia 5800 XpressMusic and a Nokia N97 (Series 60v5). 

We exploited the MatImager MIDlet we implemented in 
[3], updating it with new interaction modes. Figures 4 a) and 
b) show two screenshots of our MIDlet running on the Nokia 
N97. Users must first choose what kind of network access 
mode they want to use, according to the current availability 
and to the account charging policy (fig. 4a). Then they can 
choose whether to take a picture with the embedded camera 
or pick up an existing one from the phone memory (fig. 4b). 

We tried to make the user interface as more 
straightforward as possible, thus giving the user the idea that 
the image classification is carried out locally. To achieve this 
goal, we actually transfer each image only one time, from the 
mobile to the remote server. The Matlab server sends back 
only the classification result that is then used by the MIDlet 
for our purposes. 

 

 
Fig. 4: a) Network access mode selection b) Picture source 

selection 

The image processing layer has been evaluated on a real 
photo collection of about 1000 images captured by a mobile 
phone (i.e., VGA and double VGA images) in about three 
months. 

Each image has been manually labeled to store 
information on the presence of faces, background 
characteristics and time of shooting. We chose four known 
people (i.e., each face is defined by an ID), four typical 
contexts (i.e., indoor, urban, snow, sea) and four events 
(birthday, trip, holiday, wedding) mainly present in the 
collection.  

The experiments have been aimed to the evaluation of the 
retrieval capability of the proposed system in terms of faces, 
background and temporal labeling and an entropy based 

MIDlet 

SmartTraffic 

Matlab 

SmartTraffic

Classification 
algorithm

Local images 

Communication Infrastructure 

Smartphone Matlab server 
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analysis of the clustering process has also been performed to 
better understand the process itself. The results of the 
classification process are congruent with those showed in 
[3]. 

Figures 5 a) and b) show an example of the classification 
process. In more detail, Fig. 5 a) shows the sample picture 
we used as key to search for similar ones. Fig. 5 b) shows 
some of the results retrieved and classified by the algorithm 
(the first 4 out of 23), and in particular the pictures with the 
same context as the key one. 

  

  
Fig. 5: a) Key picture b) Retrieved pictures 

In order to give users a more intuitive and funny 
interaction experience, we added the shake-activation feature 
to be used on devices that are equipped with accelerometers, 
and we tried it on our Nokia 5800. In other words, once the 
key picture is selected, the classification task can be 
triggered by simply shaking the phone. People who used it, 
reported this as a very friendly interaction mode, since they 
make the same moves as when using a sieve. 

In order to have an early evaluation of our system, we 
asked 34 students of our last-year courses to express their 
opinion by means of a anonymous questionnaire. Table 1 
shows the results. The mean satisfaction is high (maybe due 
to the low age of the sample), except for the response time. 
We expected that, since users do not know what is the actual 
data flow from and to their phones. They feel as the 
classification is carried out locally on their devices, so the 
response time (from 7.8 to 14.3 seconds during our trials, 
mainly due to the image transfer over the wireless 
connection) does not achieve a high rate. 

V. CONCLUSIONS AND FUTURE WORKS 
A mobile interface for automatic image searching and 

browsing on mobile devices has been presented. We 
considered a photo collection of about 1000 images focusing 

on who (faces/people) is in the picture, where (background) 
and when (time) the picture was shot. A mean-shift 
clustering technique has been used to manage these three 
aspects making the indexing process transparent to the user 
since image features are automatically extracted and 
clustering parameters are automatically determined 
according to an entropy based figure of merit. 

The MIDlet we used for our trials demonstrated the 
effectiveness of our design choices, as well as the 
friendliness of the user interface, with particular reference to 
the shake-activated one. 

Future works will investigate the possibility to run all or 
part of the classification algorithm on the mobile phone side. 
Our initial experiments to this end make use of Python-coded 
applications. This choice allows us to better exploit the 
mobile phone capabilities, even with the drawback of 
portability loss. 

Table 1: System evaluation by students involved in our tests 
 Not 

useful 
A little 
useful 

Quite 
useful 

Very 
useful 

How do you rate the possibility 
to access a remote image 
classification service? 

0 3 11 20 

How do you rate the friendliness 
of the interface? 0 0 15 19 

How do you rate the overall 
response time of the system? (*) 10 12 8 4 

What is your overall rate for the 
system? 1 6 18 9 

(*) trials carried out on a IP-to-IP link over a GPRS-EDGE connection 
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