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——— Abstract

The AP-LCA problem asks, given an n-node directed acyclic graph (DAG), to compute for every
pair of vertices u and v in the DAG a lowest common ancestor (LCA) of v and v if one exists, i.e. a
node that is an ancestor of both u and v but no proper descendent of it is their common ancestor.
Recently [Grandoni et al. SODA’21] obtained the first sub-n?® time algorithm for AP-LCA running
in O(n?**") time. Meanwhile, the only known conditional lower bound for AP-LCA is that the
problem requires n®~°M) time where w is the matrix multiplication exponent.

In this paper we study several interesting variants of AP-LCA, providing both algorithms and
fine-grained lower bounds for them. The lower bounds we obtain are the first conditional lower
bounds for LCA problems higher than n*~°®) . Some of our results include:

In any DAG, we can detect all vertex pairs that have at most two LCAs and list all of their

LCAs in O(n*) time. This algorithm extends a result of [Kowaluk and Lingas ESA’07] which

showed an O(n®) time algorithm that detects all pairs with a unique LCA in a DAG and outputs

their corresponding LCAs.

Listing 7 LCAs per vertex pair in DAGs requires n°~°®) time under the popular assumption

that 3-uniform 5-hyperclique detection requires n®~°M time. This is surprising since essentially

cubic time is sufficient to list all LCAs (if w = 2).

Counting the number of LCAs for every vertex pair in a DAG requires n®~°®) time under the

Strong Exponential Time Hypothesis, and n**>Y=°M) time under the 4-Clique hypothesis.

This shows that the algorithm of [Echkardt, Miihling and Nowak ESA’07] for listing all LCAs

for every pair of vertices is likely optimal.

Given a DAG and a vertex w,, , for every vertex pair u,v, verifying whether all w,, , are valid

LCAs requires n?°~°™) time assuming 3-uniform 4-hyperclique requires n*~°™") time. This defies

the common intuition that verification is easier than computation since returning some LCA per

24447)

vertex pair can be solved in O(n time.
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Listing, Verifying and Counting LCAs in DAGs

1 Introduction

A lowest common ancestor (LCA) of two nodes u and v in a directed acyclic graph (DAG) is
a common ancestor ¢ of v and v such that no proper descendent of ¢ is a common ancestor
of u and v. The AP-LCA problem asks to compute for every pair of nodes in a given DAG,
some LCA, provided a common ancestor exists.

Computing LCAs is an important problem with a wide range of applications. For
instance, LCA computation is a key ingredient in verification of the correctness of distributed
computation (e.g. [10]), object inheritance in object oriented programming languages such as
C++ and Java (e.g. [2, 19, 26]), and computational biology for finding the closest ancestor
of species in rooted phylogenetic networks (e.g. [22]).

Computing LCAs is very well-understood in trees [7, 8, 17, 24, 27, 37, 38, 40]. Ait-Kaci,
Boyer, Lincoln and Nasr [2] were one of the first to consider LCAs in DAGs, focusing on
lattices and lower semilattices with object inheritance in mind. Nykénen and Ukkonen [36]
obtained efficient algorithms for directed trees and asked if there is a subcubic time algorithm
for AP-LCA in DAGs.

Bender, Martin Farach-Colton, Pemmasani, Skiena and Sumazin [6] gave the first subcubic,
O(nG++)/2) < O(n?987), time algorithm for AP-LCA in DAGs, where w < 2.37286 is the
matrix multiplication exponent [4]. They also showed that AP-LCA is equivalent to the
so-called All-Pairs Shortest LCA Distance problem. Czumaj, Kowaluk and Lingas [30, 18]
improved the AP-LCA running time to O(n?57) using a reduction to the Max-Witness
Product problem. With the current best bounds for rectangular matrix multiplication [33],

2:529) time.

their algorithm runs in O(n

Notice that all subcubic algorithms above would run in O(n?®) time! if w = 2. For more
than a decade, this running time remained unchallenged. It seemed that AP-LCA might
actually require n2-5~°(1) time, similar to several other n2-> time problems such as computing
the Max-Witness product (see e.g. [34]).

Recently, Grandoni, Italiano, Lukasiewicz, Parotsidis and Uznanski [25] showed that this
is not the case, giving an algorithm that runs in O(n?#47) time, or in O(n"/3) time if w = 2.

It is not hard to show (see [6, 18]) that any algorithm for AP-LCA can be used to solve
Boolean Matrix Multiplication (BMM), and hence beating O(n*) time for AP-LCA would
likely be difficult. No higher conditional lower bounds are known for the problem. It is still
open whether O(n*) time can actually be achieved for AP-LCA.

Partial progresses have been made for DAGs with special structures or for variants of
AP-LCA. Czumaj, Kowaluk and Lingas [18] showed that AP-LCA is in O(n%) time for
low-depth DAGs. Kowaluk and Lingas [31] showed that in O(n“ logn) time one can return
an LCA for every vertex pair that has a unique LCA. Eckhardt, Miihling and Nowak [20]
showed that one can solve the AP-AII-LCA problem, which asks to output all LCAs for every
pair of vertices, in O(n®(121) time. Here w(1,2,1) < 3.252 is the exponent of multiplying
an n x n? by an n? x n matrix. AP-LCA was also studied in the weighted setting [5], the
dynamic setting [20] and the space-efficient setting [32].

This paper considers the following questions:

1. Can we return all LCAs for every pair of nodes that has at most 2 LCAs, in O(n*) time,

extending Kowaluk and Lingas’s algorithm [31]?

2. The AP-LCA problem asks us to exhibit a single LCA for each vertex pair. What if we
want to list 2, 3, ...,k LCAs? How fast can we do it?

L O hides poly-logarithmic factors.
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So far two variants of LCA are studied: list a single LCA per pair and list all LCAs per
pair. What about listing numbers in between? This is just as natural. In phylogenetic
networks for instance, there can be multiple LCAs per species pair, but typically not too
many. Then listing a constant number of LCAs fast can give a better picture than listing
a single representative. Other applications of AP-LCA would similarly make more sense
for listing multiple LCAs.

3. How fast can we count the number of LCAs each vertex pair has?

4. Suppose that for every pair of nodes u,v in a DAG we are given a node w,,. Can we
efficiently determine whether w,, ,, is an LCA of u and v, for each u,v? One would think
that if AP-LCA can be solved faster than O(n?-®) time, then this verification version of
the problem should also be solvable faster.

We provide algorithms and fine-grained conditional lower bounds to address the above
questions. Our lower bounds are the first conditional lower bounds higher than n®“—°() for
LCA problems.

1.1 Our results

Detecting and listing O(1) LCAs. Our results for this part are summarized in Table 1.
Table 1 A summary of our results for detecting and listing LCAs. In the second and third columns,
we give the best known runtime exponents for AP-AtLeastk-LCA and AP-List-k-LCA respectively.
An exponent of 3 above corresponds to the trivial brute-force algorithm. In the fourth and fifth
columns, we give the best conditional lower bounds for the exponent of AP-AtLeastk-LCA, and the
corresponding hardness sources for the lower bounds. The exponents and lower bounds in the last
row are for AP-All-LCA problem. All values in parentheses are the corresponding values when w = 2.

k | AP-AtLeastk-LCA Exponent | AP-List-k-LCA Exponent Best Lower Bound Source of LB

1 |w(® Folklore 2.447 (7/3) [25] w (2) (6] BMM

2 | w(2) [31], Thm 26 2529 (25)  Thm 3 w (2) (6] BMM

3 | w(2 Thm 27 2529 (25)  Thm 3 w (2) (6] BMM

4 3 3 2.5 Thm 30 | (4,3)-Hyperclique
5 3 3 2.666 Thm 30 | (5,3)-Hyperclique
6 3 3 2.8 Thm 30 | (6,3)-Hyperclique
7 3 3 3 Thm 30 | (5,3)-Hyperclique
All | N/A w(1,2,1) (3) [20] w(1,2,1) (3) Thm4,5 | SETH, 4-Clique

Let us define AP-Exactk-LCA, AP-AtlLeastk-LCA and AP-AtMostk-LCA as the problems of
deciding for every pair of vertices in a given DAG, whether they have exactly, greater than
or equal to, and less than or equal to k& LCAs, respectively.

We study how fast AP-Exactk-LCA, AP-AtLeastk-LCA and AP-AtMostk-LCA can be solved
for constant k. More generally, we study the problem of returning & LCAs per vertex pair if

it has at least k LCAs, or all LCAs if it has fewer. We call the latter problem AP-List-k-LCA.

For any constant k, one can return up to k LCAs for every vertex pair in a DAG in cubic

time using a trivial brute-force algorithm?. More generally, if w = 2, the O(n‘*’(l’2>1)) time

AP-AII-LCA algorithm in [20] would also run in essentially cubic time.

2 We first compute a topological ordering of the graph in O(n?) time and the transitive closure in O(n*)
time using [23]. For each vertex pair (u,v), we scan the vertices in the reverse order of the topological
ordering, and declare the current vertex w a new LCA if w can reach both u and v and w cannot reach
any LCAs found so far. We stop the scan as soon as we find k& LCAs or reach the end of the topological
ordering. Given the transitive closure, each reachability check can be finished in O(1) time, so the
overall running time of the algorithm is O(kn®).
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It is thus interesting to study for what values of k, AP-Exactk-LCA, AP-AtLeastk-LCA,
AP-AtMostk-LCA and AP-List-k-LCA are solvable in truly subcubic, O(n3=¢) for e > 0, time.

We show that for every constant k, the listing problem AP-List-k-LCA and the decision
problem AP-AtLeastk-LCA are subcubically equivalent. This statement appears as Theorem 28
in the main text. Thus, the values k£ for which one problem is in subcubic time are exactly
the same for the other problem.

We also prove a convenient equivalence between AP-Exactk-LCA, AP-AtLeastk-LCA and
AP-AtMostk-LCA:

» Theorem 1. For any constant k > 0, the running times of AP-Exactk-LCA, AP-AtMostk-
LCA and AP-AtLeast(k + 1)-LCA are the same up to constant factors.

Now we can focus on AP-Exactk-LCA, and due to the above equivalence, we also obtain
results for the other variants.

Next, we extend the result of Kowaluk and Lingas [31] for pairs with unique LCAs to
pairs with two LCAs by showing that AP-Exactk-LCA can be solved in O(n*) time for both
k =1,2. Moreover, the corresponding witness LCAs can be listed in the same time.

» Theorem 2. AP-Exactl-LCA and AP-Exact2-LCA can be solved in O(n¥) time with high
probability by Las Vegas algorithms. Moreover, finding the LCAs for vertex pairs (u,v) that
have exactly 1 or 2 LCAs can also be solved in O(n®) time with high probability.

This theorem appears as Theorems 26 and 27 in the main text. By our equivalence theorem,
the same result applies to AP-AtlLeast(k + 1)-LCA and AP-AtMostk-LCA for k = 1,2.

Our algorithm for AP-Exactl-LCA is different from that of [31]. The algorithm of [31] is
deterministic while ours is randomized, so it is seemingly weaker. We nevertheless include
our approach to AP-Exact1-LCA as it is simple and saves a factor of logn. Additionally, our
approach generalizes to AP-Exact2-LCA.

As our techniques no longer seem to work for the case of deciding if there are exactly
3 LCAs, we turn to conditional lower bounds. We prove that under popular fine-grained
hypotheses, the following hold in the word-RAM model with O(logn) bit words (Theorem 30):
AP-Exactk-LCA requires time n>°=°(M) for k = 3, n®/3-°M) for k = 4, n?%°W for k = 5 and
n3=°W for k = 6.

With our earlier equivalence theorem in mind, our conditional lower bound for AP-Exact3-
LCA means that detecting for each pair whether it has at least 4 LCAs, or listing 4 LCAs
per vertex pair also requires n2°~°(1) time. In particular, this shows that listing 4 LCAs is
more difficult than listing just one LCA per vertex pair, as the latter has an O(n?447) time
algorithm [25].

Furthermore, our conditional lower bound for AP-Exact6-LCA also implies that AP-
AtLeast7-LCA requires n®~°(1) time, and hence the clearly even harder problem of listing 7
LCAs per vertex pair requires n3~°(1) time. This is intriguing since as we mentioned earlier,
we can list all LCAs per pair in essentially cubic time if w = 2.

We also show the following algorithmic results for AP-List-2-LCA and AP-List-3-LCA.

» Theorem 3. For k = 2 and k = 3, the AP-List-k-LCA problem can be deterministically
solved in O(n?*A) time, where \ satisfies the equation w(1,\,1) = 1+ 2X. Here, w(1,\,1) is

the exponent of multiplying an n x n® by an n* x n matriz.

The running time for AP-List-k-LCA above matches the best known running time for Max-
Witness product [18]. Using the current best bounds for rectangular matrix multiplication [33],
the runtime we get for AP-List-k-LCA is O(n?5%) for k = 2 and 3.
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Counting LCAs. We now turn our attention to computing the number of LCAs for every
pair of vertices in a DAG. We call this problem AP-#LCA. As shown in [20], we can list all
LCAs for every pair of vertices in O(n®(121)) time, which is essentially cubic time if w = 2.
Thus in particular, we can also count all the LCAs in the same amount of time.

One might wonder, can the counts be computed faster, in truly subcubic time? We show
that under the Strong Exponential Time (SETH) Hypothesis [29, 13, 14], this is impossible,
even if we are only required to return the count for a vertex pair if it is smaller than some
superconstant function g(n). Notice that we can solve this restrained case in O(n3g(n)) time
using the brute-force algorithm, so the following theorem is tight up to n°") factors when

g(n) is O(1).

» Theorem 4. Assuming SETH, AP-#LCA requires n®>=°1) time, even if we only need to
return the minimum between the count and g(n) for any g(n) = w(1).

The current best running time O(n®(»21) for listing LCAs and also for AP-#LCA is
actually supercubic, however. For the current best bounds on w(1,2,1), it is O(n®252) [33].
In fact, there are serious limitations of the known matrix multiplication techniques [3, 15, 16]
that show that current techniques cannot be used to prove that w(1,2,1) < 3.05.

In this case, the cubic lower bound for AP-#LCA under SETH would not be entirely
satisfactory. We thus present a tight conditional lower bound from the 4-Clique problem.

The 4-Clique problem asks, does a given n-node graph contain a clique on 4 nodes?
The fastest known algorithm for 4-Clique runs in O(n*(>1) time [21], which has remained
unchallenged for almost two decades. We show that an improvement over the O(n®(1:2:1))
time for AP-#LCA would also solve 4-Clique faster.

» Theorem 5. If the AP-#LCA problem can be solved in T(n) time, then 4-Clique can be
computed in O(T (n) + n*) time.

Verifying LCAs. Oftentimes in algorithms, one is also concerned with the problem of
verifying an answer besides computing an answer. In many cases, verification is an easier
problem than computation. For instance, even though computing the product of two n x n
matrices A and B currently is only known to be possible in O(n?-373) time, verifying whether
the product of A and B is a matrix C' can be done in randomized O(n?) time. This was the
basis of the Blum-Luby-Rubinfeld linearity test [9].

We consider the following two verification variants of AP-LCA which we call Ver-LCA and
AP-Ver-LCA. In both variants, we are given an n-node DAG, and for every pair of nodes
u,v in the DAG, we are also given a node w,, ,. In Ver-LCA, we want to determine whether
all w,, , are LCAs for their respective pair u,v, i.e. that the matrix w of candidate LCAs
is all correct (or conversely, that there is some pair that has an incorrect entry). In the
AP-Ver-LCA variant we want to know for every w,v whether w, , is an LCA of u and v, so
this variant is potentially more difficult. After we compute the transitive closure of the graph,
it takes O(n) time to verify whether a vertex w, , is indeed an LCA of u and v. Thus, both
Ver-LCA and AP-Ver-LCA can be solved in O(n?) time. No faster algorithm is known to the
best of our knowledge.

Kowaluk and Lingas [31] solved a variant of AP-Ver-LCA concerning vertex pairs that
have at most 2 LCAs. Specifically, given one or two nodes per pair they showed how to verify
that those nodes are all the LCAs for the pair, in O(n*) time. However, their algorithm is
not able to compute 2 LCAs for vertex pairs that have exactly 2 LCAs in O(n%) time.

Surprisingly, we provide strong evidence that Ver-LCA and AP-Ver-LCA are actually
harder than AP-LCA, as AP-LCA can be solved in O(n?57¢) time for ¢ > 0, while under

popular fine-grained hypotheses, Ver-LCA and AP-Ver-LCA require n2-5—°(1) time.
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Our first hardness result is that the running time of AP-Ver-LCA is at least as high as
that of the Max-Witness problem, whose current best running time is O(n?29) [30, 33]. If
w = 2, then Max-Witness would be solvable in O(n??) time, and it is hypothesized [34] that
no n?5-°M) time algorithms exist for it.

» Theorem 6. If the AP-Ver-LCA problem can be solved in T (n) time, then the Max-Witness
problem can be solved in O(T(n)) time.

Note that Czumaj, Kowaluk and Lingas’s algorithm [18] for AP-LCA is essentially a
reduction from AP-LCA to Max-Witness. Combined with their algorithm, the above theorem
says that we can solve AP-Ver-LCA in T'(n) time, then we can solve AP-LCA in O(T'(n)) time.

Our second result is the hardness of Ver-LCA based on the hardness of the (4, 3)-Hyperclique
problem: given a 3-uniform hypergraph on n nodes, return whether it contains a 4-hyperclique.
This problem is hypothesized to require n*=°() time [35], and solving it in O(n*~¢) time for
¢ > 0 would imply improved algorithms for Max-3-SAT and other problems (see [35] and the
discussion therein).

2.5—0(1)

» Theorem 7. Assuming the (4,3)-Hyperclique hypothesis, Ver-LCA requires n time.

Thus, verifying candidate LCAs is most likely harder than finding LCAs, defying the
common intuition that verification should be easier than computation.

1.2 Paper Organization

In Section 2, we give necessary definitions. In Section 3, we list basic relationships among AP-
Exactk-LCA, AP-AtMostk-LCA and AP-AtlLeastk-LCA, including Theorem 1. In Section 4, we
show O(n*) time algorithms for AP-Exact1-LCA and AP-Exact2-LCA, proving Theorem 2. In
Section 5, we consider the AP-List-k-LCA problem. In Section 6, we prove several conditional
lower bounds for AP-Exactk-LCA and AP-#LCA, including Theorem 4 and Theorem 5.
In Section 7, we show conditional lower bounds for AP-Ver-LCA, proving Theorem 6 and
Theorem 7. Finally, in Section 8, we conclude with several open problems.

2 Preliminaries

2.1 Notation

Let G = (V, E) be a DAG. For every u,v € V, we use LCA(u,v) to denote the set of vertices
that are LCAs for vertex pair v and v. We use u ~» v to denote that u can reach v via zero
or more edges and use u ¥ v to denote that u cannot reach v. In particular, u ~» u for every
u € V. We also use Anc(u) to denote the set of vertices that can reach u. For any V' C V,
we use G[V’] to denote the subgraph in G induced by the vertex set V.

We use w < 2.37286 to denote the matrix multiplication exponent [4]. For any constants
a,b,c >0, we use w(a,b,c) to denote the exponent of multiplying an n® x n® matrix by an
n? x n® matrix, in the arithmetic circuit model. Note that the fastest known algorithms for
square [4] and rectangular [33] matrix multiplication all work in the arithmetic circuit model.

It is well-known that w(a,b,c) = w(b, ¢, a) (see e.g. [12]).

2.2 Variants of AP-LCA
Given a DAG G = (V, E), we study the following variants of AP-LCA.
» Definition 8 (AP-Exactk-LCA). Decide if |LCA(u,v)| = k for every pair u,v € V.
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» Definition 9 (AP-AtMostk-LCA). Decide if |LCA(u,v)| < k for every pair u,v € V.
» Definition 10 (AP-AtLeastk-LCA). Decide if |LCA(u,v)| > k for every pair u,v € V.
» Definition 11 (AP-#LCA). Compute |LCA(u,v)| for every pair u,v € V.

» Definition 12 (AP-List-k-LCA). Compute for every pair u,v € V a list of k distinct LCAs.
If any pair u,v € V' has fewer than k LCAs, output all of their LCAs.

» Definition 13 (AP-All-LCA). For every pair u,v € V, output LCA(u,v).

» Definition 14 (AP-Ver-LCA). Given a candidate vertex w, , for each pair u,v € V, decide
if wyw € LCA(u,v) for every pair u,v € V.

» Definition 15 (Ver-LCA). Given a candidate vertex w,, for each pair u,v € V, decide if
there exists u,v € V such that w,, is not an LCA for u and v.

2.3 Fine-Grained Hypotheses

In this section, we list the hypotheses we use in this paper.
Eisenbrand et al. [21] gave the current best algorithm for 4-Clique that runs in O(n®(:>1)
time. The 4-Clique hypothesis states that we cannot improve this algorithm much.

» Hypothesis 16 (4-Clique Hypothesis [11, 1]). On a Word-RAM with O(logn) bit words,
detecting a 4-clique in an n-node graph requires n®(H2D =) time.

» Hypothesis 17 ((¢, k)-Hyperclique Hypothesis, [35]). Let £ > k > 2 be constant integers.
On a Word-RAM with O(logn) bit words, detecting whether an n-node k-uniform hypergraph

£—o(1)

contains an L-hyperclique requires n time.

Using common techniques (see e.g. [39]), the (¢, k)-Hyperclique hypothesis actually implies
the hardness of the following unbalanced version of (¢, k)-Hyperclique.

» Fact 18. Assuming the (¢, k)-Hyperclique hypothesis, on a Word-RAM with O(logn) bit
words, detecting whether a k-uniform £-partite hypergraph with n®, ..., n% vertices on each
part for ai,...,a; > 0 requires n®+tae—o() time.

» Hypothesis 19 (Max-k-SAT Hypothesis, [35]). On a Word-RAM with O(logn) bit words,
for any k > 3, given a k-CNF formula on n variables and poly(n) clauses, determining the
mazimum number of clauses that can be satisfied by a Boolean assignment of the variables
requires 2" °(") time.

» Hypothesis 20 (Strong Exponential Time Hypothesis (SETH), [28, 13, 14]). On a Word-
RAM with O(logn) bit words, for every € > 0, there exists k such that k-SAT on n variables
cannot be solved in O(21=9™) time.

» Definition 21. The Max-Witness product C of two n x n Boolean matrices A and B is
defined as

Cli,j] = max{k | A[i,k] = B[k, j] =1}
where the mazximum is defined to be —oco if no such witness exists.

The best running time to compute the Max-Witness product is O(n?**) where \ satisfies
the equation w(1,,1) = 1 4 2\ [18]. This running time is O(n*?®) if w = 2. It is used as a
hypothesis that this running time cannot be improved much.

» Hypothesis 22 (Max-Witness Hypothesis, [34]). On a Word-RAM with O(logn) bit words,

computing the Max-Witness product of two n x n matrices requires n®>5=°1) time.
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3 Relationships among AP-Exactk-LCA, AP-AtMostk-LCA and
AP-AtLeastk-LCA

In this section, we consider the relationships between AP-Exactk-LCA, AP-AtMostk-LCA and
AP-AtLeastk-LCA. Our results are depicted in Figure 1 and are proven in the full version of
the paper.

AP-AtlLeast]l-LCA —— AP-AtlLeast2-LCA — AP-AtlLeast3-LCA ——— ---

AP-Exact0-LCA ——— AP-Exactl-LCA — AP-Exact2-LCA — -

AP-AtMost0-LCA — AP-AtMost1-LCA — AP-AtMost2-LCA —— - -

Figure 1 Reductions between AP-AtMostk-LCA, AP-Exactk-LCA and AP-AtLeastk-LCA. All arrows
in this figure represent O(n?) time reductions from an instance to another instance with the same
input sizes up to constant factors.

We first show the following lemma (whose proof is deferred to the full version) which then
allows us to show that AP-Exact(k + 1)-LCA (resp. AP-AtMost(k+1)-LCA, AP-AtLeast(k+1)-
LCA) is harder than AP-Exactk-LCA (resp. AP-AtMostk-LCA, AP-AtLeastk-LCA) for k > 0.

» Lemma 23. Given a DAG G with n vertices, we can create another DAG G’ with 2n + 1
vertices and a map p : V(G) — V(G') in O(n?) time such that for every u,v € V(G), the
number of LCAs of u and v in G is exactly one fewer than the number of LCAs of p(u) and
p(v) in G'.

» Corollary 24. For any k > 0, an instance of AP-Exactk-LCA (resp. AP-AtMostk-LCA,
AP-AtlLeastk-LCA) with n wvertices reduces to an instance of AP-Exact(k + 1)-LCA (resp.
AP-AtMost(k + 1)-LCA, AP-AtLeast(k + 1)-LCA) with O(n) vertices in O(n?) time.

Finally, we recall the relationship among AP-Exactk-LCA, AP-AtMostk-LCA and AP-
Atleastk-LCA.

» Theorem 1. For any constant k > 0, the running times of AP-Exactk-LCA, AP-AtMostk-
LCA and AP-AtLeast(k + 1)-LCA are the same up to constant factors.

4 Algorithms for AP-Exactk-LCA

As noted in the introduction, AP-Exactk-LCA can be solved in O(n?) time for any constant
k. Interestingly, an algorithm by Kowaluk and Lingas [31] that finds and verifies the LCAs
for vertex pairs with a unique LCA implies that AP-Exactl-LCA can be solved in O(n®)
time deterministically. In this section, we present an alternative randomized algorithm for
AP-Exact1-LCA, and also extend the algorithm for AP-Exact2-LCA.

The following claim is essential to our AP-Exactl-LCA algorithm. We defer its proof to
the full version fo the paper.
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> Claim 25. Given a DAG G = (V, E), for every pair of vertices u,v € V, we have that

Anc(u) N Anc(v) = U Anc(w). (1)

weLCA(u,v)

Moreover, if Anc(u) N Anc(v) = U
LCA(u,v) C S.

wes Anc(w) for some S C V, it must be the case that

» Theorem 26. There exists an O(n®) time Las Vegas algorithm for AP-Exactl-LCA that
succeeds with high probability. Additionally, this algorithm can find the unique LCA for all
pairs of vertices that have exactly 1 LCA.

Proof. For every pair of vertices v and v with a unique LCA w, we rewrite Equation (1) as
Anc(u) N Anc(v) = Anc(w). In fact, Claim 25 gives us that this holds if and only if w is a
unique LCA of the pair u and v.

Let f:V — Z, be a random function for some p = O(n'?). For every S C V, we will use
f(S) to denote ) g f(z). Then with high probability, for any u,v,z € V,

Anc(u) N Anc(v) = Anc(z) if and only if f(Anc(u) N Anc(v)) = f(Anc(z)).

To see this, note that for S, 5" C V,if S # 5’ then f(S)— f(S’) is a sum of a nonzero number
of independent uniform random variables from Z,. Thus if S # 5’, then Pr[f(S) = f(5')] =
%. Since we are comparing O(n?) such sets of the form f(Anc(x)) and f(Anc(u) N Anc(v)),
by a union bound, the probability that two distinct sets collide is O(n*/p).

Therefore, it suffices to compute f(Anc(z)) and f(Anc(u) N Anc(v)) for all u,v,z € V.

For each = € V(G), it is easy to compute f(Anc(z)) = 3_, canc(s) f(v) in O(n) time. To

compute F(u,v) = f(Anc(u) N Anc(v)) for all u,v € V, we construct the following matrices.

Let A be the transitive closure of G and let Blz,v] = f(z) - A[z,v]. Now, note that the

(u,v)-th entry of C = AT B gives us Clu,v] = 2 reAnc(u)nanc(v) f () = F(u,v), as desired.

Therefore, we can compute all F'(u,v) in O(n*) time.

Now, we sort the list L = {f(v) | v € V(G)} in O(n) time. For each u,v € V, we can find
an arbitrary w,, , such that F(u,v) = f(w,.,) in O(1) time. Assuming none of the O(n?) sets
we are interested in collide, which happens with probability at least 1—O(n*/p) = 1-0(1/n5),
we find such a w,, if and only if it is the unique LCA of u,v € V.

To make this algorithm Las Vegas, we first notice that if our algorithm does not report a
Wy, then u and v does not have a unique LCA. For the vertex pairs that our algorithm
does find a w, ,, we run [31]’s verification algorithm (Theorem 2 in [31]) to verify if each
Wy,p 1s in fact the unique LCA of u,v in O(n®) time. If we find any errors, we can simply
repeat the algorithm. |

Now we show how to extend our AP-Exact1-LCA algorithm to AP-Exact2-LCA.

» Theorem 27. There exists an O(n*) time Las Vegas algorithm for AP-Exact2-LCA that
succeeds with high probability. Additionally, this algorithm can find the two LCAs for all
pairs of vertices with exactly 2 LCAs.

Proof. For all pair of vertices u and v with exactly two LCAs, say a and b, we rewrite (1) as
Anc(u) N Anc(v) = Anc(a) U Anc(b). Moreover, for any u, v, a,b such that the above equation
holds, it must be the case that either both a and b are the only LCAs of u and v, or exactly
one of them is the unique LCA (and the other is a common ancestor). We can detect the
latter case with high probability by performing the algorithm as described in Theorem 26.
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Let f: V(G) — Z, be a random function for some p = ©(n'%). By the same argument
as Theorem 26, with high probability, for any u,v,a,b € V,

Anc(u)NAnc(v) = Anc(a)UAnc(b) if and only if f(Anc(u)NAnc(v)) = f(Anc(a)UAnc(d)).

Let F(u,v) = f(Anc(u)NAnc(v)) and H(a,b) = f(Anc(a)UAnc(b)). As we saw in Theorem 26,
we can compute F'(u,v) in O(n®) time.

To compute H(a, b), note that Anc(a) UAnc(b) = Anc(a) N Anc(b). First, we compute the
transitive closure A of G in O(n*) time. Then, we construct an n x n matrix M by setting
M]lz,a] =1 — Alz, a]. Now, construct another matrix N by setting N[z,b] = f(x) - M|z, b).
Then, it is easy to see that

(MTN)[a,b] = Z f(z) = f(Anc(a) N Anc(b)).

z€Anc(a)NAnc(b)

Therefore, one can compute

H(a,b) = f(Anc(a) U Anc(b)) = (V) — f(Anc(a) N Anc(D)) = f(V) — (MTN)|a,b]

for all a,b € V in O(n*) time.

Now, sort L = {H(a,b) | a,b € V}. For each u,v which does not have a unique LCA,
search for an arbitrary pair a,, ., by, (if one exists) such that F(u,v) = H(ay.,bu) in O(1)
time. With probability 1 — O(1/n®), we find such a pair for each w, v if and only if a,, , and
by » are the only two LCAs of v and v.

To make this algorithm Las Vegas, we first notice that if our algorithm does not report a
PAIr Gy v, by v, then v and v does not have exactly two LCAs. For vertex pairs for which our
algorithm does find two LCA candidates, we run [31]’s verification algorithm (it is described
in a remark in [31]) to verify that a,, and b, , are the only two LCAs of u and v in O(n®“)
time. If we find any errors, we can simply repeat the algorithm from the beginning. |

Note that our technique for AP-Exact1-LCA and AP-Exact2-LCA does not extend to AP-
Exact3-LCA because it would require us to list f(Anc(z) UAnc(y) UAnc(z)) for all z,y,z € V,
which easily exceeds n“ time. In fact, in Section 6, we show it is unlikely to obtain an O(n‘*’)
time algorithm for AP-Exact3-LCA by proving that any O(n?5~¢) time algorithm for ¢ > 0
for AP-Exact3-LCA would refute the (4, 3)-Hyperclique hypothesis. Thus, AP-Exact3-LCA is
indeed (conditionally) harder than AP-Exactl-LCA and AP-Exact2-LCA.

5 AP-LCA Listing Algorithms

In this section, we consider the AP-List-k-LCA problem. First, we show that AP-AtLeastk-LCA
and AP-List-k-LCA are subcubically equivalent, i.e. either both or neither have a truly subcubic
time algorithm.

» Theorem 28. Suppose AP-AtLeastk-LCA can be computed in T(n) time for a constant k.
Then, AP-List-k-LCA can be computed in O(1/n® - T'(n)) time. In particular, AP-AtLeastk-LCA
and AP-List-k-LCA are subcubically equivalent.

Proof. Suppose we are given a DAG G = (V, E). First compute a topological ordering 7 of
the vertices in O(n?) time, and the transitive closure D in O(n®) time. Now, for every pair
of vertices u and v, we inductively find their k topologically latest (with respect to ) LCAs.

Suppose we have found the set S(u,v) of the topologically latest £ —1 LCAs for every pair
of vertices u, v, for some 1 < ¢ < k with respect to m. Now, partition the vertices into sets
V=ViuVeu---UV,,, where V; contains the first L vertices in the topological ordering,
V5 contains the next L and so on for a parameter L that we will set later.
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Let LCAGw1(u,v) denote the set of LCAs of u and v in the subgraph induced by W
(note the distinction between LCAgw)(u,v) and LCA(u,v) N W). Consider the vertex set
Us = V;uVi1U-- -0V, and the induced subgraph G; = G[U;]. We will prove the following
claim in the full version of the paper.

> Claim 29. For u,v € U;, it must be the case that LCAg, (u,v) = LCA(u,v) N U;.

Now we describe our algorithm. For i = n/L,n/L —1,...,1, run AP-AtLeast(-LCA on
each G;. For each (u,v) € V x V, keep track of the largest index i, , where AP-AtLeast(-LCA
outputs 1, i.e. largest index such that |LCAg, (u,v)| > £. By Claim 29, this must mean that
ILCA(u,v) NU;, | > £ whereas [LCA(u,v) NU;, ,—1| < £. In other words, the /th LCA lies
in V;, ,. By Corollary 24, we can compute AP-AtLeast(-LCA in time O(T'(n)). Therefore,
this step takes O (% - T'(n)) time in total.

Next, for each u,v € V, note that the topologically fth LCA must lie in the vertex
if 4., exists. Therefore, it suffices to find the latest vertex x € V;,  such

u,v

u,v

partition V; |
that € Anc(u) N Anc(v) and no y € S(u,v) is a descendent of x. Such an  must in fact be
the /th LCA. Note that these checks can be done in O(1) time for each x € V;, , using the
transitive closure D. If there is no 4, , such that AP-AtLeastl-LCA outputs 1, then u and v
have fewer than ¢ LCAs. This step takes O(¢- L) = O(L) time for each pair u,v € V.

Since we have to iteratively find up to k LCAs per vertex pair, the overall runtime of the
algorithm is O(n® + k(% - T'(n) +n? - L)). Choosing L = y/T'(n)/n, we have a runtime of
O(y/n3 - T(n)).

Moreover, it is clear that if there is a subcubic algorithm for AP-List-k-LCA, we can use
the same algorithm to solve AP-AtLeastk-LCA with an O(n?) additional cost. Therefore the
two problems are in fact subcubically equivalent. |

In Theorem 26 and Theorem 27, we showed O(n*) time algorithms for AP-Exact1-LCA
and AP-Exact2-LCA. By their equivalences with AP-AtLeast2-LCA and AP-AtLeast3-LCA
respectively, we can also solve AP-AtLeast2-LCA and AP-AtLeast3-LCA in O(n“) time. By

Theorem 28, these imply O(n(“*3)/2) time algorithms for AP-List-2-LCA and AP-List-3-LCA.

In the following theorem, we show that we can further improve the O(n®*«)/2) running

time for AP-List-2-LCA and AP-List-3-LCA to O(n***) time where w(1,\,1) = 1 + 2.

Interestingly this running time matches the current best running time of the Max-Witness
problem [18]. For these algorithms, we use an idea from [31] about comparing the sizes of
two sets for verifying whether a set of one or two vertices are all the LCAs.

» Theorem 3. For k = 2 and k = 3, the AP-List-k-LCA problem can be deterministically

solved in O(n?*) time, where \ satisfies the equation w(1,\, 1) = 1+ 2X. Here, w(1,\,1) is

the exponent of multiplying an n x n® by an n* x n matriz.

We defer the proof of Theorem 3 to the full version of the paper.

6 Lower Bounds

In this section, we show our conditional lower bounds for AP-Exactk-LCA and AP-#LCA.

These lower bounds are the first conditional lower bounds for LCA problems that are higher
than nv—o(),
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6.1 Lower Bounds for AP-Exactk-LCA

First, we show lower bounds for the AP-Exactk-LCA problem by reducing from 3-uniform
hypercliques. Combined with Corollary 24, the following theorem also shows that, for all
constant k > 6, AP-Exactk-LCA requires n3~°(1) time.

» Theorem 30. Assuming the (4, 3)-Hyperclique hypothesis, AP-Exact3-LCA requires n?>~°()

time. Assuming the (5,3)-Hyperclique hypothesis, AP-Exact4-LCA and AP-Exact6-LCA require
n®/3=°) gnd n3=°W) time respectively. Also, assuming the (6,3)-Hyperclique hypothesis,
AP-Exact5-LCA requires n*4/5=°(1) time.

Proof. All four reductions share the same underlying ideas. Thus, we only give full details
for the first reduction. The remaining reductions are deferred to the full version of the paper.

(4, 3)-Hyperclique — AP-Exact3-LCA. Suppose we are given a 3-uniform 4-partite hypergraph
G on vertex sets A, B,C,U, where |A| = |B| = |C| = v/n, and |U| = n. By Fact 18, the
(4, 3)-Hyperclique hypothesis implies that it requires (| A||B]|C||U])*~°™M) = n2>=°() time to
determine whether G contains a 4-hyperclique.

We construct the following instance of AP-Exact3-LCA as depicted in Figure 2. The graph
G’ contains 3 layers of vertices V7, Vs, V3. Vertex set V; is a copy of U, vertex set V5 equals
(Ax B)U(BxC)U(C x A) and vertex set V3 equals (A x B) U C. To distinguish vertices
from V5 and V3, we use subscript 2 and 3, e.g. (a,b)s and (a,b)s, to denote vertices from Vs
and V3 respectively.

We also add the following edges to the graph G':

Add a directed edge from every vertex in V; to every vertex in V3.

Add a directed edge from any vertex in V5 to any vertex in V3 as long as they do not

have inconsistent labels. For instance, for every a € A,b € B,c € C, we add an edge from

(a,b)2 to (a,b)s and to ¢z, but we do not add an edge from (a,b)s to (a,b’)s if b #£ b'.

For every u € V1 and every (z,y)2 € Va, add a directed edge from w to (x,y) if and only

if there is not a 3-hyperedge among u, x and y.

i

Va

V3

Figure 2 Construction of G’ in Theorem 30 from the 3-uniform 4-hyperclique instance. Between
the parts where we mark “all”, we add all possible edges. Between the parts where we mark a
condition, we only add an edge when the corresponding condition holds.
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We consider the set of LCAs for every pair of (a,b)s,c3 € V3.

First, since G’ is a three layered graph, all common ancestors of (a,b)s and ¢z in V5 are
their LCAs. Since we only add edges from V5 to V3 when the labels are consistent, it is easy
to verify that the set of LCAs in V3 is {(a, b)2, (b, ¢)2, (¢, a)2}.

Now we claim that a, b, ¢ are in a 4-hyperclique in G if and only if (a,b)s and c3 have an
LCA in V; and there is a 3-hyperedge among a, b, ¢ in G.

Suppose a,b,c are in a 4-hyperclique with a vertex v € V(G). Since G is 4-partite,
we must have u € U. The copy of v in G’ is clearly a common ancestor of (a,b); and
cs3, since we add all possible edges from V; to V3. Because a,b,c,u is in a 4-hyperclique,
{a,b,u},{b,c,u},{c,a,u} € E(G). Therefore, in G’ we do not add edges from u to any of
(a,b)2, (b,c)2 and (¢,a)2. Since these are the only common ancestors of (a,b)s and cg in Va,
u in fact cannot reach any other vertex that can reach both (a,b)s and ¢z, which makes u an
LCA. Clearly, there is a 3-hyperedge among a, b, c in G.

To prove the converse, suppose u € V; is an LCA of (a,b)3 and ¢3 and there is a 3-
hyperedge among a, b, c in G. In that case, u cannot reach any vertex that can reach both
(a,b)s and c3. In particular, u cannot reach any of (a, b)s, (b, ¢)a, (¢,a)2. When we add edges
from V; to Va, we have that {a, b, u}, {b,c,u},{c,a,u} are all 3-hyperedges in G. Also, since
{a, b, c} is a 3-hyperedge, there is indeed a 4-hyperclique with vertices a, b, ¢, u.

Thus, a,b,c are in a 4-hyperclique in G if and only if the number of LCAs of (a,b)s and
c3 is not 3 and there is a 3-hyperedge among a, b, c in G. Thus, given the result of an AP-
Exact3-LCA computation of G’, we can easily determine if G has a 4-hyperclique. Therefore,
assuming the (4, 3)-Hyperclique hypothesis, AP-Exact3-LCA requires n25=°() time. <

» Remark 31. Note that in all our reductions to AP-Exactk-LCA for 3 < k < 5, we only
need to output the results for o(n?) pairs of v and v. For instance, in the reduction from
(4, 3)-Hyperclique to AP-Exact3-LCA, we only need to output whether (u,v) has exactly 3
LCAs for u € A x B and v € C. The total number of such pairs is only O(n'-3). This is
the main reason why we do not get n®>~°() conditional lower bounds for AP-Exactk-LCA for
3 < k < 5. On the other hand, in the reduction to AP-Exact6-LCA, we do have ©(n?) queries.

Williams [41] showed that Max-3-SAT reduces to 3-uniform hypercliques. Lincoln,
Vassilevska Williams and Williams [35] further generalized this reduction to a reduction
from Constraint Satisfaction Problem (CSP) on degree-3 formulas to 3-uniform hypercliques.
Therefore, Theorem 30 also works assuming the Max-3-SAT hypothesis or the hardness of
maximizing the number of satisfying clauses in degree-3 CSP formulas.

» Corollary 32. Assuming Max-3-SAT (or even max degree 3 CSP formulas) on N wvariables
and poly(n) clauses requires oN=0o(N) time, AP-Exact3-LCA, AP-Exact4-LCA, AP-Exact5-LCA
and AP-Exact6-LCA requires n25—0()  p8/3=0(1) " p14/5-0() gnd n3—°M) time respectively.

6.2 Lower Bounds for Counting LCAs

In this section, we show two conditional lower bounds for AP-#LCA, one based on SETH
and one based on the 4-Clique hypothesis.

The next lemma is a crucial tool for the SETH lower bound. It is a generalization of our
previous reduction from (5, 3)-Hyperclique to AP-Exact6-LCA.

» Lemma 33. If there exists a T(N) time algorithm for AP—Exact(z(kk:ll))—LCA for graphs with
N wertices, then there exists an O(f (k) poly(n)/®)T(27/3)) time algorithm for Max-k-SAT
with n variables and poly(n) clauses for some function f.
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To prove the lemma, we first reduce Max-k-SAT to k-uniform (2k — 1)-hyperclique, which
is a straightforward generalization of Williams’ Max-2-SAT algorithm [41]. Then we reduce
k-uniform (2k — 1)-hyperclique to AP-Exact (Q(kk:ll))—LCA, building on ideas similar to the
proof of Theorem 30. The full proof can be found in the full version of the paper.

» Remark 34. Lemma 33 implies that if we assume the Max-k-SAT hypothesis, then AP-
Exact(z(kkjll))—LCA requires n®~°() time. Since our reduction uses (2k—1, k)-Hyperclique as an
intermediate problem, the same lower bound also holds assuming the (2k — 1, k)-Hyperclique

hypothesis.

Now we show our SETH lower bound using Lemma 33.

» Theorem 4. Assuming SETH, AP-#LCA requires n>~°M) time, even if we only need to
return the minimum between the count and g(n) for any g(n) = w(1).

Proof. For the sake of contradiction, assume AP-#LCA has an O(n3~¢) time algorithm
for € > 0 when the algorithm only needs to return the minimum between the count and
g(n). For any fixed k, when n is large enough, we have (2(::11)) < g(n), so we can solve
AP—Exact(Q(kk:ll))—LCA in O(n®>=¢) time. Thus, by Lemma 33, we can solve Max-k-SAT (and

thus k-SAT) with n variables and poly(n) clauses in time
O(f (k) poly(n)f ¥ (27/3)3=¢) = O(f (k) poly(n)! F120=¢/3)n) = O(poly(n) - 20:=/3)"),

which would refute SETH. |

Finally, we present our reduction from 4-Clique to AP-#LCA, showing an n®(121-o(1)

lower bound for AP-#LCA assuming the current algorithm for 4-Clique is optimal.

» Theorem 5. If the AP-#LCA problem can be solved in T'(n) time, then 4-Clique can be
computed in O(T(n) + n¥) time.

Proof. Suppose we are given a 4-Clique instance G = (V, E). Without loss of generality, we
assume G is a 4-partite graph with four vertex parts V = AL B C U D of size n each.
First, make a copy G’ = (V', E’) of G, and modify the edge set of G’ as follows:
Remove all edges between A and B.
Direct all edges from D to A and B.
Direct all edges from C to A, B and D.

Then we add two additional vertex sets A" and B’ to G’, where A’ is a copy of A and B’
is a copy of B. We use a’ to denote the copy of a € A in A’ and use b’ to denote the copy of
b e B in B’. We also add the following edges:

For every a € A, add an edge (¢, a).

For every b € B, add an edge (V',b).

For every a € A,b € B, add two edges (a’,b) and (V', a).

For every a € A,c € C, add an edge (¢,d’) if {c,a} € E.

For every b € B,c € C, add an edge (¢, V') if {¢,b} ¢ E.

This construction of the graph is also depicted in Figure 3. From there, it is clear that
G’ is a 3-layered graph.

> Claim 35. For every a € A,b € B,c € C, cis an LCA of a and b in G’ if and only if
{¢c,a},{c,b} € E and there doesn’t exist any d € D such that {c,d},{d,a},{d,b} € E.
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Figure 3 Construction of G’ in Theorem 5 given a 4-partite 4-Clique instance. Between parts
where we mark “all”, we add all possible edges. Between parts where we mark a condition, we only
add an edge when the corresponding condition holds.

Proof. First, suppose ¢ is an LCA of a and b. For the sake of contradiction, suppose {c,a} ¢ E.
Then by the construction of G, (¢,a’) € E’. Also, (a’,a),(a’,b) € E’, so ¢ cannot be an
LCA. This leads to a contradiction, so we must have {¢,a} € E. Similarly, we must have
{¢,b} € E. Finally, suppose for the sake of contradiction that there exists a d € D such
that {c,d}, {d, a},{d,b} € E, then by construction, (c,d), (d,a), (d,b) € E’, so ¢ cannot be
an LCA. Thus, there doesn’t exist any d € D such that {c, d}, {d,a}, {d,b} € E.

Now we prove the converse direction. Suppose {c,a}, {c,b} € E and there doesn’t exist
any d € D such that {c,d},{d,a},{d,b} € E. By our construction, (c,a), (c,b) € E’, so ¢ is
at least a common ancestor of a and b. Since G’ is a 3-layered graph, it suffices to show that
there isn’t any vertex u in the middle layer such that (¢, u), (u,a), (u,b) € E’. First, for any
ue A, if u+#d, then (u,a) € E'; if u = d/, then (c,u) € E’ because {c,a} € E. Therefore,
there isn’t any u € A’ such that (c,u), (u,a), (u,b) € E’. Similarly, there isn’t any v € B’
such that (¢,u), (u,a),(u,b) € E’. For any d € D, we already have the condition that at
least one of {c,d},{d,a},{d,b} is not in E, so at least one of (¢, d), (d,a), (d,b) is not in E’.
Therefore, ¢ is an LCA. N

Using this claim, we describe our algorithm below.

First, run AP-#LCA to compute |LCA(a,d)| for all (a,b) € A x B. Since G’ is a three-
layered graph, the set of LCAs of a¢ and b in the middle layer is exactly the set of their common
neighbors in the middle layer. Therefore, we can easily compute |LCA(a,b)N(A’UB’UD)|in
O(n%) time by using matrix multiplication to count the number of their common neighbors
in the middle layer. Also, clearly, there isn’t any LCA of ¢ and b in A or B. Thus, we can
compute the number of ¢ € C' that is an LCA of a and b by

ILCA(a,b) N C| = |LCA(a, b)| — |LCA(a, b) N (A’ U B’ U D)|.

By Claim 35, |[LCA(a,b) N C| is exactly the number of ¢ € C such that {c,a},{c,0} € E
and there doesn’t exist any d € D such that {c,d},{d,a},{d,b} € E.

Next, in O(n*) we can use matrix multiplication again to compute Q(a,b) for every (a,b)
where Q(a,b) is defined as the number of ¢ € C such that {c,a},{c,b} € E.
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Note that Q(a,b) — |LCA(a,b)NC] is exactly the number of ¢ € C such that {c, a}, {c,b} €
E and there exists d € D such that {c,d},{d,a},{d,b} € E. Thus, a and b are in a 4-clique
if and only if {a,b} € E and Q(a,b) — |LCA(a,b) N C| > 0.

Overall, if we can compute AP-#LCA in T'(n) time, then we can solve the 4-partite
4-Clique instance in O(T(n) + n*) time. <

Since AP-#LCA is easier than AP-All-LCA, this lower bound shows that the AP-All-LCA
algorithm in [20] is in fact conditionally optimal.

7 AP-Ver-LCA

In this section, we show two conditional lower bounds for AP-Ver-LCA, based on the Max-
Witness hypothesis and the (4, 3)-Hyperclique hypothesis. First, recall the following theorem:

» Theorem 6. If the AP-Ver-LCA problem can be solved in T'(n) time, then the Max-Witness
problem can be solved in O(T(n)) time.

At the high level, we reduce the MaxWitness problem to O(logn) calls of the AP-Ver-LCA
problem using a parallel binary search technique.

Proof. Without loss of generality, suppose n = 2¢ for some integer ¢. Suppose we have two
n X n Boolean matrices A and B, each already padded with a column and row of ones to
ensure that there always exists a Boolean witness. Now, we will describe an algorithm to
compute C' = Max-Witness(A, B) using an AP-Ver-LCA algorithm ¢ = logn times. At the high
level, we will be using a parallel binary search to find the maximum witness corresponding
to each entry of C.

Construct a tripartite graph G on vertices V. = I U J U K, where |I| = |J| = |K| and
identify each of the sets with [n]. Add a directed edge from k € K to i € I if A[i, k] =1
and an edge from k € K to j € J if B[k,j] = 1. Then, computing C[i, j] is the same as
determining the largest k € K that is a common ancestor of both i € I and j € J. Now, we
will iteratively find the tth bit in the binary representation of each C[i,j] for t = 1,...,¢
(the first bit is the highest order bit, and the last bit is the lowest order bit). In the first
iteration, we do the following.

Phase 1: Construct a graph G by first making a copy of G and adding a vertex w. Then,
we add a directed edge from w to every vertex in I U J. Now, add a directed edge from w to
all vertices k € K whose binary representation starts with 1. Finally, run AP-Ver-LCA where
we guess w is an LCA for all pairs (,j) € I x J. If w is in fact an LCA, set cglj) =0, and
=1,

More generaify, at the tth iteration of the algorithm, we do the following.

otherwise, set ¢

Phase t: At the tth iteration of the algorithm for 1 <t < /¢, construct the graph G; as
follows. First, make a copy of G. Then, for each string b = b1by...b;_1 € {0,1}71 create a
vertex wp. Now, add an edge from wy, to all vertices in K whose binary representation starts
with bybs ...b;—1]|1. Then, add an edge from every wy to every vertex in I U J. If cz(-’tj*l) =,
guess that wy, is an LCA for (4,5) € I x J. Run AP-Ver-LCA with all of these guesses. If the
algorithm outputs YEs for (4, j), set cgtj) = b[|0. Otherwise, set cEtJ) = bl|1.

We show by induction that at Phase t, cgt; is the first ¢ bits of C[é, j]. In Phase 1, note
that w is an LCA for (i,5) € I x J exactly when none of its children are common ancestors
of (i,7). In other words, (,7) has no common ancestor (and hence no witness) k € K whose
first bit is 1.
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L (t—1)
i,j = Cij

corresponds to the first ¢ — 1 bits of C[4,j]. Then, at iteration ¢, we guessed that wy, ; is

Suppose at iteration ¢ — 1, this claim is true. In other words, for each 1, j, d

an ancestor. Since wy, ; only has children whose first ¢ bits are d; ;|[1, it is an LCA of (i, j)
exactly when none of these children are common ancestors, i.e. the largest common ancestor
of (i,7) has binary representation starting with d; ;||0. Otherwise, it starts with d; ;||1, as
desired.

Therefore, after ¢ iterations, we have that C[i, j] = CE? (where we interpret ¢; ; as an ¢-bit
binary integer). The algorithm does O(n?) work at each phase to construct Gy, and then
invokes an AP-Ver-LCA algorithm. Hence the overall runtime is O(n? + T'(n)) = O(T(n)), as
desired. <

2.5—0o(

» Theorem 7. Assuming the (4,3)-Hyperclique hypothesis, Ver-LCA requires n D time.

Proof. Suppose we are given a 3-uniform 4-partite hypergraph G on vertex sets A, B, C, U,
where |A| = |B| = |C| = v/n, and |U| = n. The (4, 3)-Hyperclique hypothesis implies that it
2:5=0(1) time to determine whether G contains a 4-hyperclique by Fact 18.

We construct the following Ver-LCA instance G’ on O(n) vertices.

The graph G’ contains 3 layers of vertices Vi, Vs, V3 with an additional vertex s. We set
V1 to be A x B, set V, to be a copy of U and set V3 to be (B x C) U (C x A).

We also add the following edges to the graph G’.

Add a directed edge from every vy € Vi to every vs € V3.

Add a directed edge from (a,b) € V4 to u € Vz if and only if {u,a,b} € E(G).

Add a directed edge from u € Vs to (b,¢) € V3 if and only if {u,b,c} € E(G). Similarly,

add a directed edge from u € V5 to (c,a) € V3 if and only if {u,c,a} € E(QG).

Add a directed edge from s to every other vertex in G’. This ensures that every pair of

vertices has some common ancestors, and thus has at least one LCA.

requires n

We claim that for every a € A,b € B,c € C, a,b, c are in a 4-hyperclique in G if and only
if {a,b,c} € E(G) and (a,b) is not an LCA of (b,¢) and (c,a) in G.

First, if a,b, c are in a 4-hyperclique with w, then clearly {a,b,c} € E(G). Also, by the
construction of G', ((a,b), u), (u, (b,¢)), (u, (¢,a)) are all edges in G’. Thus, (a,b) can reach
a vertex u which can reach both (b, ¢) and (¢, a), so (a,b) is not an LCA of (b,¢) and (c, a).

Conversely, if {a,b, ¢} € E(G) and (a,b) is not an LCA of (b, ¢) and (¢, a), then since (a, b)
can reach both (b,¢) and (¢, a) via edges added from V; to V3, (a,b) must be able to reach
some vertex that can reach both (b, ¢) and (¢, a). Such a vertex must belong to V5. Say the

vertex is u, then by the construction of G’, we must have {a,b,u}, {b, c,u},{c,a,u} € E(G).

Together with the hyperedge {a,b, c}, a,b,c is in a 4-hyperclique.

Therefore, we can run Ver-LCA on G’ with the following set of LCA candidates:

For every a € A,b € B,c € C such that {a,b,c} € E(G), let wg,¢) (c,a) = (a,D).

For every other pair of vertices u,v € V(G’), we use Grandoni et al’s algorithm [25] to

find an actual LCA ¢, , for them in O(n?4*7) time and set wy, , = ly 4.
If some LCA candidate is incorrect, it must be that (a,b) is not an LCA for (b, ¢) and (¢, a)
for some a € A,b € B,c € C such that {a,b,c} € E(G) and thus by previous discussion, the
hypergraph G has a 4-hyperclique. On the other hand, if all LCA candidates are correct,
then the hypergraph G does not have a 4-hyperclique.

Therefore, assuming the (4, 3)-Hyperclique hypothesis, Ver-LCA requires n25=°0) time. <«

Our conditional lower bounds for AP-Ver-LCA and Ver-LCA are surprising because they
suggest that AP-Ver-LCA and Ver-LCA require n?°~°(Y) time, while AP-LCA can be computed
in O(n*47) time [25]. This defies the common intuition that verification should be easier
than computation.
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Open problems

We conclude this work by pointing out some potential future directions.
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