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A B S T R A C T   

Spectroscopy is essential to understand a series of phenomena in multiple fields of study. In remote sensing, vege
tation analysis is one of the most prominent fields to explore, aiming to improve a specific task. As a task, modeling 
insect damage in the plants is essential to establish the correct management of agricultural farmlands. Hyperspectral 
data, which can be acquired with field spectroscopy at plant or leaf level, is a non-direct, rapid, and trustworthy 
approach to indicate its health. However, the spectral redundancy inherent is a challenge for the information 
extraction process, making the pre-processing phase an essential part of the analysis. Currently, artificial intelligence 
techniques, mostly based on machine and deep learning methods, are a standard application in data processing, 
being pre-processing techniques an essential part of it. But few studies aimed to measure the impact of such processes 
in vegetation monitoring, specifically with insect damage and spectral data. Here, we provide an analysis of the 
impact of pre-processing techniques on machine learning algorithms’ performance over said classification task. For 
this, we used a field spectroradiometer that operates within the 350–1,000 nm and 1,000–2,500 nm ranges. The 
dataset was composed of multiple spectral measurements that took place on different days in a controlled envi
ronment with soybean plants. As pre-processing techniques, methods like baseline removal, smoothing, first and 
second-order derivatives, standard normal variate (SNV), multiplicative scatter correction (MSC), and principal 
components analysis (PCA) were investigated. Several machine learning algorithms and one deep learning method 
were applied to model the datasets. The impact of the pre-processing techniques was measured within validation 
metrics relate to its accuracy. Our results indicated that the Extra-Tree (ExT) algorithm was better, mainly when first- 
order derivative data were extracted from the dataset (accuracy equal to 93.68%). A ranking approach indicated that 
the most contributive spectral region situates at the near-infrared, between 784 and 911 nm. Our investigation also 
demonstrates that a deep neural network (DNN) did not return a satisfactory result over raw reflectance data. 
However, when considering a combination of PCA over the 2nd derivative data, it achieved similar results to the ExT 
algorithm (accuracy of 91.95%). The implications of such, alongside the ranking approach, are discussed in this 
paper. We hope that the information presented here serves as a framework for future research when applying pre- 
processing techniques alongside the machine and deep learning methods over spectral data.  
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1. Introduction 

Soybean plants are one of the most important crops on the planet, 
mostly because they are great sources of protein and oil. Three countries 
are considered the largest producers on a global scale: Argentina, Brazil, 
and the United States of (USA), which account for approximately 16, 32, 
and 33%, respectively, of the entire market share [6]. In Brazil, for 
instance, plantations are concentrated in three main states, and to 
achieve effective production, ensuring high market share, producers 
need to carry out the proper management of their areas. However, a 
common problem faced by many farmers in this tropical environment is 
the presence of insects and larvae. As such, approaches that consider 
modeling insect-herbivore damage in the crops are essential to establish 
an appropriate control and the correct management of agricultural 
farmlands, maintaining its production rates. A strategy to minimize both 
qualitative and quantitative losses in crop yield refers to early and ac
curate detection of insect damage caused in plants [15]. 

To detect insect damage in plants, field visual inspection is still a 
direct method used in many agricultural farmlands. However, this 
approach for monitoring plants in the field is labor-intensive, being 
prone to be subjective, and generally shows low-efficiency [25,15]. The 
difficulties imposed by traditional methods promulgated the develop
ment of faster and less labor-intensive methods to infer certain di
agnoses. As of recently, remote sensing approaches are being tested to 
detect the presence of these plagues by associating them with damaged 
plants. One approach that holds potential relates to field spectroscopy 
investigations. In this regard, the spectroscopy area refers to the method 
of obtaining the hyperspectral characteristics of a target regarding ra
diation flux intensity emitted or reflected by its constituents at different 
wavelengths [12]. For the last decades, many studies have proved the 
potential of remote sensing in the precision agriculture area, mainly for 
plant disease detection [14,25,7,24]. 

As state-of-the-art, spectral data analysis has been mostly conducted 
with more robust and intelligent algorithms. Since this type of dataset is 
overly complex for traditional statistical analysis to deal with, machine 
and deep learning methods have been incorporated to improve its 
evaluation. As examples of machine learning processing in hyperspectral 
data, a study [1] applied two algorithms, radial basis function (RBF) and 
K-nearest neighbor (KNN), in hyperspectral (400 to 1,000 nm) images 
for the detection of a citrus canker at different development stages on 
leaves and immature (green) fruit, obtaining an overall accuracy higher 
than 94%. [16] developed decision-tree algorithms to predict the level 
of P. truncatus infestation and damage on maize grain, but the model 
performance was weak (r  = 0.43) because of the complicated sampling 
and measurements being conducted over a long period between events. 
As for a damage prediction on grains by insects, the model had a stronger 
correlation coefficient (r  = 0.93) being considered a good estimator. 
[22] investigated several learning algorithms to predict cotton leafworm 
(Spodoptera littoralis) plant infestation in the greenhouses and found 
that the XGBoost algorithm was the most effective, achieving a predic
tion accuracy of 84%. 

Regardless, most of these approaches implemented direct analysis 
over reflectance data, not exploring additional processes to ensure that 
their model is obtaining the best accuracy possible. In this regard, pre- 
processing techniques are may help to improve overall classification 
or regression tasks. In remote sensing, specifically in visible and near- 
infrared spectral regions, data processing techniques have been used 
more often, even before artificial intelligent methods. With the nature of 
the machine and deep learning methods, where the algorithms learn 
from the dataset itself, pre-processing techniques have been integrated 
as a standard procedure in any type of data. However, it is still unknown 
how much these techniques can impact the overall analysis of spectral 
data classification. Commonly implemented pre-process techniques in 
spectral data consist of baseline removal, smoothing, first and second- 
order derivatives, standard normal variate (SNV), multiplicative scat
ter correction (MSC), principal components analysis (PCA), and others 

[21,23,20]. These techniques are part of today’s hyperspectral data 
processing, and to indicate the most suitable technique, in most cases, is 
a ”trial-and-error” type of approach. 

Monitoring vegetation insect damage over time, with hyperspectral 
data, is not a simple task. Mostly because of the overly redundant dataset 
produced by it. Up to the time of writing, few studies aimed to measure 
the importance of the aforementioned pre-processing techniques in 
vegetation spectra, specifically within this scenario. Here, we provide an 
analysis of the impact of commonly used pre-processing techniques on 
the machine learning algorithms’ performance over said classification 
task. For this, we conducted an experiment in a controlled environment 
with soybean plants. To better understand the importance of such pro
cesses on hyperspectral data, we evaluated the impact of said techniques 
on validation metrics regarding the accuracy, recall, precision, and 
overall scores. The implications of such, alongside a ranking approach to 
indicate the individual contribution of each wavelength over the clas
sification within the best technique and algorithm found, are discussed 
in this paper. We hope that the information presented here serves as a 
framework for future research when applying pre-processing techniques 
alongside the machine and deep learning methods over hyperspectral 
data. 

2. Method 

The method was divided into five main phases (Fig. 1): (1) spectral 
data acquisition in-field conditions of healthy and insect-damaged soy
bean plants throughout eight days of consecutive analysis; (2) pre- 
processing of the dataset with different techniques; (3) processing of 
the dataset using machine learning algorithms and a DNN method; (4) 
identification of the overall best-adjusted model considering each pre- 
processing dataset; (5) analysis of the most contributive wavelengths 
based on the ranking approach. 

2.1. Experimental Design 

To compose an appropriate dataset, soybean plants (Glycine max) 
were cultivated in a controlled environment. These plants were stored in 
a greenhouse facility maintained at Embrapa Genetic Resources and 
Biotechnology in Brasília, DF, Brazil. The plants were grown for 
approximately 2 weeks after seed emergence and had fully expanded 
leaves. Two types of insects were used in the experimental delineation. 
The first one was Spodoptera frugiperda (larvae), created in a separated 
environment at 7 ± 1 ◦C, with 65 ± 10% relative humidity and a 14-h 
photoperiod. The second one was Dichelops melacanthus (stink-bug) 
from a laboratory colony, kept in a room with 26 ± 0.3 ◦C, 70  ± 10% 
relative humidity, and L14:D10 photoperiod. Both insects were reared in 
containers and spread across soybean pots, labeled appropriately. The 
experiment was conducted for approximately 8 days, where the spectral 
behavior of the plants was measured. 

2.2. Spectral Measurement 

To conduct the spectral measurement, plants were taken outside to 
direct sunlight exposition. The equipment used to register the spectral 
behavior of both damaged and undamaged plants was a handheld 
spectroradiometer ASD FieldSpect 3 (Analytical Spectral Devices Inc., 
Boulder, USA). This equipment posses two sensors, which operates 
within the visible and near-infrared regions, registering wavelengths 
from 350 to 1,000 nm and from 1,000 to 2,500 nm, with spectral res
olutions of 1.4 nm and 2 nm, respectively. Prior to the vegetation 
analysis, a Spectralon white reference panel was used to calibrate the 
reflectance spectrum from the measured targets. The reflectance data (ρ) 
is obtained by the division of the radiance reflected by the measured 
target (LT) by the quantitie of radiance registered at the same wave
lenght interval from the reference table (Lr). This is later multiplied by a 
known correction factor (K). This process is summarized in the Eq. (1). 

L.P. Osco et al.                                                                                                                                                                                                                                  



Infrared Physics and Technology 123 (2022) 104203

3

The equipment is composed of a 1o lens, which was used to register the 
spectral behaviour and later on converted to reflectance values. 

ρT =
LT

Lr
x K (1)  

Since the experiment was conducted for 8 days, spectral measurements 
were also conducted consecutively. Here we used data registered be
tween 09:00 and 15:00, and the reference Spectralon panel was often 
registered to ensure that the equipment stayed calibrated throughout the 
experiment. By the final day of register, a total of 991 spectra were 
collected, in which 465 samples were from healthy plants, and the 
remaining 526 samples were from insect-damaged plants. The data, in 
reflectance value (treated as ”raw data” in the following steps), was 
organized and the wavelengths, from 350 to 2,500 nm, were used as an 
input for the subsequent processes. After the pre-processing techniques 
were applied, we removed the initial (before 390 nm) and final spectral 
wavelengths(after 2,400 nm) mostly because of low-to-signal noise from 
the spectroradiometer. Also, to ensure that regions related to the at
mospheric absorption of water vapor Jensen [12], we chose to remove 
the following regions from the analysis: 1,350 to 1,440 nm and 1,800 to 
1,980 nm. This resulted in 1,693 wavelengths to be evaluated by the 
machine learning models. 

2.3. Data Pre-Processing and Organization 

For the pre-processing step, we organized the raw data into spread
sheets and implemented the mdatools and RNIR libraries in R language. 
These libraries offer lots of chemometrics methods and near-infrared 
data analysis with R 4.04. As techniques, we used the baseline 
removal, the smoothing method, both 1st and 2nd order-derivatives, the 
standard normal variate (SNV) and multiplicative scatter correction 
(MSC) techniques, and lastly the principal components analysis (PCA). 
Since data reduction is an interesting approach for deep learning 
methods, we also applied the PCA in conjunction with the remaining 
techniques, incorporating it into the neural network architecture con
structed for this experiment. 

The data created with said techniques was used as input for multiple 
learners (i.e. algorithms), state-of-the-art methods used in spectra data 

processes as of today. Model from the following algorithms were than 
produced: logistic regression (LoR); linear discrimination analysis 
(LDA); k-nearest neighbor (KNN); classification and regression trees 
(CART) (or simply decision tree); naive Bayes (NB); support vector 
machine (SVM); gradient boosting (GB); multi-layer perceptron (MLP) 
and; extra-tree (ExT). As mentioned, a deep neural network (DNN) was 
also built to investigate the impact of said techniques on a deep learning 
method. The impact of said techniques within all these algorithms was 
evaluated with validation metrics, as described in the following section. 
This organization was summarized in an illustrated form to assist in 
understanding its order (Fig. 2). 

The pre-processing techniques chosen here were selected mainly 
because they have good relation with spectral data processing, being 
used numerous times previously, even without the integration with the 
machine or deep learning methods. The spectral smoothing technique 
reduces high-frequency noises, removing what is called ”spikes” in the 
data. However, a moving average window must be chosen properly to 
not interfere with high-frequency components related to important in
formation [20]. Here we used a 7x7 window, which is a standard in 
smoothing pre-process. As for the baseline removal, this simple tech
nique returns the spectral data to a common baseline. This is useful since 
mostly spectra have an offset caused by changes in illumination angle or 
optical path length [23]. Here we used a polynomial fitting method to 
perform a least-square fitting of a curve to its base. The SNV method 
consists of a normalization of the data by subtracting each spectrum by 
its meanwhile dividing it by its standard deviation value. This is 
important to compare differences between the spectral samples in terms 
of intensities and correct changes provoked by its optical path length 
and light scattering. As for the MSC method, it is often used to 
compensate for the same issues related to light and path length changes, 
by minimizing the deviations by fitting a linear model between a 
reference spectrum and others. Usually, it is similar to the SNV, pro
ducing proximal results in most cases [21,20]. 

The derivative analysis is another type of data processing commonly 
applied to spectra analysis. It helps to remove constant background 
signals, deal with overlapping peaks, and highlight absorption ranges. 
The problem with derivatives is the constant increase of noise, so only 
the first and second-order-derivatives are more often adopted in such 

Fig. 1. Simplified scheme with the processing-steps implemented in this study.  
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cases [21]. Here, to reduce noise increase, the Savitzky-Golay algorithm 
was used. Lastly, the PCA is one of the most adopted methods to reduce 
data dimensionality by decomposing data and returning unit vectors, 
known as ”loadings”. The components are oriented in a variable space 
and data points are projected into it, forming a score. The score distance 
is calculated between the projection of the variable and its origin, and 
the distance can be computed with standardized scores. Both scores and 
distances are important to indicate how well samples are described by 
the model [23,20]. PCA is a widely known technique in data analysis 
and can be used in conjunction with the other processes investigated 
here. 

2.4. Machine Learning Analysis 

Once obtained different sets of data were through the aforemen
tioned pre-process techniques, the spectra were loaded into a compu
tational environment built with the Python 3.9.9 language. In this 
environment, we applied an oversampling approach namely SMOTE to 
compensate for the differences between samples in each class. We also 
used a StandartScaler to fit the data into a min.max range, between 
0 and 1 scale. After that, the scikit-learn library was used to import the 
algorithms. The dataset was randomly split into 70% for training and 
30% for testing. From the training group, a cross-validation approach 
with k  = 10 folders was adopted. This approach separates the training 
set into 10 parts, storing its data in a stratified manner to match the 
balanced conditions of the classes samples. From this, 9 parts of the data 
are used to train the algorithm and generate a model, while the 
remaining part is used as a test. To ensure that the training metrics were 
consistent, we also run the cross-validation method additional 10 times, 
thus creating 100 validation scores for each algorithm. The data was 
later plotted in box-plot graphics and analyzed. As for the algorithm’s 
parameters, most of them were left with their respective library default 
values, except the ones described in the following. 

The CART, ExT, and RF are algorithms based on decision trees, where 
the ExT [9] is an ensemble method that builds randomized trees with 
independent structures, while CART consists of the classical decision 
tree model [4], providing support for bagged decision trees. RF [4], on 
the other hand, combines multiple tree predictors in a manner that each 
tree depends on values of a random independent vector. In our envi
ronment, the number of attributes decided at each node of the ExT was 
defined as random, and the RF used 100% of the training set as bagging 
size. The LoR and the NB are both based on a probabilistic concept, 
where LoR [5] is based on a sigmoid function, and NB [13] uses a naïve 
approach based on the Bayes Theorem, disregarding the correlation 

between input variables. Here we adopted a Ridge value equal to 
0.00000001 in the log-likelihood for the LoR, and did not use any Kernel 
estimator nor supervised discretization for the NB method. 

The MLP [11] uses hidden layers to perform a classification task, and 
executes it in a feed-forward manner, being dependent on its activation 
functions and solver adapted for optimizing its weights. The MLP used 
here adopted a learning rate of 0.05, a momentum of 0.1, Adam solver, 
and sigmoid functions. The SVM [3] separates an attribute space using a 
hyperplane and calculates a linear function while maximizing the mar
gins between instances. We implemented a C-SVC type, with an eps and 
gamma equal to 0.001 and exp(-gamma*—u-v—2), respectively, using a 
radial basis function as Kernel. The kNN [2] verifies the proximities of 
the data by adopting a set of weights and distance metrics. Here we set 
the number of neighbors to be equal to 5 and used a euclidean distance 
approach to measure it. Lastly, the GB, which is one of the most 
recognized algorithms by the machine learning community [10], im
plements a forward stage-wise ensemble method and computes second- 
order gradients of a loss function, generally over a decision tree type of 
learning. 

For the deep neural network (DNN) method (Fig. 3) we perform an 
attribute normalization by standardizing our training data. We used the 
Adam optimizer, adopted an adaptive learning rate with a sparse cate
gorical cross-entropy loss function, and used the batch size of 64. The 
accuracy was adopted as stop criteria, and 70% of the dataset was used 
for training the DNN. For the hidden layers, we used two dense layers 
with 256 neurons, one with 128 neurons, and another two layers with 32 
neurons, adopting the Relu activation function with a dropout of 20% 
between each layer. A dense final layer was added with the softmax 
function with 2 units. A total of 1000 epochs were evaluated and the 
deviance criteria were used to determine the necessary amount of 
epochs. After 200 epochs the model did not improve in performance; so 
this number was considered ideal for the given task. To measure the 
network performance in the testing phase, the same metrics used for the 
evaluation of the shallow learners were used. 

All algorithms were submitted to the same conditions of training and 
testing split, and from the cross-validation method, the following vali
dation metrics were calculated from its confusion matrix: precision (P); 
recall (R); F-score; global accuracy (Acc.), and; false-positive rate (FPR). 
These metrics were obtained by Eqs. ()()()()()(2)–(6), in which TP means 
true-positive, FP is false-positive, TN is true-negative and FN is false- 
negative. These values are obtained with the confusion matrices 
generated at the end of every test conducted. 

Fig. 2. Diagram simplifying the organization of the spectral data acquired during the study.  
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P =
TP

TP + FP
(2)  

R =
TP

TP + FN
(3)  

F.Score = 2 ×
P × R
P + R

(4)  

Acc. =
TP + TN

TP + TN + FP + FN
(5)  

(FPR) =
FP

TP + FP
(6)  

The precision metric is related to the number of samples returned by the 
model as one class, divided by the total number of samples from said 
class. The recall consists of the relevant samples obtained by the model’s 
classification divided by the total of existing samples. The F-score metric 
is the harmonic mean of precision and recall values, being useful to 
indicate the overall performance of the model. The global accuracy 
metric measures how many true samples were classified to the total 
number of samples. And the FT-rate is measured with how many samples 
were mistakenly classified as one of the classes. The impact of each pre- 
processing technique was evaluated regarding the difference between 
the values of these metrics to the testing results from the raw data (i.e. 
reflectance), which served as a baseline for comparison. 

3. Results and Discussion 

The dataset was composed of all the measure variables within the 
days of analysis and separated into two classes: Undamaged plants (i.e. 
”Health”) and herbivory-damaged plants (i.e. ”Damaged”) (with both 
the S. frugiperda larvae and D. melacanthus bugs). The averaged and the 
standard deviation values of every wavelength indicated that both 
groups differentiate each other, in amplitude terms, in most of the near- 
infrared spectrum space (Fig. 4). The plot also describes the average and 
standard deviation values from the spectra with the pre-process tech
niques applied. Notice that some of the graphical differences between 
bands are mostly because of the removal of its portions during the data 
organization phase. Another observation is that, in the visible spectrum, 
the damaged group had a little deviation from the averaged values than 
the control group. This indicates that this region may not be interesting 
to separate both groups, which could indicate a possible hindrance for 
the early visual inspection of the individuals. Henceforward, investiga
tive analysis of the near-infrared regions appears to be promissory for 
this task. 

As for the PCA, the information obtained within the raw data spec
trum indicated that it is feasible to reduce the number of components to 
at least 3 since these account for almost 99% of the variance observed in 
the dataset (Fig. 5). The PCA is an important strategy for data process
ing, and since the 7 first components account for all of the explained 
variances, it is an important technique to reduce the dimensionality of 
the dataset. Hyperspectral data, specifically for said task, can return 

Fig. 3. Deep neural network model visualization of the hidden layers configurations and parameters.  
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highly-correlated information. This reduction, on the other hand, can be 
beneficial for algorithms like SVM or even neural networks, since they 
are sensitive to the high-dimensionality of the data. 

To ensure that the models were properly trained, a box-plot indi
cating the variation in the F-score was used (Fig. 6). As explained, the F- 
score measurement is a robust metric to indicate the overall perfor
mance of a method. By evaluating this result in multiple consecutive 
runs from each algorithm, we were able to measure the impact of 
different training/validation sets. As an onverall observation of these 
results, it is noticeable some standard behavior between the algorithm’s 

performance and the type of dataset used. We considered the raw data (i. 
e. the spectra in reflectance values) as a baseline. For most algorithms, 
any of the pre-processing techniques improved its accuracy. This first 
observation is an important indicator of the overall importance of pre- 
processing spectral data in a complex analysis such as this, over 
instead dealing only with the reflectance values. 

Indeed, when measuring different targets with distinctly spectral 
behavior (i.e. vegetation, water bodies, bare soil, urban areas, etc.), one 
could easily use the reflectance values. But here we are considering the 
same target (soybean plants), being the only difference between each 

Fig. 4. Spectral averaged data of the implemented pre-processing techniques obtained from the experiment in soy plants.  
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class the impact of the insect-damaged sustained by the plant. This 
creates a highly complex dataset, and the pre-processing techniques 
appear to better deal with this type of condition than the pure reflec
tance values. The importance of said techniques for the algorithms 
performances was also observed on the testing results (Tables 1–3). 

Since multiple algorithms were used for each one of the data ac
quired with the pre-processing techniques, it is important to also 
consider that these results are influenced not only for the nature of the 
data itself, but also from the algorithm’s characteristics and preferences. 
Classifiers that are characteristically more linear, as well as those related 
to probabilistic approaches, performed worse than classifiers that were 
based on decision trees (like ExT and RF). These trees were not affected 
by the highly redundant data nor its high dimensionality. This condition 
appears to affect more linear algorithms, and may also explain why most 
of the remaining algorithms performed better when introducing the PCA 

previously on its training phase. While the RF is considered one of the 
most important and overall powerful algorithms out there, ExT, which 
consists of a unique tree model, returns high metrics, thus being a 
quicker and an efficient solution for this problem, being a good method 
even when more datasets are introduced into the system. 

By comparing the F-score, which is the harmonic mean between 
precision and recall, as well as the global accuracy and an FP-rate, 
there’s a practical gain for almost all of the algorithms regarding the 
pre-processing technique used. Still, what appears to be the overall best 
approach, especially considering the decision tree-based learners 
(CART, RF, GB, and ExT), are both the usage of 1st and 2nd order- 
derivatives (Table 2), being the ExT the overall best method. This 
could be related to two things: first, the high-dimensionality of the 
dataset is not a problem for decision tree learners, and; second, since we 
are measuring the same target (i.e. soybean plants), these derivative 

Fig. 5. PCA information obtained from the raw data spectrum.  

Fig. 6. Training results from the consecutive runs on each algorithm.  
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processes helps to highlight absorption ranges, thus improving separa
bility between the classes. 

The remaining techniques also returned interesting outcomes, but 
not as well as the derivatives within the decision tree models. Smoothing 
helped improve LDA, NB, and MLP algorithms results, while the removal 
of the baseline better improved LoR and KNN, exclusively, and also 
others like LDA, GB, MLP, and ExT (Table 1). As for the SNV and MSC 
methods, performances were similar in most cases, noticeably affecting 
more the GB and MLP models, respectively (Table 3). However, one 
interesting processing, that even though not by much, improved all the 
algorithm’s performance equally, was the PCA (Table 2). Although it 

was not able to beat the combined framework of decision trees and 1st 
and 2nd order-derivatives, it helped improve learners like SVM 
considerably. As mentioned, because of the SVM characteristic of 
creating hyperplanes to separate data, one could assume that the 
dimensionality reduction obtained with the PCA technique was sub
stantial to help this algorithm learn the dataset. 

As aforementioned, since the best combination of data + algorithm 
was the 1st order-derivative with the ExT learner, a ranking approach 
was implemented to indicate the most contributive wavelengths (Fig. 7). 
This type of ranking approach differentiates from the traditional method 
implemented in machine learning evaluation since normally ranking 

Table 1 
Test dataset results for the raw data, baseline removal, and smoothing of spectrum using different models to classify health (control) plants from insect-damaged plants.  

Raw data LoR LDA KNN CART RF NB SVM GB MLP ExT 

Precision (%) 63.44 63.44 70.97 66.67 73.12 56.99 0.0 69.89 52.69 74.19 
Recall (%) 69.41 68.60 74.16 66.67 76.40 43.09 0.0 71.43 63.64 82.14 
F1-score (%) 66.29 65.92 72.53 66.67 74.73 49.07 0.0 70.65 57.65 77.97 
Accuracy (%) 69.85 69.35 74.87 68.84 76.88 44.72 53.27 72.86 63.82 80.40 
FP Rate (%) 29.82 30.09 24.55 29.25 22.73 52.63 46.73 25.93 36.07 20.87 
Baseline Rem. LoR LDA KNN CART RF NB SVM GB MLP ExT 
Precision (%) 75.82 70.33 81.32 70.33 85.71 58.24 0.0 79.12 79.12 87.91 
Recall (%) 80.23 63.37 77.89 73.56 86.67 54.08 0.0 84.71 66.67 91.95 
F1-score (%) 77.97 66.67 79.57 71.91 86.19 56.08 0.0 81.82 72.36 89.89 
Accuracy (%) 80.40 67.84 80.90 74.87 87.44 58.29 54.27 83.92 72.36 90.95 
FP Rate (%) 19.47 27.55 16.35 24.11 11.93 37.62 45.73 16.67 20.88 09.82 

Smoothing LoR LDA KNN CART RF NB SVM GB MLP ExT 
Precision (%) 66.28 77.91 72.09 67.44 84.88 62.79 0.0 70.93 76.74 83.72 
Recall (%) 62.64 59.29 64.58 62.37 70.87 40.91 0.0 66.30 50.77 74.23 
F1-score (%) 64.41 67.34 68.13 64.80 77.25 49.54 0.0 68.54 61.11 78.69 
Accuracy (%) 68.34 67.34 70.85 68.34 78.39 44.72 56.78 71.86 57.79 80.40 
FP Rate (%) 26.85 22.09 23.30 26.42 13.54 47.76 43.22 23.36 28.99 13.73  

Table 2 
Test dataset results for the first and the second derivative of spectrum using different models to classify health (control) plants from insect-damaged plants.  

PCA LoR LDA KNN CART RF NB SVM GB MLP ExT 

Precision (%) 68.00 68.00 77.00 73.00 84.00 68.00 77.00 76.00 87.00 85.00 
Recall (%) 71.58 71.58 78.57 77.66 87.50 71.58 70.64 81.72 87.88 86.73 
F1-score (%) 69.74 69.74 77.78 75.26 85.71 69.74 73.68 78.76 87.44 85.86 
Accuracy (%) 70.35 70.35 77.89 75.88 85.93 70.35 72.36 79.40 87.44 85.93 
FP Rate (%) 30.77 30.77 22.77 25.71 15.53 30.77 25.56 22.64 13.00 14.85 
1st Derivativa LoR LDA KNN CART RF NB SVM GB MLP ExT 
Precision (%) 0.0 71.58 87.37 80.00 90.53 63.16 0.0 94.74 80.00 93.68 
Recall (%) 0.0 71.58 72.17 87.36 91.49 62.50 0.0 93.75 81.72 93.68 
F1-score (%) 0.0 71.58 79.05 83.52 91.01 62.83 0.0 94.24 80.85 93.68 
Accuracy (%) 52.26 72.86 77.89 84.92 91.46 64.32 52.26 94.47 81.91 93.88 
FP Rate (%) 47.74 25.96 14.29 16.96 08.57 33.98 47.74 04.85 17.92 05.77 
2nd Derivative LoR LDA KNN CART RF NB SVM GB MLP ExT 
Precision (%) 0.0 67.37 63.16 72.63 89.47 69.47 0.0 92.63 68.42 93.68 
Recall (%) 0.0 71.11 50.85 76.67 89.47 55.93 0.0 92.63 70.65 90.82 
F1-score (%) 0.0 69.19 56.34 74.59 89.47 61.97 0.0 92.63 69.52 92.23 
Accuracy (%) 52.26 71.36 53.27 76.38 89.95 59.30 52.26 92.96 71.36 92.46 
FP Rate (%) 47.74 28.44 43.21 23.85 09.62 35.80 47.74 06.73 28.04 05.94  

Table 3 
Test dataset results for the Standard Normal Variate (SNV) and Multiplicative Scatter Correction (MSC) of spectrum using different models to classify health (control) 
plants from insect-damaged plants.  

SNV LoR LDA KNN CART RF NB SVM GB MLP ExT 

Precision (%) 69.57 75.00 71.74 72.83 80.43 68.48 54.35 73.91 66.30 81.52 
Recall (%) 71.91 65.71 81.48 69.79 84.09 58.33 69.44 73.12 67.03 83.33 
F1-score (%) 70.72 70.05 76.30 71.28 82.22 63.00 60.98 73.51 66.67 82.42 
Accuracy (%) 73.37 70.35 79.40 72.86 83.92 62.81 67.84 75.38 69.35 83.92 
FP Rate (%) 25.45 24.47 22.03 24.27 16.22 31.87 33.07 22.64 28.70 15.60 

MSC LoR LDA KNN CART RF NB SVM GB MLP ExT 
Precision (%) 69.07 74.23 67.01 63.92 81.44 70.10 0.0 80.41 17.53 83.51 
Recall (%) 77.91 70.59 86.67 74.70 84.04 67.33 0.0 82.98 73.91 90.00 
F1-score (%) 73.22 72.36 75.58 68.89 82.72 68.69 0.0 81.68 28.33 86.63 
Accuracy (%) 75.38 72.36 78.89 71.86 83.42 68.84 51.26 82.41 56.78 87.44 
FP Rate (%) 26.55 25.77 25.81 30.17 17.14 29.59 48.74 18.10 45.45 14.68  
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methods are used to firstly remove unimportant variables from the 
dataset. However, in recent discoveries, specifically within decision 
tree-based models, machine learning libraries are also providing mea
surements from the practical importance metric of each input parameter 
(in this case, the wavelengths) after the model is generated [19]. This 
helps to analyze data and also reduce the number of variables used 
during the implementation of the algorithm, thus reducing processing 
time. In our study case, we discovered that the initial range of the 1st 
order-derivative of the near-infrared region, with wavelengths situated 
between 784 and 911 nm, is the most indicated to highlight the differ
ences between health and insect-damaged soybean plants. 

By the nature of the algorithm itself, decision trees are capable of 
ignoring non-practical or important variables and basing their decision 
ultimately on the best possible route. So when conducting a rank 
approach, it is interesting to verify the overall importance of all wave
lengths to the algorithm, and then separate the most prominent ones. To 
demonstrate the feasibility of this method, we also evaluate the per
formance of the algorithm when considering only the 20 most contrib
utive wavelengths (Fig. 8). The confusion matrix did not demonstrate 
high differences, either from the global accuracy standard-point or be
tween classes. The small improvement between considering the 1,693 
waves or only the 20 best waves was not affected. One hypothesis for 
that is that, as mentioned, decision-tree learners are not highly affected 
by non-important variables. As said, this results in lower computational 
cost, and it’s important to process higher quantities of data. 

Even though the ranking approach is an interesting take to reduce 
input data, data dimensionally still is a problem for some algorithms to 
deal with. This initial exploration with shallow learners also returned 
indicatives of how one might deal with such data when considering a 
deep learning approach. In this regard, we tested whether such pre- 
processing techniques can also impact a deep neural network (DNN). 
By comparison against the raw data, the baseline removal, smoothing, 
SNV and PCA techniques improved substantially the DNN’s performance 
(Table 4). This may be related to two explanations: such techniques are 
capable of standardizing and/or normalizing the entire dataset, which is 
a must for DNN learning; and, with the PCA, by reducing the dimen
sionality of the spectra. As of recently, DNN’s are incapable of properly 
dealing with hyperspectral data, mostly because of the high volumes of 
highly-correlated variables. 

Upon such observations, we theorized that a combination of pre- 
processing techniques with the PCA could help improve the overall 

classification task performed by the DNN. When doing so, we performed 
the same tests as the previous approaches, and an improvement was 
achieved, mostly on the remaining data that did not return satisfactory 
results during the initial analysis (being raw data, 1st, and 2nd order- 
derivatives, and MSC). The overall best result, however, was acquired 
with the 2nd order derivative  + PCA combination (Table 5), returning 
similar accuracies as of the overall best combination from the shallow 
learners (1st order derivative with the ExT algorithm). The historical 
loss of the network was also used to indicate the overall importance of 
multiple epochs of training to achieve such results (Fig. 9). 

DNNs are an important method for data processing, mostly because, 
in comparison against shallow learners, could return even better results 
providing that the necessary amount of observations are given. Our 
experiment consisted of 991 plant samples in total, observed between 8 
days of analysis. But even with a reduced number of samples, the DNN 
method was capable of achieving similar performance in comparison 
against the overall best shallow learner, providing that the PCA and 2nd 
order derivatives processes are used in combination. Such techniques 
demonstrate not only the feasibility of implementing both shallow and 
deep models but how important the pre-process techniques are in their 
impact on the overall classification of the algorithms. While shallow 
learners have the advantage of rapid training, they are limited to a 
certain extension, not being able to, in most cases, update the models 
with newer data. DNNs on the other hand, are able of adjusting their 
weights with transfer-learning capability, and are being used in even 
other types of spectra data by domain adaptation methods [17]. 

The ranking approach, however, is an important metric obtained 
with some shallow learners, and it may even help to construct or isolate 
important wavelengths from all the spectra to smaller ranges. As of the 
time of writing, although some approaches are being theorized in the 
computer vision communities, forums and discussions, and even 
implemented into defining the most contributive variables of a deep 
network, it is still difficult to indicate it. Differently from a decision tree, 
every parameter will be mixed up along the network. Because of that, 
the initial layers may not be able to indicate how important each vari
able is, since its importance can vary between the subsequent layers, 
affecting the importance of another variable. Also, when considering 
deeper networks, it is important to notice that a lot of its learning occurs 
at the deeper levels. Our network has a more superficial structure than 
state-of-the-art deeper networks. However, if the analysis was able to 
impact the performance of a network of the proposed level, it may as 

Fig. 7. Individual contribution of wavelengths to the ExT algorithm’s results.  
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well influence more complex architectures. Future studies should take 
this pre-processing technique into consideration, even when training 
more deep structures. 

As such, it is difficult to understand some aspects of a DNN in 
modeling a given dataset. However, to help discuss this issue, specif
ically on the results achieved during this particular experiment, the 
dimensionality reduction obtained with the PCA may serve as an 
important point for future research that aims to improve its performance 
with spectra data analysis to consider. Mostly because with the PCA we 
can understand some features from our dataset. Initially, an overall 
analysis of the components was conducted, demonstrating that, 

differently from the raw data spectrum (i.e. reflectance), the 2nd order- 
derivative PCA did only accumulated % variance of over 95% after the 
100 principal components (PC) (Fig. 10). By analyzing this data, at least 
3 limitation points could be observed, being: data with 3 PCs, accumu
lating 62.1% of the variance; data with 7 PCs, accumulating 71.9%; and 
data with the 100 PCs, as said, accumulating 94.9%. The 7th component 
was also the beginning point for the inclination of the cumulative curve, 
while the first 3 components were chosen because they represent one of 
the most cumulative variance per ratio. 

The tridimensional scatter graphic can help analyze how well data 
distribution is when considering the first three components (Fig. 11). 
This representation indicates how well both classes (”Health” and 
”Damaged” plants) can be visually separated from the other. Damaged 
plants appear to have higher component values in PC1 and PC2 than 
Health plants. This clustering may be one of the key aspects to optimize 
learning for the DNN model. To also ensure how well the impact of the 
dimensionality reduction occurs, we also conducted training and testing 
with these three conditions (3, 7, and 100 PCs) for the 2nd order- 
derivative (Fig. 12). As such, the overall best result was obtained with 
7 PCs, achieving the accuracy acquired at the previous phase. When 
considering 100 or 3 components, little difference was obtained. For 
this, we hypothesize that while 100 components may be still much for 
the DNN model, the 3 components do not offer enough explanation of 
the dataset. The point of inclination curve at the 7th component 10) 
might be the most appropriate for this case. Because of that, we 
encourage that even if novel research aims to implement PCA alongside 
another pre-processing technique, also evaluate the impact of different 
components on the model’s accuracy. 

It is not an easy task to indicate what is the most appropriate or 
correct pre-processing task for vegetation spectral data. Here, we con
ducted one experiment with a highly redundant and complex dataset 
aiming to solve an agricultural-related problem. As such, while the 
practical value of said task was already discussed in previous research 
[18,8], it is still important to note that the appropriate approach to deal 
with these datasets necessitates a critical investigation. This paper 
aimed to highlight some of these aspects. With the best-defined model, 
we were able to indicate the most contributive wavelengths or spectral 
regions to deal with it (being the beginning of the near-infrared region 
the most appropriate in this case). Insect damage is known for provoking 
stress over the plants, and its implications are indicated by their dif
ferences in their spectral behavior (Fig. 4). Nonetheless, it is not often 
that raw data processing results in the low practical use of a model to 
deal with this problem. By considering the framework and its outcomes 

Fig. 8. Confusion matrices comparing the performance of the ExT algorithm with 1st order-derivative data using all the 1,693 wavelengths against the overall 20 
most contributive wavelengths. 

Table 4 
Comparison between the DNN performance over raw reflectance spectrum data 
and other pre-processes to classify health (control) plants from insect-damaged 
plants.   

Precision 
(%) 

Recall 
(%) 

F1-score 
(%) 

Accuracy 
(%) 

FP Rate 
(%) 

Raw data 1.44 66.67 2.82 53.69 46.44 
Baseline 
removal 

61.59 68.89 65.03 66.44 35.58 

Smoothing 94.89 52.42 67.53 58.05 14.00 
PCA 48.46 71.59 57.80 69.13 31.90 

1st Derivative 0.00 0.00 0.00 51.68 48.32 
2nd 

Derivative 
0.00 0.00 0.00 53.02 46.98 

SNV 88.72 50.86 64.66 56.71 22.73 
MSC 0.00 0.00 0.00 55.37 44.63  

Table 5 
Testing results returned by the combination of a pre-processing technique and 
the PCA for the DNN approach.   

Precision 
(%) 

Recall 
(%) 

F1-score 
(%) 

Accuracy 
(%) 

FP Rate 
(%) 

Raw data 48.46 71.59 57.80 69.13 31.90 
Baseline 
removal 

49.32 70.21 55.78 67.83 32.11 

Smoothing 48.65 50.35 49.48 50.67 49.03 
1st Derivative 73.44 56.97 64.16 64.77 25.56 

2nd 
Derivative 

97.74 86.09 91.72 91.95 2.04 

SNV 47.06 69.57 56.14 66.44 34.95 
MSC 100.00 50.34 66.97 51.34 0.00  
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Fig. 9. Historical metrics for the loss and accuracy measurements during the DNN training for the PCA of the 2nd Derivative data.  

Fig. 10. Scatter plot of the first 100 principal components cumulative variance value.  

Fig. 11. Clustered 3D scatter plot of the three first principal components values.  
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presented here, one may lead to a higher accurate result without the 
need for additional experiments, which may prove a time-consuming 
and onerous task. 

4. Conclusion 

This investigation conducted here brings an original contribution 
about how the pre-processing techniques can impact machine and deep 
learning models’ performance to separate the insect-damaged from 
health plants based on hyperspectral reflectance measurements. Our 
results indicate that the ExT algorithm is the overall best shallow learner 
to deal with this issue, with an F1-score upper to 93% (Precision and 
Reall equal to 93%), improving approximately %16 in relation to the 
raw reflectance data. Among the pre-processing applied techniques, 
first-order derivative data is the most indicated to segregate the insect- 
damaged soybean from the control group with machine learning models. 
We also found out that the spectral region related to the initial range of 
the near-infrared region (between 784 and 911 nm) is the most 
contributive wavelength to map insect-damaged soybean plants, and 
these findings might support the future proximal sensor development to 
deal specifically with this type of crop monitoring. 

Another discovery relates to how the DNN model presents better 
performance when the PCA method is applied in combination with 

second-order derivative data (reflectance measurements) are adopted as 
input data for the network, returning high accuracy values like the best 
shallow learners. Since DNNs are known to preserve knowledge stored in 
their weights, transfer learning and domain adaptation of such tasks 
could be used in continuous modeling. As such, we suggest that the 
proposal herein presented be tested with other types of crops in the 
future, highlighting the generalization capabilities of the models hither 
revised. We also suggest that the information presented, obtained with 
proximal measurements at wavelength scale, can be implemented in 
other projects that aim to evaluate the impact of the spectral regions on 
detecting insect-damaged using imagery acquired by sensors embedded 
in UAV (Unmanned Aerial Vehicle) platforms by the process of band 
simulation. 
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