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Abstract

This thesis analyzes binary cycle power plants &0igyRankine Cycles) for electricity generation
from low enthalpy geothermal resources. The objeds the maximization of the net power output
by means of the proper selection of the workingdfland cycle parameters. A critical review of
many studies on ORCs in the scientific literatgrearried out to provide a basis for an optimizatio
study having the exergy recovery efficiency as cibje function. Two working fluids (isobutane
and R134a) are analyzed taking into account bothersutical and subcritical pressures and
different temperatures of the geothermal fluid. @pelication of advanced techniques derived from
Pinch Analysis (HEATSEP method) allowed findingoaub-optimal solutions, corresponding to
small deviations of the cycle parameters from tpegnoal design values. These solutions, although
sub-optimal from a thermodynamic point of view, niyselected when different aspects related to
the technology, economics, flexibility or safety thie system are considered. The costs of the
optimal thermodynamic solutions are estimated u#itiegmodule costing technique that relates all
capital and operating costs to the purchased da=judpment evaluated for some base conditions.
The economic results show the impact of the geothkfluid temperature and working fluid
selection on the economics of the system.

The results of this study are applied to the \B&iter real binary cycle power plant that started
operating in 2009 in Nevada (USA). The power plaperates at subcritical pressures with
isobutane as working fluid and uses a dry coolipgtesn as heat rejection system. Due to the
limited geothermal resource the plant net powepuatuis much lower than expected (33.5 MW). A
detailed off-design model of the power plant is@leped using the software Aspen. The model is
tested and adjusted against the plant data calledteing the first year of operation. After
validation, the model is run to evaluate the opegaparameters that maximize the annual energy
production. The simulation results show that anaédistribution of the geothermal fluid to the two
plant’s units with utilization of all four turbinesan provide more power than the current operation
where the geothermal fluid is fed asymmetricallyite two units and only three turbines operate.

A study is then performed to increase the perfoceasf Stillwater geothermal binary power plant
with the addition of the solar sourcEhe combination of the high exergy solar resourdé e

low exergy geothermal resource could provide maegefits such as the improvement of the
thermal efficiency and the increase of the powdpuwatuduring the day and especially during the
warm season, a time when the energy productioir-cbaled geothermal power plants is markedly
reduced. The addition of the solar heat in thelv&ter geothermal plant restores operating
conditions close to design point also in preseriaeduced geothermal flow rate and temperature.
The detailed off-design model of Stillwater powé&amnt is used to carry out this hybridization study.
Cycle parameters are optimized for different valokethe ambient temperature and solar irradiation
in order to maximize the annual energy productiowo different designs of hybrid geo-solar
plants, with and without storage, are compared,thadevelized cost of electricity (LCOE) of the
incremental generation from solar energy is catedlaAs expected, this LCOE is quite high due to
the high costs of the solar collectors and couldcbmpetitive only in presence of appropriate
incentives.



Introduction

This thesis is about the analysis and developmemnovative power plants for the generation of
electricity from low temperature geothermal resegrand the evaluation of the synergies resulting
from the integration with the solar resource. Thals@ts operate using the binary cycle technology:
the geothermal fluid heats and vaporizes the wgrkinid that expands in the turbine producing
power. The working fluid is then condensed and pednijo the heat exchangers repeating the cycle
whereas the cooled geothermal fluid is reinjected the reservoir. The optimal utilization of low
temperature heat sources is important in the geatilesector since low temperature reservoirs are
more widespread than high grade hydrothermal ressuand moreover they can be created
artificially with the development of Enhanced (argameered) Geothermal SystemisGg. The
basic concept is simple: drill a well to sufficiesépth to reach a useful temperature, create large
heat transfer surface areas by hydraulically fraaguthe rock and intercept the fracture with a
second well. By circulating water from one welltb@ other through the fractured region, heat can
be extracted from the rock. Tester et al. (200@)yaed the significant potential that the geothérma
energy and the EGS systems could offer to provigedoad power. The combination of these
technologies are allowing a growing and diversifigmlection of countries to actively pursue
geothermal development in areas previously assumedve little exploitable resource.

The organic fluids (hydrocarbons and refrigeramtsgsent thermophysical properties that make
them particularly suitable as working fluids in skeplants: a low boiling point, a low critical
temperature and a positive slope of the saturatgmbrvcurve. All these characteristics imply
thermodynamic and techno-economic advantages suehbetter match with the cooling thermal
profile of the sensible heat source and a simpliégpander design and operation. An optimization
of the project of these systems can provide a anbat improvement compared to conventional
solutions: the main decision variables are the igardtion of the thermodynamic cycle, the
working fluid and the cycle parameters in relatiorthe temperature of the heat source. The first
studies performed in scientific literature (Badraét Hung et al., Maizza and Maizza) used the
thermal efficiency as objective function withoutnsadering the problem of the coupling with the
sensible heat source. More recent studies shoveedht maximization of the power output implies
both a high thermal efficiency and an effective lcapof the heat source (Liu et al., Invernizzi et
al.). The result is that the best working fluidegent critical temperatures similar or lower thaa t
temperature of the heat source (Dai et al., Tedtal.). Other researchers introduced new metbics t
evaluate different working fluids that are relatedthe size, and thus costs, of the main plant’s
components such as the volumetric flow rate atiritet and outlet of the expanders (Saleh et al.,
Tchanche et al., Wang and Zhao, Zyhowski et alg #re heat transfer coefficients in the
preheating-vaporization process (Hettiarachchil.etkantoleontos et al.). The highest exergy loss
in the system occurs in the heat transfer procesgden the heat source and the working fluid (Wei
et al.) therefore different solutions have beerppsed in order to obtain a better match between the
two thermal profiles such as the utilization of srguitical pressures (Schuster et al.) or the dise o
mixtures (Angelino and Colonna di Paliano, Wang @hdo), also varying the composition in the
different parts of the cycle as in the Kalina cygf@alina, Ogriseck).

The analysis of the projects of the Enel binaryeyower plants (Stillwater and Salt Wells) led to
definition of the optimization problem of these mi& using advanced techniques for the optimal
integration of heat fluxes that proceed from thecRiAnalysis method (Kemp). The HEATSEP
method (Lazzaretto and Toffolo) is applied to tlyatsesis/design optimization of the Organic
Rankine Cycle, so that the design of the heat fieansection within the plant is considered
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separately from the design optimization of the b@sant components. The range of temperatures
examined for the geothermal resource is from 13Q80°C, two working fluids are compared:
isobutane and R134a both at subcritical and supieatrpressures. The objective function that is
maximized is the exergy recovery efficiency defirexithe ratio of the net power output to the
exergy of the heat source. The HEATSEP methodis @ded to show sub-optimal solutions, that is
the variation of the exergy recovery efficiency fdeviations from the optimal turbine inlet
temperature and pressure. These points becomglofirfiterest when economic evaluations are
performed which may suggest minor thermodynamicafiiers at the advantage of important
economic savings.

An economic evaluation of the optimal thermodynagatutions is carried out using the equipment
module costing technique (Turton et al.) that esaall costs back to the purchased cost of
equipment evaluated for some base conditions. &iter Icosts are dependent on the size or capacity
of the plant’s components. Therefore the heat exphid preheaters, vaporizers and air cooled
condensers are designed using the Aspen Exchangggri&Rating software that implements
advanced heat transfer correlations. A research pea®rmed on the boiling heat transfer that
occurs in the vaporizer where local heat transteffecients are calculated due to the marked
variation of the heat transfer coefficient with tpgality. It is presented the evolution from thestfi
additive methods (Chen) up to most recent asyngptotidels (Steiner and Taborek, Kattan et al.)
to combine the nucleate boiling and the convedbe#ing mechanisms that contribute to the heat
transfer.

The aim in a binary power plant is the maximizatdrthe annual energy production rather than the
maximization of the power output at the design dooms. A detailed off-design model of
“Stillwater” power plant was built, using the sofire Aspen, in order to find the best cycle
parameters to maximize the power output for vametiof the boundary conditions from the design
values: namely the ambient temperature, the geutidiuid flow rate and inlet temperature. The
specifications for the main plant’'s components lest from the manufacturers and the plant’s
data collected during 2009, the first year of opera provided a good source of information to
adjust and validate the model. An additional degre&eedom is given by the modularity of the
Stillwater power plant composed by two identicaitsiwvith two expanders in each unit. A proper
distribution of the available limited geothermalifl between the two units may improve the
performance of the whole plant. Stillwater powearpluses air cooled condensers as heat rejection
system due to the scarcity of water in the sitee d@ity cooling system implies a strong reduction of
the power output when the ambient temperature dsesg the warm season and in the central
hours of a day. The integration with the solar uese can boost the performance in those same
periods characterized by high solar irradiationelsv In addition the solar heat at a higher
temperature could improve the conversion efficieoichow enthalpy geothermal fields.

The evaluation of the performance of hybrid ge@as@ower plants using a metric based on the
second law efficiency must use a proper definifmmthe exergy of the solar radiation. Any matter,
which could be either a substance or a field mati@n be evaluated by means of its exergy value
that expresses the maximum ability of this matterdarrying out work in relation to the given
human environment. Although many papers on the ggxef the solar radiation have been
published it appears that some uncertainty stilitexn the scientific community therefore a settio
is here included to summarize the results achidveah Petela and the following researchers
showing the common basis of different approacheshé last years there has been an increased
interest in standalone solar power plants baseceitrer farm or tower systems where high
temperatures and thus high conversion efficiencées be achieved. The introduction of the solar
resource in geothermal power plants could avoid yniaeues associated with the design and
operation of standalone solar thermal power plants mitigate the high cost of solar projects with
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the lower cost of geothermal projects: there is plagential for both energy sources to share
common equipment, such as expander-generatorsgoaied condenser and heat exchangers
allowing more equipment to run full time even thbupe sun is intermittent. The solar resource
can be used also as a strategic tool for repowesirgjing geothermal power plants in order to face
reductions in the geothermal flow rate and tempeeatestoring the conditions close to the design
point. This is the idea underlying the study of hgization of Stillwater power plant. Starting from
the detailed off-design model for the geothermaly gpower plant a proper hybrid geo-solar
configuration is selected. The cycle parameteroptienized in relation to variations of the ambient
temperature and the solar irradiation in order taximize the power output for each ambient
condition and consequently the annual energy ptamlucTwo hybrid geo-solar solutions are
compared calculating the incremental levelized obslectricity.
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1. Geothermal Energy and Enhanced
Geothermal Systems (EGS)

1.1 Characterization of geothermal resource types

Geothermal energy consists of the thermal enexgdtin the earth’s crust. Thermal energy in the
earth is distributed between the constituent hosk iand the natural fluid that is contained in its
fractures and pores at temperatures above amteepts| These fluids are mostly water with
varying amounts of dissolved salts. Typically, Ireit natural in situ state, they are present as a
liquid or supercritical fluid phase but sometimeayntonsist of a saturated or superheated steam
vapor phase. Most geothermal resources presergbtaifor electrical power generation result from
the intrusion of magma (molten rock) from greatttlep(> 30 km) into the earth’s crust. These
intrusions typically reach depths of 0 to 10 km.

Geothermal fluids of natural origin have been u$adcooking and bathing since before the
beginning of recorded history, but it was not utité early 28 century that geothermal energy was
harnessed for industrial and commercial purposesl904, electricity was first produced using
geothermal steam at the vapor-dominated field imdéeello, Italy. Since that time, other
hydrothermal developments, such as the steam dielthe Geysers, California, and the hot-water
systems at Wairakei, New Zealand; Cerro Prieto, ibexand Reykjavik, Iceland; and in Indonesia
and the Philippines, have led in 2010 to an instlWorld electrical generating capacity of more
than 11,000 MW and a direct-use, nonelectric capacity of moren th80,000 MW, (thermal
megawatts of power).

Heat flows through the crust of the earth at arraye rate of almost 59 mW#nirhe heat flow is
due to two primary processes: the upward convedaioth conduction of heat from the earth’s
mantle and core, and the heat generated by they dafcaadioactive elements in the crust,
particularly isotopes of uranium, thorium, and gstam. The geothermal gradient expresses the
increase in temperature with depth in the earthistc Down to depths accessible by drilling (just
over 10,000 m) the average geothermal gradienbasita2.5-3°C/100 m but there are areas where
the gradient is much higher than the average vdloeal and regional geologic and tectonic
phenomena play a major role in determining thetlona(depth and position) and quality (fluid
chemistry and temperature) of a particular resouroe example, regions of higher than normal
heat flow are associated with tectonic plate botiedaand with areas of geologically recent
igneous activity and/or volcanic events. This isyvpleople frequently associate geothermal energy
only with places where such conditions are found @@y neglect to consider geothermal energy
opportunities in other regions.

A geothermal system is made up of three main el&snenheat source, a reservoir and a fluid
which is the carrier that transfers the heat. Fglr shows the typical features of a natural
geothermal system. Two conditions must be met betore has a viable geothermal resource:
accessibility and sufficient reservoir productivi#ccessibility is usually achieved by drilling to
depths of interest, frequently using conventionathods similar to those used to extract oil and gas
from underground reservoirs. A sufficient reseryoinductivity is needed , that is large amounts of
hot, natural fluids contained in a confined aquiigth high natural rock permeability and porosity
to ensure long-term production at economically ptadale levels. When sufficient natural recharge
to the hydrothermal system does not occur, whiclofien the case, a reinjection scheme is
necessary to ensure production rates will be maieta High grade geothermal resources are
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characterized by hot fluids contained in high peabiéy and porosity host rock and at relatively
shallow depths (less than 3 km). Commercial utilmaof the resources requires that the process be
economically competitive. Consequently, the commaérgeothermal systems developed to date
have been limited to a relatively few, accessilhligh-grade deposits scattered throughout the
world. Improvements in extraction technology to &wproduction costs or increases in the prices
for conventional fuels would make lower-grade geatinal resources commercially feasible.
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Figure 1. Typical features of a natural hydrothdrgemthermal reservoir system.
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1.2 Natural hydrothermal systems

Systems that spontaneously produce hot fluids aseeto exploit and are called hydrothermal or
convection-dominated systems. Hydrothermal systemgire a source of heat (usually a magmatic
intrusion), formations with enough permeability abow fluid mobility, an adequate supply of
water, sufficient contact surface, time for theidlto be heated and a return path to the surface
(Figure 1). Water or steam in hydrothermal systemssually of meteoric origin, typically located
at depths of 1-4 km at temperatures up to 350°Cte¥Malls as rain or snow and percolates
downward through sediments or fissures until it esnto a heat source. There, it is heated and
buoyantly rises toward the surface.

If the pressure on the fluid in the reservoir isufficient to prevent boiling, a vapor phase folims
the upper portion of the reservoir. This vapor ghaansists of steam (often superheated or dry) and
noncondensable gases that separate from the lghéde. Hydrothermal systems that produce
superheated steam are called vapor-dominated and carely. The major ones are The Geysers
field in California, the Larderello field in Italgnd the Matsukawa field in Japan. Systems that are
pressurized above the vapor pressure do not fovapar cap, and production from these types of
field consists of hot water or a mixture of hot @raénd steam. Such liquid-dominated resources are
common and widely distributed. Usually the fluidliquid-dominated systems is flashed (that is
subjected to a pressure drop that allows a sepaspier phase to form) and separated so that the
vapor phase can be piped directly to the turbingegdor. The liquid may be flashed more than
once (multistage flashing). High quality liquid doated fields containing relatively low-salinity
water under pressure at temperatures up to 350V€ Ieen identified in many regions including
the western US, New Zealand, Iceland, Indonesia, Rhilippines, Italy, Turkey and several
countries in eastern Africa.
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Extraction of heat from hydrothermal systems isaightforward. Because the reservoirs are
pressurized the fluid passes directly to the serfander artesian flow when the reservoir is
penetrated. Productivity of the wells may be enbkdngy stimulation at the wellbore or downhole
pumping, but this is often unnecessary. When thegure of a such a field drops to the point where
it is insufficient to produce hot fluid, stimulatidechniques are used such as injecting water to
repressurize the system and force fluid to moveutn the porous rock to be heated as it flows
toward the production well.

The current cost of electricity from hydrothermasources is around 7-10 c$/kWh. Electricity is
produced by geothermal energy in 24 countries showWrable 1.

Country Installed Capacity (MW) Rank
United States 3.086 1
Philippines 1,904 2
Indonesia 1.197 3
Mexico 958 4
Ttaly 843 3
New Zealand 628 6
Iceland 373 7
Japan 536 8
El Salvador 204 9
Kenya 167 10
Costa Rica 166 11
Nicaragua 88 12
Russia 82 13
Turkey 82 14
Papua New Guinea 36 15
Guatemala 52 16
Portugal 29 17
China 24 18
France 16 19
Ethiopia 73 20
Germany 6.6 21
Austria 14 22
Australia 1.1 23
Thailand 0.3 24

Table 1. Countries generating geothermal powe0ir02

1.3 Enhanced geothermal systems

High-grade hydrothermal resources have high avetiagemal gradients, high rock permeability
and porosity, sufficient fluids in place, and are@quiate reservoir recharge of fluids — all Enhanced
Geothermal Systems resources lack at least oneesét For example, reservoir rock may be hot
enough but not produce sufficient fluid for vialbleat extraction, either because of low formation
permeability/connectivity and insufficient resemorolume, and/or the absence of naturally
contained fluids.

The Enhanced (or engineered) Geothermal Systéf®y(are broadly defined as engineered
reservoirs that have been created to extract eceabmmounts of heat from low permeability
and/or porosity geothermal resources. This definittcan be adapted to include all geothermal
resources that are currently not in commercial pctidn and require stimulation or enhancement.
In principle EGSsystems (or hot dry rockDR) are available everywhere just by drilling to dept
sufficiently deep to produce rock temperature uskefuheat extraction. For power generation in
low-grade, low-gradient regions (20-40°C/km) depthg-8 km are required, while for high grade,
high-gradient systems (60°C/km), 2-5 km are sudfiti Techniques for the extraction of heat from
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low permeabilityHDR have been under investigation in a number of kxiooiles worldwide. For
low permeability formations, the basic conceptimse: drill a well to sufficient depth to reach a
useful temperature, create large heat transfeacsifreas by hydraulically fracturing the rock and
intercept the fracture with a second well (FiguyeB¥ circulating water from one well to the other
through the fractured region, heat can be extra@tech the rock. The idea itself is a simple
extrapolation that emulates naturally occurringryigermal circulation systems.

| | Low Permeskbility
i Crystaliing
| Basemant Rocks
|

L
||

Figure 2. Enhanced Geothermal System reservoireginc
for low-permeability formations.

Creating an Enhanced Geothermal System requireouwimg the natural permeability of hot rock.
Rocks are naturally porous by virtue of minute fuaes and pore spaces between mineral grains.
When some of this porosity is interconnected softhals (water, steam, natural gas, crude oil) can
flow through the rock, such interconnected porosstycalled permeability. Rock permeability
extends from rocks that are highly permeable andsehcontained fluids can be produced by
merely drilling wells (e.g., oil and gas wells, watvells, hydrothermal systems), to those that are
almost completely impermeable (e.g., tight gas sarwt dry rock). Extensive drilling for
petroleum, geothermal, and mineral resources duhegpast century has demonstrated that the
largest heat resource in the Earth’s crust, byisacontained in rocks of low natural permeability.
Recovery of heat from such rocks at commercialrated competitive costs is the objective of the
EGSprogram.

To extract thermal energy economically, one musk tdr depths where the rock temperatures are
sufficiently high to justify investment in the heaining project. For generating electricity, thiglw
normally mean drilling to rock temperatures in esgef 150°C to 200°C; for many space or
process heating applications, much lower tempegatuvould be acceptable, such as 100°C to
150°C. Today’'s hydrothermal systems rarely reqdniing deeper than 3 km (10,000 ft), while
EGS systems would require drilling at deeper depihgo the technical limit for today’s drilling
technology that is around 10 km (30,000 ft). Thues temperatures found between depths 3 to 10
km are of interest for EGS systems. With referandde United States Figures 3-5 illustrate this by
showing temperatures at depths of 3.5, 6.5, arkdri,Gespectively.
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Figure 5. Temperatures at a depth of 10 km.

In the short term, it makes sense to develop hrglde)EGS resources. For example, high thermal
gradients often exist at the margins of hydrothérfrelds. Because wells there would be shallower
(< 4km) and hotter (>200°C) with infrastructure fsower generation and transmission often in
place, such high-grade regions could easily be etkas initial targets of opportunity. Drilling and
completing wells for geothermal energy applicatiomgolve methods similar to those used in
drilling for oil and gas, but are generally mordfidult and expensive because formation
temperatures are higher and the rock itself isdvaial drill. Well costs are a significant economic
component of any geothermal development projeatldwer gradeEGS the cost of the well field
can account for 60% or more of the total capitaesiment. Average costs for drilling tend to scale
exponentially with depth whether they are converalmil and gas wells or geothermal wells but
all hydrothermal andHDR well costs are higher than a typical oil or gadl welled to the same
depth. Well diameters for geothermal wells rangenf20 to 30 cm which is somewhat larger than
found for oil and gas wells. Larger diameters iasecosts, as do the slower penetration rates often
encountered in geothermal drilling. Emerging tedbges, which have yet to be demonstrated in
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geothermal applications and are still going througlvelopment and commercialization, can be
expected to significantly reduce the cost of deegllsw To justify the cost of developing a
geothermal field, estimates of the total amounéxtfactable energy and the production rate must
be made. Computer models are used to simulaterpefae for a given set of reservoir properties.
Different models apply to high permeability hydretmal formations and to fractured low
permeability media common HDR reservoirs.

1.4 Design issues in EGS reservoir stimulation

Since the 1970s, research projects aimed at demglapchniques for the creation of geothermal
reservoirs in areas that are considered noncomatefor conventional hydrothermal power
generation have been — and are being — conducbethéaithe world. These include the following:
United States: Fenton Hill, Coso, Desert Peak, $Slountain, and The Geysers/Clear Lake;
United Kingdom: Rosemanowes; France: Soultz, Le @flaje Montagne; Japan: Hijiori and
Ogachi; Australia: Cooper Basin, Hunter Valley, aothers; Sweden: Fjallbacka; Germany:
Falkenberg, Horstberg, and Bad Urach; Switzerl@asel and Geneva.

Techniques for extracting heat from low-permeapilitot dry rock HDR) began at the Los Alamos
National Laboratory in 1974. For low-permeabilitgprihations, the initial concept is quite
straightforward: drill a well to sufficient deptb teach a useful temperature, create a large heat-
transfer surface area by hydraulically fracturing tock, and intercept those fractures with a sg¢¢con
well. By circulating water from one well to the eththrough the stimulated region, heat can be
extracted from the rock. Fundamentally, this eapproach — as well as all later refined methods —
requires that good hydraulic conductivity be crddietween injection and production wells through
a large enough volume of rock to sustain econofyicatceptable energy-extraction rates and
reservoir lifetimes. Ultimately, field testing witleed to produce a commercial-sized reservoir that
can support electricity generation or cogenerabbrelectrical power and heat for a variety of
applications such as

heat for industrial processes and local distrietting.

The initial concept of producing discrete hydraufractures has largely been replaced by
stimulating the natural fracture system. Althoubke goal of operating a commercial-sized EGS
reservoir has not been achieved yet field testiag $uccessfully demonstrated that reservoirs of
sufficient size with nearly sufficient connectivitp produce fluids at commercial rates can be
established. Through field tests in low-permeapilirystalline rock, researchers have made
significant progress in understanding reservoiratt@ristics, including fracture initiation, dilat
and propagation, thermal drawdown, water loss rdtew impedance, fluid mixing, and fluid
geochemistry.

Included among the milestones that have been amthiave drilling deep directionally oriented
wells to specific targets; creation of containeatfure systems in large volumes of rock of £ kam
more; improved understanding of the thermal-hydcaaolechanisms controlling the opening of
fracture apertures; improved methods for sequenttingdrilling of wells, stimulating reservoirs,
and managing fluid flow and other hydraulic chagastics; circulation of fluid at well-flow rates
of up to 25 kg/s on a continuous basis; methodsidaitor and manage induced microseismicity
during stimulation and circulation; extraction ofat from well-defined regions of hot fractured
rock without excessive thermal drawdown; generatbrelectrical power in small pilot plants.
Nonetheless, there are some issues that mustdleaedbeforeEGScan be considered commercial.
In general, these are all connected to enhanciegahnectivity of the stimulated reservoir to the
injection and production well network.

The remaining priority issue is demonstrating comuia¢ levels of fluid production from several
engineeredEGSreservoirs over acceptable production periods. griimeary goals for commercial
feasibility are to develop and validate methodsatiieve a twofold to fourfold increase in

16



production well-flow rate from current levels, wdimaintaining sufficient contact with the rock
within the reservoir and ensuring sufficient resarVifetime and to validate long-term operability
of achieving commercial rates of heat producti@mfEGSreservoirs for sustained periods of time
at several sites. The secondary goals connect&G®technology improvement are to develop
better methods of determining the distribution, siign and orientation of pre-existing and
stimulated fractures to optimize overall hydrauticnnectivity within the stimulated reservoir;
improve methods to repair or remedy any flow sleoduits that may develop; understand the role
of major, pre-existing faults in constraining ocifdating the flow in the reservoir; develop rolbus
downhole tools to measure temperature, pressung, rite, and natural gamma emissions, capable
of surviving in a well at temperatures of 200°Chagher for long-term monitoring; predict scaling
or deposition through better understanding of duk+fluid geochemistry.

1.5 Availability diagram for water

There are inherent limitations on converting geotted energy to electricity, because of the lower
temperature of geothermal fluids in comparison tecimhigher combustion temperatures for fossil
fuels. Lower energy source temperatures resulowet maximum work-producing potential in
terms of the fluid’s availability or exergy; andlmwer heat-to-power efficiencies as a consequence
of the second law of thermodynamics. The valuehef availability determines the maximum
amount of electrical power that could be produaedafgiven flow rate of produced geofluid, given
a specified temperature and density or pressure.

Figure 6 illustrates how the availability of theofleid (taken as pure water) varies as a functibn o
temperature and pressure. It shows that incregsiegsure and increasing temperature have a
nonlinear effect on the maximum work-producing ptitd. For example, an aqueous geofluid at
supercritical conditions with a temperature of 4D@&nd pressure of 250 bar has more than five
times the power-producing potential than a hydnotta¢ liquid water geofluid at 225°C.
Ultimately, this performance enhancement providesnaentive for developing supercriticalGS
reservoirs.

The Iceland Deep Drilling ProjecidDP) is a program aimed to improve the efficiency and
economics of geothermal power generation by hammgskeep natural supercritical fluids obtained
at drillable depths. This requires drilling down4do 5 km, and sampling hydrothermal fluids at
temperatures of 450 to 600°C (Krafla geothermatifie northern Iceland and the Hengill and the
Reykjanes geothermal fields in south western laBlan
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Figure 6. Availability diagram for water.

1.6 Recoverable EGS resource

The heat flow varies from less than 20 mWimareas of low heat flow to more than 150 m\W/m
in areas of high heat flow. The value of surfacatli®w is the building block for the temperature-
at-depth calculation. Individual sites have therg@miductivity that varies with depth and, thus, the
average thermal gradient depends on the deptlvahtstudied. Contours of measured heat flow are
combined with regionally specific, depth-averageerinal conductivity models to more accurately
represent the larger-scale thermal regime (i.eerame gradients and temperatures as a function of
depth). The heat flow at the surface is composedwof main components that are the heat
generated by radioactive elements in the crusttl@dectonic component of heat flow that comes
from the interior of the Earth. The radioactive gmment varies from 0 to more than 100 m\&/m
with a typical value of about 25 mW#niThe characteristic depth of the radioelementsT{t),and

K) in the crust averages about 10 km. Although E&S resource base is huge, it is not evenly
distributed. With reference to the United Statesperatures of more than 150°C at depths of less
than 6 km are more common in the active tectongiores of the west and are confined to those
areas. The highest temperature regions represeas af favorable configurations of high heat
flow, low thermal conductivity, plus favorable ldcstuations. The most favorable resource areas
(e.g., in the U.S. the Southern Rocky Mountainsiehahigh tectonic component of heat flow, high
crustal radioactivity, low thermal conductivity, camther favorable circumstances such as young
volcanic activity.

There are areas identified in the resource mapsevhgh temperatures are routinely being
encountered in sedimentary rock during drilling fordrocarbons. These temperatures typically
reach 150°C (330°F) to more than 200°C (400°Fsdme of these areas, significant porosity and
permeability exists at depths of 3 to 6 km, andehe potential for large amounts of hot water
either with or without stimulation of the reserwirn some of these cases, there may be the
opportunity to stimulate fluid flows high enough pooduce significant quantities of geothermal
energy without having to create a new reservoirwidh relatively minor modifications of an
existing oil or gas reservoir. So the distincti@ivieen arEGSsystem and a natural hydrothermal
system are somewhat blurred. In these areas, ihafgo a developed infrastructure and an existing
energy industry presence. Therefore, it seems lpesshat EGS or hybrid geothermal systems
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might be developed before the transition is madeute, “start-from-scratchEGSsystems. These
situations are divided into two categories: CopratuFluids and Geopressured Fluids.

The first might be considered “conventional” hydetmal development, in that high volumes of
water are produced in some fields as a byproduchyofrocarbon production. Collecting and
passing the fluid through a binary system eledtripawer plant could be a relatively
straightforward process; because, in some casegqrtduced fluid already is passed to a central
collection facility for hydrocarbon separation amdter disposal. The second category of systems in
sedimentary rock is represented by the geopressusasd of deep basins where wells produce at
pressures much higher than hydrostatic.

Geothermal is often classified as a renewable respuut the time scale for its renewability is
certainly longer than for solar, wind, or biomasergy, which have daily and annual cycles. For
instance, a fractureBGSreservoir is cooled significantly during heat-migiioperations over its
normal project life of about 20 to 30 years, agsult of heat-mining operations. If the reservoir
was abandoned at that point, the rock would rectuvés initial temperature in about 100 years.
There are several factors that control the amotithe resource that can be recovered as heat or
converted into electricity. These include the alitiock temperature and the maximum temperature
drop that can be tolerated by the heat/power lant the reservoir abandonment temperature), the
volume of rock that can be accessed and stimuldbedactive or effective heat-exchange area
(controlled by the length, width, and spacing @& #xisting and stimulated fractures), and the flow
rate of the water through the connected fracturest(olled by the permeability and the pattern of
the injectors and producers).

It is helpful to review the way reserves are trddig the oil and gas industry before addressing thi
subject forEGS In the energy industry, the estimated amountilobrogas available with current
technology at today’s energy prices is often rei@rno as the reserve. Reserves clearly are much
smaller than the resource base; but, in generakrve estimates will increase as extractive
technology improves and/or energy prices increa®d. and gas reserves correspond to
economically extractable resources. Reserve eggmaade by the oil and gas industry are further
categorized as proven, probable, and possible eRrmserves exist where there is a sufficient body
of supporting data from geology, geophysics, wedts, and field production to estimate the extent
of the oil or gas contained in the body of rockeYytare deemed commercially recoverable under
current economic conditions, operating methods,gowkrnment regulations. Probable reserves are
unproven reserves, but geological and engineertg sliggest that they are more likely than not to
be recoverable. Probable reserves can be in adgaisiag proven or developed fields or isolated
from developed fields, but with drilling and tegfimlata that indicates they are economic with
current technology. Possible reserves are unprogserves that are less likely to be recoverable
than probable reserves, based on geological andemrgg data analysis. Possible reserves have
few, if any, wells drilled; and the reservoir hast ibeen produced, or even tested. However, the
reservoir displays favorable geology and geophysicd its size is estimated by statistical analysis
With regard to hydrothermal geothermal resourcesyesfields have been drilled and produced, so
there are supporting data to make assessmentsw#grprobable, and possible resenesSis an
emerging technology that has not been produced evoially so the level of speculation and
uncertainty is too high to regard any of tB&Sresource base as economic reserves at this time.
There are no commercial EGS reservoirs and nogradtction history on which to base recovery
calculationsEGSshould to be classified as a possible future veser

The volume of rock that can be fractured and thexaye spacing between the fractures, along with
their length and width, will control the effectiteat-exchange area of the reservoir. These, in turn
will determine the rate of energy output and the 6f the reservoir. Reservoir volume and the
effective surface area available for heat trangfiéiralso affect the fraction of the thermal energy
stored in the reservoir that can be extracted twsz. The rate at which water — the heat transfer
medium — is circulated through the system is acalitparameter. The flow pattern of water
between injection and production wells controls hawch of the fractured volume is actually
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swept by the circulating fluid. The permeabilitydgmorosity of the fractured volume determine the
amount of water stored in the rock, as well as fast it can move through the rock and with what
amount of pressure drop. The circulating watertexas a representative temperature that is taken to
be the average temperature of the rock. Also inapbrtthe actual flow pattern of fluid in the
reservoir is influenced by the spatial distributmfrpermeability and porosity, as well as the re&at
positions of the production and injection wells.

»  Geofluid Temperature

The rate of heat extraction from the rock dependshe difference between the temperature of the
rock and the temperature of the circulating wateargy point within the reservoir. The larger this
difference, the more quickly heat will move fronettrock into the water and, in the end, the more
heat that can be extracted from the rock. ldeally,want to maximize the total amount of useful
energy extracted from the reservoir. The total gnextracted is given by the time integral over the
production period of the instantaneous rate of kaatfaction from the rock. For &8GSreservoir,
the heat extraction rate is equal to the producthef mass flow rate and the specific enthalpy
difference between the produced and reinjectedl fliiiwe increase the mass flow rate too much,
the produced fluid temperature and its specifichaipy will both decline, offsetting a potential
increase in heat extraction rate. At some mass fhte, an optimal balance is achieved between
heat extraction rate and thermal drawdown rateaddition, there are issues concerning the
efficiency of converting the extracted thermal gyeto electrical energy. If we had a completely
flexible power-conversion system that could use tenyperature of fluid to generate electric power
or extract usable heat (although at varying efficig we could cool the rock significantly and
continue to use the same surface equipment. Howewatrelectric generating power plants, heat
pumps, or heat exchangers are designed for a gpsetf of conditions. The larger the difference
between design conditions and actual operating ittond, the less efficient the equipment will
become. This places a practical lower limit on¢hreulating fluid temperature, and consequently a
lower limit on the average temperature of the rimckontact with the fluid. This latter temperature
is called the “reservoir abandonment temperaturéé approach for restoring plant output when
the thermal drawdown becomes too large is driliegy infill wells into parts of the field that have
not been exploited. This strategy has worked farbthermal systems and should work E§sSas
well. An abandonment temperature of only 10°C lowman the initial rock temperature was
specified by a MIT study to estimate the recoverauiergy fraction.

* Fractured rock volume

While solid rock is excellent for storing heat, ttate of heat removal by conduction is slow, as a
result of its low thermal conductivity. Only thai€tion of the rock volume made accessible by the
stimulation process can be considered part of ¢thieeareservoir where heat extraction occurs. The
basic idea is to create permeability and porosytyhydraulic stimulation to open up channels for

fluid to circulate through the rock, thereby shomeg the rock conduction path. The transfer of heat
in such a porous/fractured rock reservoir is a demprocess that is not easy to model analytically.
Studies have evaluated the impact of various regepvoperties such as fractured volume, fracture
spacing, permeability, porosity, and well configiom on the recovery fraction of heat and the

fractured volume was found the single most impanpamameter affecting how much of the thermal

energy that could be recovered.

Based on early field testing &GS concepts, the geometric arrangement of the pramuend
injection wells, to a large degree, influences @neount of rock that can be stimulated, and the
accessible volume of rock that the circulatingdigiontactsEGSwells could be configured in a
variety of ways: e.g., with one producer for evamjector (a doublet), two producers to each
injector (a triplet), or four producers to eachentipr (the classic five-spot pattern used in enbdnc
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oil recovery operations). Having more than one poed for each injector reduces the amount of
“dead” fractured volume, in which the rock is fnaetd but the fluid doesn’t circulate.

= Fracture spacing

Earlier researchers cited the importance of resergeometric structure on heat-removal
effectiveness. While the fractured volume had #rgdst effect on recovery factor, fracture spacing
also had a measurable impact because it is patétefmining the active reservoir volume. They
investigated fracture spacings between 3 and 30Bomreasonable fracture spacings of 3 to 30 m
that might be realistically accomplished, the fuaetspacing is largely irrelevant compared to the
total fractured volume in determining how much bé theat-in-place will be recovered. Many
researchers identify fractured rock volume as thgle most important parameter affecting thermal
recovery. To reach this conclusion, they have iombli assumed that the rock mass has been
homogeneously fractured, which will certainly netthe case in practice. While large surface area
and fractured volumes are needed to ensure longieat extraction at acceptable rates, their mere
existence alone does not guarantee performancici&uif fracture density and size are needed.

* Fracture surface area

The geothermal reservoir operates like an undengtdieat exchanger. Injected water is circulated

through the reservoir and is exposed to the susfatéot rock allowing it to remove heat. The rate

of heat transfer — and, consequently, the finalpenature that the fluid achieves — is related & th
mass flow rate of fluid and the surface area th@fkontacts. The heat-transfer system can be
thought of as similar to a series of flat plateshwgaps (the fractures) between them and a semi-
infinite conduction heat source surrounding eaabttrre. Heat is transferred by conduction through
the rock, perpendicular to the surfaces of thetfir@s. Then heat is transferred by convectioneat th
rock-fluid interface to the fluid contained in thracture. The larger that surface area is reldive
the flow rate, the faster heat can be transferoethé fluid and still have its outlet temperature
approach the original rock temperature with minitharmal drawdown.

There are several parameters that affect thisthaagfer area:

- Well spacing: this is the distance between th#swe the active part of the reservoir. The well
spacing controls the length of the fracture thaicigvely involved with fluid circulation.

- Fracture spacing: the average distance betweetufes that are open and accepting fluid. These
are assumed to be connected to the production tikedagh the fractured rock volume. In reality,
these may not act as separate discrete fractureastan overall fractured rock mass.

- Fracture length and width: the fracture lengthekated to, but not necessarily the same as, the
well spacing between producer and injector. Thetir@ is not likely to be a flat plate, but will
take a tortuous path through the rock. The patgtkewill, thus, be longer than the well spacing
in most cases. The fracture width is the lateratagice that the fracture extends and has active
circulation.

- Well configuration: the arrangement of the prdduct wells in relation to the injector. The
actively circulated fracture width is controlledy some extent, by the geometry of the well
configuration.

It has been shown that for a variety of fractureacapgs, well geometries, and fracture
permeabilities, the percentage of heat recoverfabte a stimulated volume of at least 1 »& 16°
under economic production conditions is nearly tamsat about 40%, with a range between 34%
and 47%. This roughly corresponds to a block ok mgproximately 500 m x 500 m x 500 m. MIT
used recovery factors from 2% to 40% in the catouteof potentially recoverable resources for its
study.

With a recovery factor and an abandonment temperapecified, the recoverable heat can be
determined from the total energy in place, i.ee,fs0Urce-base amount:

Qrec = I:rpVCr (Tr,i _TO) (Eq 1)
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where:

L rock density;

V : total reservoir volume;

C; : rock specific heat;

T.i: mean initial reservoir rock temperature;

To : mean ambient surface temperature.

The ability to create large stimulated rock voluntes certainly improved dramatically. It is
possible now stimulate volumes of 1 kor more.

Once the amount of recoverable heat from the regdnmas been estimated, it needs to be converted
to electricity. Field experience withGStesting led us to believe that heat can be exdaitom the
rock for extended periods, with minimal thermalwidawn, if the system is designed and operated
carefully. Therefore as a firstpproximation, it is assumed that the productionperature of the
fluid at the surface is the average temperatutb@fock volume. The power cycle employed, and
the ambient surface temperatures along with thd temperature, determine the energy conversion
efficiency. MIT used the thermal efficiencies shownthe following Table 2 assuming binary
plants at resource temperatures under 200°C astl fllants at temperatures above 200°C:

Temperature [°C] Thermal efficiency %
150 11
200 14
250 16
300 18
350 22

Table 2. Cycle thermal efficiencies used for enargyversion.

To relate electrical energy to a potential eleegenerating capacity, this energy will need to be

converted to electric power therefore we need twsicer the time over which the energy will be

produced. A project life of 20 or 30 years is uguassumed and divided the recoverable energy

reserves by the number of seconds in 20 or 30 y&hesaverage M\AWof capacity that results is :
MWe - Min ?rec (Eq 2)

where:

Qrec : recoverable thermal energy;

N net cycle thermal efficiency;

t : seconds in 30 years.

Specifying a recovery factor is arbitrary — howeugy assuming a range that spans an order of

magnitude and is always lower than the estimateSanyal and Butler, the inherent uncertainty in

this prediction was captured. This additional rdiduncwas implemented by specifying a mean

temperature of the reservoir at the end of prodacfrhis is the abandonment temperaflireand

had a value of 10°C below the initial rock temperafT,;. A study from MIT estimated that the

total recoverable energy in U.S. with 2% recovexdhbdction of thermal energy from the reservoir

is around 154 G\A/considering a slice between 5 and 6 km or 72.@W@m a slice between 4 and 5

km.

1.7 Status of EGS technology

Several major international Enhanced Geothermalefs (EGS) R&D field projects have focused
on demonstrating the feasibility of mining heat bymulating and operating an engineered
reservoir. The majoprojects include: Fenton Hill, in the United Stat@&osemanowes, in the

United Kingdom; Soultz, in France; Cooper BasinAumstralia; and Hijiori and Ogachi, in Japan.
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Field efforts began with the pioneering work ofesttists at Los Alamos National Laboratory in the
early 1970s at the Fenton Hill, New Mexico, sitethe early years, the program was referred to as
the Hot Dry Rock oHDR project. Later, this was replaced by Enhancedtigeyed Geothermal
SystemsEGS to more correctly reflect the continuum of grdde quality of resource) that exists
among today’s commercial hydrothermal systems, uhproductive margins of hydrothermal
regions, and mid- to low-geothermal gradient regittmoughout the United States.

The history of the worldwide effort to extract tBarth’s heat from rocks that do not have pre-
existing high permeability began with the Fentotl Hot dry rock experiments. The objective of
the project was to develop a heat-extraction systeanhigh-temperature-gradient area with a large
volume of uniform, low-permeability, crystalline sEment rock on the margin of a hydrothermal
system in the Valles Caldera region of New MexBuoilding on the experience and data from the
Fenton Hill project, the Rosemanowes, Hijiori, Ogia@and Soultz projects attempted to develop
further the concept of creating a reservoir in @se rock in other geological settings. These
EGS/HDR field experiments were carried out startadgput 1975 in the United Kingdom, and
somewhat later in Japan, France, Sweden, and texdtdrepublic of Germany.

While the Fenton Hill experience demonstrated #whhical feasibility of theHDR concept by
1980, none of the testing carried out at Fenton Yydlded all the performance characteristics
required for a commercial-sized system. Three miggues remained at the end of the project as
constraints to commercialization:

(i) the demonstration of sufficient reservoir protivity with high-productivity fracture systems of
sufficient size and thermal lifetime to maintairoeomic fluid production rates (50 to 100 kg/s per
well pair at wellhead temperatures above 150°C);

(i) the maintenance of these flow rates with suéiintly low pumping pressures;

(i) the relatively high cost of drilling deep & km) wells in hard rock. Drilling costs become the
dominant economic component in low-grade, low gratdEGS resources. In certain geologic
situations, controlling water losses will be imp@ortt, as it can have negative economic and
environmental impacts.

After several years of active field work, some egshers recognized thBGSreservoirs consisted

of three-dimensional networks of hydraulically gated joints and fractures. These fissure systems
contribute to the connection between injection pratluction boreholes, rather than just one — or
even a series of — artificially created hydrauhactures. By the early 1980s, research at various
sites confirmed that the creation of new hydrafrictures was not the dominant process; but that
the shearing of natural joints was a more impoma@thanism. These joints could be completely or
partly sealed in their natural state. They faishear due to the fluid injected under pressure. The
shearing mechanism allows frictional slippage toundefore tensile failure. The realization that
shearing on existing joints constitutes the mairchmaism of reservoir growth (creation of new
hydraulic fractures) has been one of the most fsgmit outcomes of the international research
projects. This has led to a basic change in hoearebers interpret the evolution of the structdre o
an EGS reservoir, as a result of hydraulic prezatian. It has led to a departure from conventional
oil field reservoir development techniques (whianphasize discrete hydraulic fracturing as a
means of stimulation) toward a new technology eelab the properties of any jointed rock mass
that is subjected to a particular anisotropic stregime. The most important conclusion from all
this prior work regarding the development of EGS&ag®wer-producing technology is that we can
probably form an EGS reservoir at any depth anavaeye in the world that has both a temperature
high enough for energy conversion and sufficiemtfileld connectivity through existing natural
fractures. Nonetheless, uncertainties still ex@texample, regarding the natural state of stagsk
rock properties, even within well-characterizedlggic regions.

The major shortcoming of the field testing, so farthat circulation rates through the stimulated
regions have been below commercially viable rafRecent progress at Soultz and Cooper Basin
suggests that the ability to reach commercial kiseteasonably close.
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Taking all uncertainties collectively, we have n@t seen any “show stoppers” to makiBGS
work technically. While a given stimulation methothy not provide for efficient, cost-effective
heat mining at today’s energy prices, it still exts net energy. Field efforts have repeatedly
demonstrated thaEGS wells can be drilled; pre-existing, sealed frageturat depth can be
stimulated; and a connection can be made betwedis. iduid can be circulated through the
network and heated to economic temperatures; anchwenaintain the circulation, and use the heat
from the produced fluid directly — or use it to geate electricity.

1.8 Generalizations from EGS field testing

The basicEGStechniques of permeability enhancement, heat mjramd injection augmentation
already work. They are regularly used in regionemghthe natural fractures support flow and
connectivity, but where recharge is limited.

= High flow rates with long path lengths are needed.

By looking at natural hydrothermal systems, we kribat we need to have production of about 5
MW, per production well, which requires flow ratesgeny from 30 to 100 kg/s, depending on the
fluid temperature. At the same time, we need aeldrgat-exchange area or long residence time for
water to reheat to production temperatures; thisldcamply large pressure drops. Better
understanding of successful natural systems (inpeoaile geological settings) should lead to
improved methods of generating artificially enhalhgeothermal systems.

= Stimulation is through shearing of pre-existingfraes.

In strong crystalline rock, hydraulic properties determined by the natural fracture system and the
stresses on that fracture system. The expectafi@tientists planning the early experiments in
enhancing geothermal reservoirs was that fractunagld be tensile. While it may be possible to
create tensile fractures, it appears to be mucheneffiective to stimulate pre-existing natural
fractures and cause them to fail in shear. Undedstg the orientation of the stress field is crucia
to designing a successful stimulation. Shearingattiral fractures increases hydraulic apertures,
and this improvement remains after pressures aleceel. Fortunately, stress fields in strong rocks
are anisotropic, so critically aligned natural jsiand fractures shear at relatively low overpnessu
(2-10 MPa).

= The first well needs to be drilled and stimulatedrider to design the entire system.

Early efforts to create reservoirs through stimatatrelied on drilling two wells, oriented such tha
there appeared to be a good chance of connecterg, tgiven the stress fields observed in the
wellbore and the regional stress patterns. Howeaei-enton Hill, Rosemanowes, Hijiori, and
Ogachi, this method did not yield a connected raserlt seems much easier to drill the first well,
then stimulate it to create as large a volume asipte of fractured rock, then drill into what we
think is the most likely place, and stimulate agalareful scientific exploration is needed to
characterize the region as to the stress fieldegigting fractures, rock lithology, etc.

» Rock-fluid interactions may have a long-term effectreservoir operation.

While studies of the interaction of the reservoitk with the injected fluid have been made at most
of the sites wher&GShas been tested, there is still a good deal tanlaBout how the injected
fluid will interact with the rock over the long tar The field tests have seen some evidence for
dissolution of rock leading to development of predd pathways and short circuits.

The use of carbon dioxide (GJOas the circulating heat transfer fluid in B@&Sreservoir has been
proposed. A conceptual model for such a systenbbas developed, based on the Fenton Hill Hot
Dry Rock reservoir. The argument is made that supigal CO, holds certain thermodynamic
advantages over water iBGS applications and could be used to sequester thigortant
greenhouse gas.
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=  Pumping the production well to get the high-pressinops needed for high flow rates without
increasing overall reservoir pressure seems taceethe risk of short circuiting while producing
at high rates.
High pressures on the injection well during long¥tecirculation can result in short circuits.
Circulating the fluid by injecting at high presssingas found to consume energy while, at the same
time, tending to develop shorter pathways through dystem from the injector to the producer.
High pressure injection during circulation also neause the reservoir to continue to extend and
grow, which may be useful for a portion of the tithe field is operating — but may not create
fractures that are in active heat exchange, giklersystem of wells that are in place. High-pressure
injection can also result in fluid losses to thpsets of the reservoir that are not accessed by the
production wells. However, by pumping the productiavells in conjunction with moderate
pressurization of the injection well, the circutagifluid is drawn to the producers from throughout
the stimulated volume of fractured rock, minimizihgd loss to the far field.
= Models are available for characterizing fractuned for managing the reservoir.
Numerical simulation can model fluid flow in distedractures, flow with heat exchange in simple
to complex fractures, in porous media and in fraxty porous media. Changes in permeability,
temperature changes, and pressure changes inrésatan be fit to data to provide predictive
methods. However, because long-term tests havdewt carried out in the larger, commercial-
sized reservoirs, it is not yet known whether thaglais will adequately predict the behavior of such
reservoirs.
= |nduced seismicity concerns.
In EGStests at the Soultz site, microseismic events rg¢ee in the reservoir during stimulation
and circulation were large enough to be felt on theface. Efforts to understand how
microearthquakes are produced by stimulation agwiog, and new practices for controlling the
generation of detectable microseismic events axeldging. A predictive model that connects
reservoir properties and operating parameters sscfiow rate, volume injected, and pressure
which might affect the generation of detectable roearthquakes is important to realizing the
potential ofEGS Such a model has not been quantitatively estadalis

1.9 Subsurface system design issues and approaches

Typically, 50 to 150 kg/s or more of water per progon well, depending on its temperature, are
required to make a geothermal project economicasoRrce temperature and flow per well are the
primary factors in defining the economics of a geotal resource. The increasing cost of drilling
deeper wells trades off against the increased thdymamic efficiency of higher temperature.
Eventually, an Enhanced Geothermal System (EGS)regich an optimum depth after which
drilling deeper wells will not be more economicidbwever, studies have shown that the optimal
depth for minimum costs is on a fairly flat costsues-depth surface for most geothermal gradients.
The insensitivity of project cost to depth, in tiighborhood of the optimal point, permits a range
of economically acceptable depths.

Hydrothermal projects are based on resources watirally high well productivity and high
temperatures. They rely on having high flow perlwelcompensate for the capital cost of drilling
and completing the system at depth, and they nesy kigh permeability to meet required
production and injection flow rates. Typically, & successful hydrothermal reservoir, wells
produce 5 MW or more of net electric power throagbombination of temperature and flow rate.
For instance, a well in a shallow hydrothermal rese producing water at 150°C would need to
flow at about 125 kg/s (2,000 gpm) to generate aBaUMW of net electric power to the grid.

A number of resource-related properties (tempeseaguadient, natural porosity and permeability of
the rock, rock physical properties, stresses ik, water stored in the rock, and susceptibibity
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seismicity) control the amount of the heat resoumche earth’s crust that can be extracted. These
factors play a major role in determining the ecoisnof producing energy.

While it is clear that the flow rate of the fluiché its temperature control the rate of energy
produced, it is not evident what controls the resierproduction rate. In a natural system, wells
flow due to pressure drop at the well, caused eithe density changes due to boiling or by
downhole pumping. The amount of possible presstop © controlled by the natural permeability.
The permeability, or ability to conduct water te thell, may result from cracks in the rock or from
connected pore spaces; but, from whatever causa,hydrothermal system the permeability is
high. In anEGSsystem, the natural permeability is enhanced r@aited when none exists) through
stimulation. Stimulation can be hydraulic, througifecting fluids at higher or lower rates and
pressures; or chemical, by injecting acids or oftteemicals that will remove the rock or the
material filling the fractures.

The fracture system not only needs to be conneaéldhave high transmissivity, but it also must
allow injected cool water to have sufficient reside time to contact the hot rock, so that it wél b
produced from the production wells at or closeh® tormation temperature. If there is too much
pre-existing permeability or if the stimulation duaes a preferred pathway of very open cracks
that the injected fluid can take to the productizglls, the created or enhanced fractures may allow
water to move too quickly, or short circuit, frohretinjection wells to the production wells without
heating up enough.

While permeability of a fractured reservoir canitmproved by increasing the injection pressure,
there are negative effects of increasing the thipugin this way. At Fenton Hill, high-injection
pressures were used to maintain open fracturesnameve permeability, however, the fractured
volume continued to grow, water was lost from tireutating system, and new fractured volume
was created that was not accessed by the wellRoSemanowes, trying to improve fracture
permeability by increasing injection pressures lteduin growth of the fracture system but away
from the inter-well region, exacerbating the wadsis without improving the connectivity.

One of the big risk areas in the long-term operatibanEGSsystem is the potential change in the
permeability and connectivity of the stimulateder@®ir with time. The fluid injected may be a
combination of water from surface or shallow grownater and water naturally occurring in the
geothermal reservoir. It will be cooled by the gyeconversion system. As a result, the circulated
water will not be in equilibrium with the minerais the rock. With time, these minerals may
dissolve or minerals dissolved in the water mayipitate, changing the permeability of the rock
over time.

Well-field cost in hydrothermal power projects geally accounts for about 25%-50% of the total
project capital cosEGSprojects are associated with somewhat lower flatgs, lower conversion
efficiencies (because of lower temperatures), aeatgr depths (required to encounter economic
temperatures). These factors often bring the vielit-fcost up to more than 50% of the total cost of
the project, at least in the early stages of ptajegelopment.

Rock, in general, does not make a very good hedtasger. While rocks have a high heat capacity
and can, therefore, store a large amount of theemaigy per unit of volume, they do not have very
high thermal conductivities. This means that waterinject into our enhanced or created reservoir
must reside in the fractures or pore spaces loogginto heat up, and that only the rock surface
area close to the fluid flow path will give up ktsat to the fluid. There are two ways to increase t
residence time of the water in the rock: (i) inc@ghe path length and (ii) slow the flow rate. The
second method seems in direct contrast to our gbdlaving very high flow rates per well.
However, we can slow the flow rate in a given fuaetor part of the porous system by exposing the
fluid to more fractures or a larger porous matixtact area. This conforms to our other option of
increasing the path length, because a longer patjth will also allow more contact area. A larger
number of fractures in combination with larger wsglacing and a more complex fracture or porous
pathway should accomplish the goal of a longedessie time for the fluid, and should also result
in higher transmissivity. To accomplish the two Igo@f long residence time and high
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transmissivity, a large number of complex fracturesne of them with very large apertures) would
work the best.

Creation and operation of an EGS require that wageavailable at the site for a reasonable cost.
During creation of an extensive and connected dract system, large quantities of water are
needed for stimulation and growth of the reserwdhile most systems probably can be maintained
without adding much water through management afsanee in the reservoir, some water will need
to be replaced in the reservoir. The size of tlsemeir may need to be expanded periodically to
maintain the heat-exchange area, requiring thetiaddof more water. A site with water available
in large quantities, in close proximity, will impre project economics.

At the best potentidEGSsites, rocks are critically stressed for sheduifej so there is always the
potential for induced seismicity that may be suéintly intense to be felt on the surface. With
current technology, it appears feasible that thelver and magnitude of these induced events can
be managed. In fact, based on substantial evidesitected so far, the probability of a damaging
seismic event is low, and the issue — though read eften one more of public perception.
Nonetheless, there is some risk that, particularlgeismically quiet areas, operation of an EGS
reservoir under pressure for sustained periods trigger a felt earthquake. As a result, the
potential for seismicity becomes an environmendgakdr for determining the economics BGS
project development.

The previous analysis indicated that the heat dtoréghe earth to depths that are accessible with
today’'s technology is truly vast. However, the fiae of this resource base that can be
economically recovered is dependent on increasaterstanding of reservoir behavior and,
therefore, is directly connected to current redeand testing of EGS. The pressing needs to
advance the state of the art in EGS reservoir oy are:

- Assessing the size of the stimulated volume a&&d-transfer area;

- Development of high-temperature downhole instntsie

- Better understanding of rock/water interactions;

- Methods for coping with flow short circuits;

- Strategy for dealing with formation temperatueelthe;

- Methods to control growth of fractured volume;

- Improved reservoir modeling.

1.10 Environmental impacts

When examining the full life cycle of geothermakegy developments, their overall environmental
impacts are markedly lower than conventional fefssld and nuclear power plants. With
geothermal energy, there is no need to physicaihematerials from a subsurface resource, or to
modify the earth’s surface to a significant degese for example, in strip mining of coal or
uranium. Unlike fossil and biomass fuels, geothéreme&rgy is not processed and transported over
great distances (an energy-consuming and potgnéallironmentally damaging process), there are
minimal discharges of nitrogen or sulfur oxidesparticulate matter resulting from its use, and
there is no need to dispose of radioactive matertdbwever, there still are impacts that must be
considered and managed if this energy resourceoidd developed as part of a more
environmentally sound, sustainable energy portfldiche future.

The major environmental issues 6GSare associated with ground-water use and contdimma
with related concerns about induced seismicity uiysglence as a result of water injection and
production. Issues of noise, safety, visual impaeatsd land use associated with drilling and
production operations are also important but fullgnageable. As geothermal technology moves
away from hydrothermal and more toward larB&Sdevelopments, it is likely that environmental
impacts and risks will be further reduced relativethose associated with hydrothermal systems.
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For exampleEGSplants should only rarely have a need for abatémihydrogen sulfide (b5),
ammonia (NH), and other chemical emissions.

= (Gaseous emissions

Gaseous emissions result from the discharge ofaramtensable gases (NCGs) that are carried in the
source stream to the power plant. For hydrothernmsthllations, the most common NCGs are
carbon dioxide (C@ and hydrogen sulfide @3), although species such as methane, hydrogen,
sulfur dioxide, and ammonia are often encounteneldw concentrations. We expect that for most
EGSinstallations, there will be lower amounts of dised gases than are commonly found in
hydrothermal fluids. Consequently, impacts would lb@er and may not even require active
treatment and control.

In hydrothermal plants emissions are managed trqugcess design. In steam and flash plants,
naturally occurring NCGs in the production fluid shde removed to avoid the buildup of pressure
in the condenser and the resultant loss in povesn fihe steam turbine. The vent stream of NCGs
can be chemically treated and/or scrubbed to reniy®e or the NCGs can be recompressed and
injected back into the subsurface with the spentidi stream from the power plant. Both of these
solutions require power, thereby increasing theagiic load and reducing the plant output and
efficiency. Binary plants avoid this problem beaagsich plants only recover heat from the source
fluid stream by means of a secondary working fetr@am. The source geofluid stream is reinjected
without releasing any of the noncondensables.

The selection of a particular,8 cleanup process from many commercially availales will
depend on the specific amounts of contaminantshéngeofluid stream and on the established
gaseous emissions standards at the plant site.

Geothermal steam and flash plants emit much less @Oan electrical generation basis (per
megawatt-hour) than fossil-fueled power plants, bimary plants emit essentially none. In addition
the concentrations of nitrogen oxide (NOx) and wullioxide (SQ ) in the gaseous discharge
streams from geothermal steam and flash plantexremely minute. The NQcould come from
the combustion process used to abat® i some of the plants, however, most geotherteains
plants do not rely on combustion fop$labatement and therefore emit noN¢Dall.

=  Water pollution

Liquid streams from well drilling, stimulation, amtoduction may contain a variety of dissolved
minerals, especially for high-temperature resess/qir>230°C). The amount of dissolved solids
increases significantly with temperature. Somehete dissolved minerals (e.g., boron and arsenic)
could poison surface or ground waters and also thacat vegetation.

= Noise pollution

The highest noise levels are usually produced dutive well drilling, stimulation, and testing
phases when noise levels ranging from about 8QL%decibels A-weighted (dBA) may occur at
the plant fence boundary. During normal operatoins geothermal power plant, noise levels are in
the 71 to 83 decibel range at a distance of 90@uning normal operations, there are three main
sources of noise: the transformer, the power hoasd, the cooling tower’s fans. Air cooled
condensers employ numerous cells, each fitted avifén, and are worse from a noise perspective
than water cooling towers.

= Land Use

Land footprints for hydrothermal power plants vapnsiderably by site because the properties of
the geothermal reservoir fluid and the best optimnavaste stream discharge (usually reinjection)
are highly site-specific. Typically, the power ptias built at or near the geothermal reservoir
because long transmission lines degrade the peesswt temperature of the geofluid. Although
well fields can cover a considerable area, typjcalto 10 kni or more, the well pads themselves
will only cover about 2% of the area. With direci#-drilling techniques, multiple wells can be
drilled from a single pad to minimize the total elad area. The footprint of the power plant,
cooling towers, and auxiliary buildings and subetatis relatively modest. The land use for a
geothermal binary plant (excluding wells) is arodd@0 nf/MW and the land use for a geothermal
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flash plant (including wells, pipes, etc.) is ab@800 ni/MW. For comparison the land use of a
solar thermal power plant is much higher, aroun@0B8nf/MW. Also coal plants (including strip
mining) and nuclear plants involve a higher land csmpared to geothermal power plants.

» Land subsidence

If geothermal fluid production rates are much geedhan recharge rates, the formation may
experience consolidation, which will manifest its&$ a lowering of the surface elevation, i.e s thi
may lead to surface subsidence. This was obseiayl ia the history of geothermal power at the
Wairakei field in New Zealand where reinjection we used. Subsidence rates in one part of the
field were as high as 0.45 m per year. Wairakeiduskeallow wells in a sedimentary basin.
Subsidence in this case is very similar to miniotivéties at shallow depths where raw minerals are
extracted, leaving a void that can manifest itaslsubsidence on the surface. After this experjence
other geothermal developments adopted activelyngidmeservoir management to avoid this risk.
Most of EGS geothermal developments are likely to be in gretyipe rock formations at great
depth, which may contain some water-filled fracsuvgthin the local stress regime at this depth.
After a geothermal well is drilled, the reservarstimulated by pumping high-pressure water down
the well to open up existing fractures (joints) &eep them open by relying on the rough surface of
the fractures. Because the reservoir is kept upcegsure continuously, and the amount of fluid in
the formation is maintained essentially constantindguthe operation of the plant, the usual
mechanism causing subsidence in hydrothermal sgstemabsent and, therefore, subsidence
impacts are not expected f6GSsystems.

= |nduced seismicity

Induced seismicity in normal hydrothermal settihgs not been a problem because the injection of
waste fluids does not require very high pressutesvever, the situation in the case of m&@S
reservoirs is different and requires serious atteniThe process of opening fractures can occar in
sliding manner by shear failure or in extensionahmer by tensile failure. In either case, acoustic
noise is generated during this process. This aimonsetse is referred to as microseismic noise or
events. The acoustic noise is monitored during gtimulation process as aBGS reservoir
management tool to see how far the stimulation dy@@ned the reservoir in three dimensions.
Typically, natural fractures vary in length on alscof 1 to 10 meters. Seismic energy radiated
during the shearing process depends on the lerfgtheofracture or the stress release from the
constraining natural forces. A majority of the alveel data from existing EGS projects suggest that
the higher energy radiated from the shearing isedly a high stress release from relatively small
joint lengths. This would suggest that if there evslome perceived events on the surface, the
frequency content would be too high to generatesmigmic risk, but minor events may still raise
concerns among local inhabitants. Sound geologicdltectonic investigations must be carried out
prior to the selection of the site to avoid thedwertent lubrication of a major fault that couldusa

a significant seismic event.

= Water use

Geothermal projects, in general, require accesgater during several stages of development and
operation. Water is required during well drillingyprovide bit cooling and rock chip removal. This
water (actually a mixture of water and chemicassydcirculated after being cooled and strained.
Makeup water is required to compensate for evamoratosses during cooling. In EGS
applications, surface water will be needed to bsttmulate and operate the reservoir (i.e., the
underground heat exchanger) and produce the dimulgatterns needed. The quantity of
hydrothermal fluids naturally contained in the fatmon is likely to be very limited, particularly in
formations with low natural permeability and potgsin the places where water resources are in
high demand, water use for geothermal applicatiomé require careful management and
conservation practice. It is necessary to coordineter use during field development with other
local water demands for agricultural or other psgm

In principle, EGS systems may be approximated dgséd-loop” systems whereby energy is
extracted from the hot fluid produced by productwells (namely, a heat exchanger for binary
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plants) and cooled fluid is reinjected through atign wells. However, the circulation system is not
exactly closed because water is lost to the fonatihis lost water must be made up from surface
water supplies.

Cooling water is generally used for condensatiothefplant working fluid. The waste heat can be
dissipated to the atmosphere through cooling towfemsakeup water is available. Water from a
nearby river or other water supply can also sesva heat sink. An alternative to water-cooling is
the technique of air-cooling using electric motor€en fans and heat exchangers. This approach is
particularly useful where the supply of fresh watedimited, and is currently used mainly for
binary power plants. While air-cooled condensensiahte the need for fresh makeup water that
would be required for wet cooling towers, they goclarge tracts of land owing to the poor heat
transfer properties of air vs. water. This greatigreases the land area needed for heat rejection
compared to a plant of the same power rating th@$ @ wet cooling tower.

= Catastrophic events

Accidents can occur during various phases of gewtsleactivity including well blowouts, ruptured
steam pipes, turbine failures, fires, etc. Thisadifferent from any other power generation fagili
where industrial accidents unfortunately can andha@apen. The ones that are unique to geothermal
power plants involve well drilling and testing. time early days of geothermal energy exploitation,
well blowouts were a fairly common occurrence; mdwadays, the use of sophisticated and fast-
acting blowout preventers have practically elimaabthis potentially life-threatening problem.

= Thermal pollution

Although thermal pollution is currently not a sgaxlly regulated quantity, it does represent an
environmental impact for all power plants that rely a heat source for their motive force. Heat
rejection from geothermal plants is higher per wfitelectricity production than for fossil fuel
plants or nuclear plants, because the temperafutteecgeothermal stream that supplies the input
thermal energy is much lower for geothermal powants. Considering only thermal discharges at
the plant site, a geothermal plant is two to thi@es worse than a nuclear power plant with respect
to thermal pollution, and the size of the waste hejaction system for a 100 MW geothermal plant
will be about the same as for a 500 MW gas turkimbined cycle. Therefore, cooling towers or
air-cooled condensers are much larger than thosenuentional power plants of the same electric
power rating.

Geothermal energy frorBGSrepresents a large, indigenous resource that @andpg base-load
electric power and heat while incurring minimal eammental impacts. The MIT study estimated
that with a reasonable investment in R&B5Scould provide in the U.S. 100 GMIr more of cost-
competitive generating capacity in the next 50 yedtost of the key technical requirements to
makeEGSwork economically are in effect, with remainingaggeasily within reach. For example,
at Soultz, a connected reservoir-well system withaative volume of more than 2 Rrat depths
from 4 to 5 km has been created and tested at firaduction rates within a factor of 2 to 3 of
initial commercial goals.

These are the specific findings:

1) EGSis one of the few renewable energy resourcescdnatrovide continuous base-load power
with minimal visual and other environmental impadceothermal systems have a small footprint
and virtually no emissions, including carbon diaxi@eothermal energy has significant base-load
potential, requires no storage, and, thus, it cemphts other renewables — solar (CSP and PV),
wind, hydropower — in a lower-carbon energy future.

2) The accessible geothermal resource, based atingxiextractive technology, is large and
contained in a continuum of grades ranging fronaytslhydrothermal, convective systems through
high- and mid-grad&GSresources to the very large, conduction-dominatadributions in the
deep basement and sedimentary rock formations.
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3) Ongoing work on both hydrothermal a&&S resource development complement each other.
Improvements to drilling and power conversion texbgies, as well as better understanding of
fractured rock structure and flow properties, beradf geothermal energy development scenarios.
4) EGS technology has advanced since its infancy in tB@0% at Fenton Hill. Field studies
conducted worldwide for more than 30 years havevshihatEGSis technically feasible in terms
of producing net thermal energy by circulating wateough stimulated regions of rock at depths
ranging from 3 to 5 km. We can now stimulate largek volumes (more than 2 K drill into
these stimulated regions to establish connectentvaiss, generate connectivity in a controlled way
if needed, circulate fluid without large pressuwsses at near commercial rates, and generate power
using the thermal energy produced at the surfamm fihe created EGS system. Initial concerns
regarding five key issues (flow short circuitingneed for high injection pressures, water losses,
geochemical impacts, and induced seismicity) apfmebe either fully resolved or manageable with
proper monitoring and operational changes.

5) The main constraint is creating sufficient cartivity within the injection and production well
system in the stimulated region of tB&Sreservoir to allow for high per-well productiontea
without reducing reservoir life by rapid cooling.

6) Research, Development, and Demonstration (RD&Dgxertain critical areas could greatly
enhance the overall competitiveness of geothermalvo ways. First, it would lead to generally
lower development costs for all grade systems, whvould increase the attractivenesskEg:S
projects for private investment. Second, it couldbstantially lower power plant, drilling, and
stimulation costs, which increases accessibilitpwer-gradeEGSareas at depths of 6 km or more.
In a manner similar to the technologies developmddil and gas and mineral extraction, the
investments made in research to develop extratggbnology forEGS would follow a natural
learning curve that lowers development costs armteases reserves along a continuum of
geothermal resource grades. The impacts that wesldt from research-driven improvements are
in drilling technology, power conversion technolagyd reservoir technology areas.

7) EGSsystems are versatile, inherently modular, anthbtafrom 1 to 50 MW for distributed
applications to large “power parks,” which couldyide thousands of MWbf base-load capacity.

1.11 Economic feasibility issues for EGS

Geothermal energy, which is transformed into deéideenergy (electricity or direct heat), is an
extremely capital-intensive and technology-depehdeiustry. Capital investment can be divided
into three distinct phases:

1) Exploration, and drilling of test and productiells;

2) Construction of power conversion facilities;

3) Discounted future redrilling and well stimulatio

Given the high initial capital cost, mo&GS facilities will deliver base-load power to grid
operations under a long-term power purchase agmaefypically greater than 10 years) in order to
acquire funding for the capital investment. Thenpka life is typically 30 years with periodic
(approximately seven to 10 years) redrilling, foactg, and hydraulic stimulation during that
period.

Estimated levelized costs were used as a basiofoparingeGSprojections to existing and new
energy-supply technologies. Starting with specifieaise-case values that represent financial
parameters (debt interest, equity rate of retum),esystem performance (thermal drawdown rate or
reservoir lifetime, well flow rate, number of pradion and injection wells, etc.), capital costdgsi
exploration, drilling and redrilling, reservoir stulation, and surface plant facilities), and opearat
and maintenance costs, the predicted costE@®at targeted, representative sites were calculated
and the effects of sensitivity to uncertain pararseexplored. The reservoir fluid flow rate has a
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dramatic effect o.EC. Going from an initial value of 20 kg/s per wall &0 kg/s per well theEC

is strongly reduced.

Figure 7 illustrates the results obtained from Mdf the U.SEGSresource assuming a flow rate
per well of 80 kg/s. As expected for any new tedbgy, costs at low levels of penetration are
higher than existing markets for electric powet, tayidly decline. WhekGSincreases above 100
MW, of capacity, which amounts to only a f@&%GSprojects, costs begin to become competitive.
The slight increase in break-even price that ocatrkigher levels of penetration (above 5,000
MWe) is due to extraction of heat from somewhatdograde EGS resources (with lower average
gradient and heat flow) that require deeper, mostly drilling. However, by the time these levels
are reached, it is expected that competitive etatgtiprices will be equal to or greater than tHeE
values, so that further deployment will not be ¢omeed. When thé&GS break-even prices are
greater than competitive market prices for eleityri@dditional institutional investment is needed.

Break-even Price [¢/kWh]

10 100 1,000 10,000 100,000
EGS Capacity Scenario [MWe)

Figure 7.LEC (c$/kWh) as a function diGSpenetration in U.S.
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Conclusions

Geothermal energy from EGS represents a largegendus resource that can provide base-load
electric power, requires no storage, and, thuspmplements other renewables — solar (CSP and
PV), wind, hydropower — in a lower-carbon energiufa. Most of the key technical requirements
to make EGS work economically have been achievedsteown by the significant progress
achieved in recent tests carried out at Soultzngep and the remaining objectives can be reached
with field testing and applied geoscience and eswyimg research.

Field studies conducted worldwide for more thany@@rs have shown that EGS is technically
feasible in terms of producing net thermal energygibculating water through stimulated regions of
rock at depths ranging from 3 to 5 km. Now ther emgineering techniques and tools to stimulate
large rock volumes (more than 2 Rndrill into these stimulated regions to establigimnected
reservoirs, generate connectivity in a controlleyw needed, circulate fluid without large pregsur
losses at near commercial rates, and generate pasiueg the thermal energy produced at the
surface from the created EGS system. Initial carceegarding five key issues — flow short
circuiting, a need for high injection pressurestexdosses, geochemical impacts, and induced
seismicity — appear to be either fully resolved manageable with proper monitoring and
operational changes. The main constraint is selting sufficient connectivity within the injectio
and production well system in the stimulated regbthe EGS reservoir to allow for high per-well
production rates without reducing reservoir liferapid cooling.
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2. Organic Rankine Cycles: Applications,
Working Fluid Selection and Optimization
Studies Performed in the Scientific Literature

The conversion of thermal energy at low temperatusea widely studied issue in the field of
energy systems. Such kind of heat is made availaplemany industrial processes, and valuable
efforts have been devoted to recover it internaliyhough in most cases it is rejected to the
environment as is. The renewable energy field disals with this kind of heat when natural or
artificial low temperature geothermal resourcesex@oited and when solar energy is collected by
means of low-to-medium temperature devices.

Power generation from low temperature heat is &dteby the low thermal efficiency dictated by
Carnot limit. Organic Rankine cycles (ORCs) araiigable way to perform this energy conversion,
as they provide the highest thermal efficienciethat temperature range. The maximization of the
performance of these cycles has been investigatéteiliterature from the thermodynamic point of
view, but technological and economical aspectsirarelved as well. The choice of the organic
fluid operating the cycle also plays a key role.

Thermal efficiency has been initially considered the pure thermodynamic objective to be
maximized at different heat source temperaturesir,Barobert and O’Callaghan (1985) present
some thermo-physical requirements that the fluiduth fulfil. Hung, Shai and Wang (1997)
distinguish among three categories of fluids (avgf and isentropic) according to the slope of the
saturated vapor curve in the T-s diagram and sh@w isentropic fluids are the most suitable.
Maizza and Maizza (2001) underline the relationshipong the critical temperature of the
operating fluids, the evaporating temperature amdkecefficiency. In these early studies the nature
of the available heat source in terms of both nilasg rate and temperature is not considered. A
sensitivity analysis on vaporization temperaturenede for a single pressure level saturated vapor
cycle, superheating being allowed only when thacali temperature of the operating fluid is too
low. This approach is sound when the heat soursedmainfinite heat capacity or when it is
continuously regenerated in a closed loop, asppéas in thermodynamic solar systems. However,
in many cases the low temperature heat sourcestertdisensible heat and must be cooled as much
as possible in order to completely exploit its thak energy. Thus, power rather than efficiency has
to be considered as an objective.

Liu, Chen and Wang (2004) explain the differencéwkeen maximum cycle efficiency and
maximum exploitation of the heat source as objestivihermal efficiency is not able to describe
the best coupling between the heat source andyttie operated by the organic fluid, because the
ultimate aim is obtaining the maximum power outfsam a given heat source. Consequently, the
choice of cycle design parameters and of the ocglund should be based on “total heat recovery
efficiency”, which is the ratio between cycle poveerd the overall available heat (and not only the
fraction that is actually exploited). As pointedt dy Wei et al. (2007), the energy conversion is
strongly affected by the exergy destruction ingkaporator. The methods proposed to decrease the
irreversibilities in the evaporation phase are:

= the use of supercritical pressures (but the highempressure, the higher the power absorbed by
the feed pumps)

= the use of mixtures, the glide of which reducesdlstance between the two temperature profiles
in the evaporator.

However, the benefits are not so high, becauseetimgerature profile in the condensation is not
horizontal as well, and this forces the increastudfine discharge pressure. Other options involve
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more complex cycles, in which the evaporation it $pto two pressure levels, or in which the
compositions of the operating fluid in the evaporaand in the condenser are kept different by
means of a distillation column as in Kalina cycles.

Component technology also affects the choice ofiecgesign parameters and of the organic fluid:

= Expander On one hand, the use of steam would require fatage turbines, as the enthalpy drops
across the expander are high even with moderatpetetture differences, and erosion of turbine
blades may occur if a sufficient level of superimgacannot be obtained. On the other hand, the
organic fluids with molecular weights higher thaater can be expanded in single stage turbines
and erosion problems are avoided because of therefit slope of the saturated vapour curve. In
addition, the higher operating fluid mass flow ratakes the full admission condition possible at
turbine inlet for small power outputs as well.

= Pumps In general, operating fluids having a high degnsit the liquid phase are preferred to
reduce the load absorbed by feed pumps, whichredatively high percentage of the expander
power output.

= Heat exchangerd-luids with too low pressures in the condense&¥@ntoo high pressures in the
evaporator are usually avoided. Fluids are searehtdthermophysical properties yielding high
heat transfer coefficients both in the evaporatm @ondenser in order to reduce heat transfer areas
and costs.

A special attention is to be addressed also tdhbemal stability of the organic working fluid, as
could limit the maximum temperature of the cycle.

These considerations show the strong correlatiostiey among thermodynamic, economic and
technological issues and justify the increasedréstetowards ORCs even for higher temperature
levels, e.g. biomass applications and other sncallesntegrated plants.

2.1 Thermal efficiency and total heat-recovery efficiency

The organic Rankine cycle (ORC) is a process fovecsion of low and medium temperature heat
to electricity. The ORC process works like a Rarksteam power plant but uses an organic
working fluid instead of water. The sizes of OR@sear a wide range, from few kW to many MW
however, in almost all the studies performed on ®RKe cycle configuration is kept simple with a
single high pressure level. The working fluid isped to the high pressure, it is evaporated using
the heat source and then it is expanded in théneigroducing power.

The applications of ORCs can be classified in theegperature intervals at which the heat source is

available (Siddigi and Atakan, 2010):

a) below 200°C: e.g. geothermal resources;

b) 200-500°C: e.g. waste heat from industries, exhaoist engines;

c) above 500°C: e.g. biomass combustion.

The research on ORCs has mainly focused on finth@dpest working fluid for a given application.

The selection involves many criteria. One of thmstfisurvey of the working fluids suitable for

ORCs (Badr et al., 1985) found thirteen criteriat th fluid should satisfy. These criteria are ezlat

with the thermophysical properties; the chemicab#ity; safety, health and environmental aspects;

availability and costs.

It is difficult to find a working fluid which exhiits all the desirable properties and the final choi

is a compromise between different metrics: for epl@nisobutane is a working fluid used in many

ORCs and it is flammable.

The thermodynamic criteria that a fluid should Sgtdepend on the application:

1) In most cases the heat carrier is a sensible loeates (pressurized water, exhaust gas) that is
discharged into the environment or fed back in® tinderground after its utilization. In this
case the objective is getting the maximum powepwutrom the available mass flow rate of
the heat carrier fluid. Both a high cycle thermfliceency and a low outlet temperature of the
heat carrier are needed.
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2) In the other cases the heat source is at a cortstaperature or it circulates in a loop like in a
solar collector system. In this case working flurdth high thermal efficiencies are favourable.
The early studies on ORCs considered only the skapplication, or they simplified the problem
focusing only on the working fluid instead on tlwipling heat source — working fluid.
Badr et al. (1985) assumed an evaporation and deosation temperature of 120°C and 40°C
respectively and stated that the working fluid dtiqupossess a critical temperature much higher
than the highest temperature of the cycle and h rago of the latent heat of vaporization to the
liquid’'s specific heat. In this way most of the hesaadded at the maximum cycle temperature and
the Rankine cycle can approach the Carnot cycle.
Hung et al. (1997) classified the working fluidsthree categories on the basis of the saturated
vapor curve: dry fluids show a positive slope im-& diagram, isentropic fluids have a nearly
vertical saturated vapor curve, whereas wet flghdew a negative slope. Benzene, the working
fluid with the highest critical temperature amorig tfluids examined, showed the maximum
thermal efficiency for a given turbine inlet temgire and cycle high pressure. The authors
showed that a superheating from saturated vapaditboms at the inlet of the expander actually
implies a decrease of the thermal efficiency foy fluids whereas it implies an increase of the
thermal efficiency for wet fluids.
Maizza and Maizza (2001) considered only workingd®$ with critical temperatures close to the
range of the assumed vaporization temperaturesl180c), however the highest thermal
efficiencies were achieved by the working fluidghwihe highest critical temperatures. Isobutane
(R600a) showed the highest thermal efficiency. Euwthors only recognized that the fluid
characteristics that maximize the thermal efficieoould give rise to thermodynamic limitations to
the amount of energy that can be extracted fronméiag source.
Angelino and Colonna di Paliano (1998) stated thast of the heat sources are not isothermal and
the Carnot efficiency cannot represent properly dbtial limiting performance for such power
conversion systems since it assumes isothermalsided and sources. They showed the potential
of multicomponent working fluids, featuring nondBermal heat addition and heat rejection, in
achieving a better matching between the heat stsim&eand the working fluid. N-pentane and a
50% mixture of n-butane and n-hexane were compéred geothermal liquid available at a
temperature of 140°C. Both these fluids have aiitiemperatures much higher than the inlet
temperature of the geothermal fluid and the mixtorevides a higher power output due to the
higher mean temperature during heat addition.
The advantages in using mixtures in low temperasymglications (80-115°C) are also shown by
Borsukiewicz-Gozdur and Nowak (2007). In additionthe occurrence of the temperatures glides
in the evaporator and condenser, the selectionhefworking fluid’s composition gives the
possibility of the formation of the desired satigatcurves and values of critical parameters (see
also Wang and Zhao 2009). The authors comparedidhid@ng fluids both on a thermal efficiency
basis and on a power output basis. They analyzeddbtropic mixtures propane-ethane, from pure
propane to 0.5 propane/0.5 ethane using 80°C amlétetemperature of water. As expected, the
highest thermal efficiency was obtained in the cafsgure propane and decreased with the increase
in the content of ethane which lowers the crittemhperature of the mixture. On the other hand the
highest value of power was obtained in the cage080 mixture of propane and ethane. Different
pure working fluids were also considered and tleerttal efficiency and power were evaluated for a
temperature range from 90 to 115°C. The highestepovutputs were obtained for the natural
working fluid propylene and the synthetic fluid RZa. The thermodynamic properties of the
working fluid for the maximum power output are atical temperature approaching the inlet
temperature of the heat source and a low valueaiiaation enthalpy. These criteria are opposite
from those presented in the early works that fodus#y on thermal efficiency.
A new metric was introduced by Bo-Tau Liu et aD@2) to better characterize the performance of
ORCs called “total heat-recovery efficiency”. Therameter thermal efficiency does not show how
effectively the heat carrier is cooled since ityoobnsiders the heat transferred from the heatcsour
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to the working fluid. Instead the total heat-reagvefficiency (7r) takes into account the whole
thermal energy of the heat carrier and it is defibg the following equation:

W
. Eq. 1
o (Eq. 1)

whereW is the power output anQ,, is the available thermal power in the heat carrier

The thermal efficiencyrfry) is the ratio between the power output and thetitipermal power to
the thermodynamic cycle:

W
: Eqg. 2
) (Eq. 2)

The heat recovery efficiency)(is defined as the ratio between the heat traresfeo the cycle and
the heat available from the heat carrier:

= O Eq. 3

ey (Eq. 3)
Hence the total heat-recovery efficiency is thedpat of the thermal efficiency and the heat
recovery efficiency:

Nr =N [P (Eq. 4)
Bo-Tau Liu et al. (2004) examined the variationtlé total heat-recovery efficiency with the
evaporating temperatureyTAs Ty increases the thermal efficiency increases whetieasheat
recovery efficiency decreases, which means thabtitlet temperature of the heat carrier increases.
An optimum is found for I that maximizes the total heat-recovery efficiency.
Figure 1 shows the variation of thermal efficie{dashed line), heat recovery efficiency (dotted
line) and total heat-recovery efficiency (full I)nas a function of the evaporating temperature. The
critical temperature of the working fluid is 600aRd the curves “a” and “b” refer respectively to an
inlet temperature of the heat source of 473 K ar@l K. Figure 2 shows the variation of the same
parameters for a working fluid with a lower critidamperature, & = 450 K, assuming the two
same inlet temperatures for the heat carrier.
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Figure 1. Variation of thermal efficiency, heataeery efficiency and total
heat-recovery efficiency.cl= 600 K, Ty =473 K (a), T =573 K (b).
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Figure 2. Variation of thermal efficiency, heatagery efficiency and total
heat-recovery efficiency.cl= 450 K, Ty =473 K (a), Tvn =573 K (b).

The previous Figures show that a proper selectidheoevaporating temperature (and pressure) is
important in order to maximize the power outputnifra given heat source. An other degree of
freedom is represented by the selection of the wgrkuid. In the previous Figures the maximum
value of the total heat recovery efficiency foreanperature of the heat source of 473 K is higher
when the critical temperature is lower. This effescshown in Figure 3 that compares the thermal
and total heat-recovery efficiencies of toluene RA@3 for an inlet temperature of the heat source
of 473 K. Toluene has a critical temperature muigjndr than R123 and, as expected, it shows a
higher thermal efficiency. However this implies arge cooling of the heat source and, overall,
R123 shows a higher total heat recovery efficiency.
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Figure 3. Variation of total heat recovery effiasgrand thermal efficiency as a function
of evaporating temperature for the cases ToluedeRdr23. (a) R123; (b) Toluene.

The analysis of total heat-recovery efficiency ésydifferent from the conventional analysis which
focused on thermal efficiency. Whem, 15 increased, the outlet temperature of waste isealso
increased. Therefore, althoughry increases with the increase ofy, Tthe heat availability
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¢ decreases thereby showing a maximum valugofit leads to significant difference between
design of the ORC system from the viewpoints ofttiemal efficiency and that based on the “total
heat-recovery efficiency”. Analysis using a constaaste heat temperature or based on thermal
efficiency may result in considerable deviation $gstem design relative to the varying temperature
conditions of the actual waste heat recovery.

2.2 Optimization of the cycle parameters for different working fluids

Invernizzi et al. (2007) studied the applicationORCs to recover the thermal power of the exhaust
gases of micro-gas turbines at temperatures 250c35Chey considered different classes of pure
working fluids with critical temperatures from alidB0°C to about 320°C. They found that the
evaporating temperatures that maximize the total-recovery efficiency are close to the fluid
critical temperature when the inlet temperatureéhef heat source is much higher than the critical
temperature of the working fluid. However these irmpt evaporating temperatures differ
considerably from the critical temperature whenittiet temperature of the heat source approaches
the critical temperature of the working fluid. Thissult is shown in Figure 4 and it is consistent
with the results of Bo-Tau Liu et al. (2004) shomrihe previous Figures:
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Figure 4. Optimal evaporation temperatures (foursdéed cycles)
that maximize the total heat recovery efficiency.

The x-axis shows the difference between the imetperature of the heat source and the critical
temperature of the working fluid. The y-axis shaws difference between the inlet temperature of
the heat source (the micro gas turbine exhaustspamed the evaporating temperature which
maximizes the power output. Results are shown waference to three different values of the
exhaust temperature (250°C, 300°C and 350°C) asatadl in the diagram.

Once selected the optimal evaporation temperatureslation to the gas temperature, different
working fluids can be compared under their optirdizenditions to select the best working fluid.
For example a comparison was performed betweerapern(fcr = 193.85°C) and MEM (Tcr =
326.5°C) assuming the micro gas turbine exhaustada at 300°C. The optimized evaporating
temperature of pentane is close to its critical gerature whereas the optimized evaporating
temperature of MEM is 170°C yielding Tz = 0.74 (reduced evaporating temperature). The
thermodynamic efficiency is higher in case of pWDwith respect to pentane. The lower value of

40



T.e of MD,M allows to achieve a higher amount of recoveredt lueiring the evaporation phase
compared to the preheating phase thus resulting larger amount of heat introduced at higher
temperature. On the other hand the cycle with pentan accomplish a more effective cooling of
the hot gas source, resulting in a lower gas eriiperature. Overall the power output is higher with
pentane than with MiM (46 kW vs. 41 kW).

Dai et al. (2009) examined the effects of the traymamic parameters on the ORC performance
for different working fluids. They used the “exerggcovery efficiency” as objective function that
is defined by the following equation:

W
Nex ReC :E_ (Eq. 5)
IN
where the exerg¥,, of heat source is used that is defined by:
En = m((th _hO)_TO(SIN _So)) (Eq. 6)

The meaning is similar to the total heat-recovdfigiency, previously defined, but the low quality
of the heat source is taken into account. For argiveat source the maximization of the exergy
recovery efficiency implies the maximization of ghewer output.

A genetic algorithm was employed to optimize thermmodynamic parameters of the ORC systems.
The genetic algorithm, which was presented firbthyProfessor Holland in America, is a stochastic
global search method that simulates natural bio&gevolution. Based on the Darwinian survival
of the fittest principle, the genetic algorithm cgtes on a population of potential solutions to
produce better and better approximations to thengbtsolution. The genetic algorithm differs from
the traditional optimization techniques becausevblves a search from a population of solutions
and not from a single point, and it prevents cogegace to sub-optimal solutions in the process of
searching for the optimum.

The authors assumed a temperature of the heatesotiid5°C. Figure 5 shows the power output
variation with the turbine inlet temperature forclkeavorking fluid. The cycle high pressure is
optimized for each turbine inlet temperature, asashin Figure 6 with reference to a turbine inlet
temperature of 135°C. Figure 5 shows that only watel ammonia benefit from an increase of the
turbine inlet temperature whereas the power outfuutsll the organic fluids considered decrease
with the increase of the turbine inlet temperatdree results show that the cycles with organic
working fluids are much better than the cycle withter in converting low grade waste heat to
useful work. R236ea shows the highest power odtlatwed by isobutane and, among the organic
fluids considered, R236ea and isobutane have theskocritical temperatures that are 5-10°C lower
than the inlet temperature of the heat source. dther organic fluids have critical temperatures
between 150°C and 215°C and show lower power ositfiespite the large difference in critical
temperatures the optimal turbine inlet temperatsin@ithin a narrow range between 80 and 90°C
for all the organic fluids considered. This is dstent with the findings of Invernizzi et al. shown
in Figure 4 where almost horizontal lines are drawrhe left part of the graph where the gas
temperature is lower than the critical temperature.
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Franco and Casarosa (2008) pointed the importahtteeavorking fluid selection to maximize the
power output from a given heat source. Analyzirghbks diagram of an organic fluid they showed
that for a fixed maximum temperature and condeosgiressure the enthalpy drop increases with
the cycle high pressure. For a subcritical cycle thaximum enthalpy drops are obtained at
pressures close to the critical pressure. The fimsgate of the working fluid is given by the heat
balance with the heat source. If the inlet tempeeadf the heat source is enough higher than the
critical temperature of the working fluid then tb@oling of the heat source is not limited by pinch
point problems at the beginning of the vaporizatidihere is also a secondary advantage in
operating at pressures close to the critical pressior a given turbine inlet temperature the
enthalpy rise from the pump outlet conditions te thrbine inlet conditions decreases with the
cycle high pressure and thus more working fluid lsarevaporated from a given heat source.

Tester et al. (2008) evaluated the performanceiftérdnt working fluids for low temperature
geothermal applications using the exergy recovdfigiency (called utilization efficiency) as
objective function. The working fluids examined wegropane, isobutane, n-pentane, isopentane,
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cyclopentane, ammonia, toluene, R32, R134a and fR24&ey found that the best working fluids
for subcritical operation are:

- R134a for inlet temperatures of the heat soueteden 110 and 130°C;

- Isobutane for inlet temperatures of the heats®between 140 and 170°C;

- R245fa for inlet temperatures of the heat sobeteveen 180 and 190°C.

If a general optimization criterion can be drawanfrthese findings the best working fluids for
subcritical operation have critical temperature358c lower than the inlet temperature of the heat
source.

2.3 Slope of the saturated vapor curve

An other important thermodynamic property of therkiog fluids, in addition to the critical
temperature, is the shape of the saturated vapue ctlihe classification in dry, isentropic and wet
fluids was extended by Bo-Tau Liu et al. (2004)tteapressed analytically the slope of the
saturated vapor curve.
They used the thermodynamic relation of entropydesd by:
_Cp ov

ds = dT (aTdeP (Eq. 7)
The reference state (S = 0) is at T,z and P =P, which is a subcooled liquid state. The entropy
of the saturated vapor can be expressed as:

Tref,P high T high,Phigh
AH
s=- | (a_vj P+ | o g4 hian (Eq. 8)
Tref ,Pref

Tref ,Phigh high

where AHnign, Thigh and Phigh denote the enthalpy of vaporization, the evapogatemperature and
the evaporating pressure respectively. Differemiggtvith respect to g, yields the following:
dS _ o ,,dBHug) AHu,

= (Eq. 9)
dThigh Thigh d(Thzigh ) Thzigh
By exploitation of the Watson relation betwe®thigh and Tign:
1-T .0 )
AH pign i = AH g i — -l (Eq. 10)
1_Tr_high_ii

where T denote the reduced evaporating temperatures. Xganent n is suggested to be 0.375 or
0.38. Substituting Eq. 10 into Eq. 9 yields:

niT,
r _high +1

£= Cp _l_Tr_high
Thigh Thzigh

AH ign (Eqg. 11)

where é = Is the slope of the saturated vapor curve on tsaligram.

high
Types of working fluids can be predicted by theabexpression. That &> 0O: dry fluid;

&~0: isentropic fluid;¢ < 0: wet fluid.

Not all the organic working fluids belong to dry isentropic type. For example, ethanol is a wet
fluid. The cause is related to the chemical stmactf the working fluids. For working fluids, such
as water, showing strong attraction among molec(ligdrogen bonds)AHygh is comparatively
large. Hence, molecules having hydrogen bondsaatens like water, ammonia, and ethanol give
rise to largeAHnigh and become wet types.
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Invernizzi et al. (2007) introduced a parameter‘mblecular complexity” (o) to classify the
working fluids defined as:
Ter (as}
og=-R| = (Eqg. 12)
R aT SV, Tr=0.7
where the derivative is calculated for the satutatgoor conditions at a reduced temperattire ¢f
0.7.
The parameteo is computable by an equation of state through migalederivative or through a
direct calculation, as the previous equation iS\edent to:

ULK%J (2) +[25) } (Eq. 13)
R |\9p);\dT Jg, \0T Jp SvTr=07

Theo coefficient is a function of the heat capacitylod yapor and thus it is directly related to the
molecular structure of the fluid. The qualitativiteets of the molecular structure on the value of
o are highlighted in case of the saturated vapoomsparable to an ideal gas. In this case:

o= _i(%j s r 1 (Eq. 14)
Pe T, sv V71T SVTr=07

For simple molecules the first term on the rightthaide of Eq. 14 prevails on the positive term
and the slope of the saturated vapour line in th® diagram is negative. If the molecular
complexity increases, the heat capacity ratidecreases, tending to one, and the slope of the
saturated vapor line becomes positive: the moretipdsthe more complex is the molecular
structure.
The temperature drop in the turbine decreasesiasreases: in fact, for an ideal gas,
oT _y-1dp
T y p

anda?T vanish ay tends to the unity.

(Eq. 15)

Invernizzi et al. (2007) correlated the thermalcéhcy 7, (=7;,) and the total heat-recovery
efficiency 7,..(=n;) with the parameter of molecular complexity. Theretations are shown in
Figure 7. They found that the thermal efficiencgreases with the molecular complexity because
the increase af implies an increase of the fluid critical temparatand makes more significant the
effect of the regeneration. The large deviationgt fixed o is due to the variation of the fluid
critical temperature (fixedo, fluids with higher Er have highernwg). As a counterpart,
n...decreases witly, owing to the presence of the regenerator anbdewignificant amount of heat
exchanged through the evaporation of the workiogiflin comparison with that of the preheating
phase that implies a reduction of the heat recoeéigiency r,..(= ¢).

High molecular complexities result in a decreasthefpower output of the recovery cycle.

An other aspect related tois that a high value of molecular complexity, ingglia high recuperator
heat load. For example in case of the cycle wilentane ¢ = 6.95) a thermal power of 0.86 kW is
transferred within the regenerator per each kWvdetid by the turbine that is much lower than the
value of 2.0 obtained with MMo(= 29.2). So from this point of view n-pentane is better.
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Figure 7. Thermal efficiency and total heat-recg\efficiency
as a function of the parameter of molecular complex

2.4 Additional selection criteria: volumetric flow rates and expander
diameter

Saleh et al. (2007) examined 31 substances as mgofkiids for ORC processes. All the cycles
considered had a maximum temperature of 100°C arwhdensation temperature of 30°C and the
critical temperatures of the substances ranged #4412 °C for R41 to 234.7 °C for n-hexane.
In order to calculate the thermodynamic propemiethe working fluids they used the BACKONE
equation of state (EOS). Most EOS which have aigefft accuracy as, e.g., those included in
REFPROP use a large number of substance specifampsers which need to be fitted to an
extensive set of precise experimental data. Orother hand, simple general EOS like cubic EOS
have only few parameters and need only a smalllzkega but they do not have sufficient accuracy.
An alternative is the BACKONE equation. Strictlyegxing, BACKONE is a family of physically
based EOS, which is able to describe thermodynagmnaperties of nonpolar, dipolar and
guadrupolar fluids with good to excellent accurd®gcause the equation is physically based, only a
few experimental data are required for determirimgse substance specific parameters. Moreover
mixing rules for the BACKONE equation are also &alale.
As expected the highest thermal efficienaigs were obtained for the high boiling substances. The
authors stated that the process should both hakegta thermal efficiency and allow a high
utilization of the available heat source. Assumamginlet temperature of the heat carrier of 120°C
they only showed that the largest amount of heatb&atransferred to a supercritical fluid and the
least to a high-boiling subcritical fluid.
The authors introduced two new parameters to etalliferent working fluids:

1) the volumetric flow rate at the inlet of the turbiv,, ;

2) the ratio between the volumetric flow rate at thdet and the inlet of the turbingf’i.
IN

The best working fluid should show the highest ealof thermal efficiency (or total heat recovery
efficiency, depending on the application) and thedst values of V,, and V., /V, that are

related to the sizes of the components, mainlyetkganders. Thus the best working fluids are
located in the upper left side of Figures 8 ando®nfSaleh et al. (2007). The mass flow rates and
volume flow rates refer to a power output of 1 MWhese results are interesting, however the

45



authors used the thermal efficiency in y-axis. Tdtal heat recovery efficiency is more appropriate
when applications like geothermal resources aresidered and, as previously seen, fluids with
high thermal efficiency generally show poor heabreery efficiency and thus low power outputs.
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A similar approach was used by Tchanche et al.qR@®comparatively assess the performance of
working fluids for use in low-temperature solar angc Rankine cycle systems. Twenty working
fluids with critical temperatures above 75°C weoasidered. An evaporating temperature of 75°C
and a condensing temperature of 35°C were assuonedl filuids and the power output was fixed
at 2 kW. The authors calculated the thermal efficye the volumetric flow rate at the outlet of the
turbine V,,; and the ratioV,,, /V,, . As expected the highest thermal efficiency (4.33%s
achieved by water, the fluid with the highest catitemperature, whereas R32, the fluid with the
lowest critical temperature, yielded the lowestha efficiency (2.61%). N-Pentane, cyclohexane,
water, ethanol, methanol, R123 and R141b exhilkitgd volume flow rates. These working fluids
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had the highest critical temperatures (above 18@iG9ng the fluids considered. Fluids with low
volume flow rate are R32, ammonia, R407C, R290,431&hd R152a.

The screening of the working fluids was also basedhe evaporating and condensing pressure.
According to Badr et al. (1985) the saturation pues at the maximum temperature of the cycle
should not be excessive (< 25 bar). Very high presslead to mechanical stress problems and
therefore expensive components may be required. Sdtaration pressure at the minimum
temperature of the cycle should not be so low dsad to problems of sealing against infiltratidn o
the atmospheric air into the system. Badr et &8%) limited the minimum condenser pressure to
0.5 bar whereas Tchanche et al. (2009) used 1 bar.

Using these limits Tchanche et al. (2009) found thalohexane, methanol, water and ethanol
present low condenser pressures whereas R407Qufe)ixR32 and ammonia have pressures above
30 bar in the evaporator. The fluids with low comsier pressures have pressure ratios across the
expander higher than 3.5, value fixed by the augtlagra limit. The working fluids found good from

a pressure point of view were the isentropic fluld$34a, R123, R141b and the dry fluids: RC318,
R600a (isobutane), R600 (n-butane), R601 (n-pehtmEthe wet fluid: R152a.

The fluids that exhibit high thermal efficiencielaw turbine outlet volume flow rates and
reasonable pressures for low-temperature applitatdriven by heat source temperature below
90°C are R134a, followed by R152a, R290 (proparéd0 and R600a.

The early work of Angelino et al. (1984) considetkd class of linear hydrocarbons fromHg, to
CioH22 for selecting the best working fluid for a 100°Q2€ evaporation-condensation
temperature. The increase in molecular complexayg khe effect of rising the fluid critical
temperature (while reducing its critical pressuse) that the same 40-100°C temperature span
corresponds to regions of the state diagram of loeguced temperatures as the number of atoms
in the molecule is increased. The condensatiorspresanges from 377 kPa for n-butane to 0.49
kPa for n-decane. As a consequence volume flowsradenser inlet exhibit wide variation which
affect the turbine dimensions: the optimal turbitie@meter for n-decane is many times higher than
that for n-butane. The cycle pressure ratio in@ed&om about 4 for butane to about 20 for decane.
Wang and Zhao (2009) studied the performance oixéune of a dry fluid R245fa and a wet fluid
R152a. Three mass fractions 0.9/0.1,JN.65/0.35 (M), 0.45/0.55 (M) of R245fa/R152a were
chosen. Under these mass fraction conditions, goérapic mixtures are respectively dry
isentropic (M;) and wet (M) as shown in Figure 10.

120

Temperature [C]
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Figure 10. T-s diagram for three zeotropic mixtweR245fa/R152a.
They found that none of the fluids considered pesse the highest thermal efficiency, the lowest

volumetric flow rate at the inlet of the turbinedatihe lowest volume flow ratio between the outlet
and the inlet of the turbine at the same time. Assg an evaporating temperature of 85°C they
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found that the highest thermal efficiency is achiwusing pure R245fa, the lowest volumetric flow
rate is possessed bycWhile Mg possesses the lowest volume flow ratio.

Zyhowski et al. (2010) compared a 245fa ORC sysgainst an isopentane ORC system for two
temperatures of the heat source: 90°C and 120°€y @absumed a specific diametey) (of 4 for the
turbine (from the Balje diagram) and they calcudattee turbine diameteD{ from the volumetric

flow rate at the outlet of the turbine and the isgpic enthalpy drop using the following equation:
05

V,

D= dsﬁ
The isopentane turbine diameter would be 11-12%elathan the 245fa turbine diameter whereas
the electrical output is only 0.5% more for isoaem with the 90°C source and 4.0% more with the
120°C source. Therefore the authors chose to cantpartwo fluids for a given turbine size and
they found that using isopentane instead of HF&f&2dvould result in an estimated 19% reduction
in electrical output for a 90°C source and neany18% reduction for a 120°C source, thus overall
R245fa is better.
Marcuccilli and Thiolet (2009) performed an extemsisurvey of different working fluids to
determine the best thermal efficiency achievabk tanevaluate which fluids are the most suitable
for radial turbine operation. They examined botlbcsitical and supercritical cycles but they
adopted the following simplifications:
- only the configuration without regenerator wassidered,
- a maximum pressure ratio of 4 was assumed tlaais|éo radial inflow turbines with only one
stage;
- the inlet temperature of the heat source was K5nhd a temperature difference of 5°C was
applied between the inlet of the hot source andrie¢ of the turbine.
They selected the best working fluids using a perémce factor ¥F) that is proportional to the
thermal efficiency and inversely proportional te gsguare of the turbine diamet&)(

PF =’7DL3 (Eq. 17)

(Eq. 16)

Based on this performance metric propane at supeatrpressures was selected as the best
working fluid for applications in the range of teemptures between 403 and 443 K.

2.5 Supercritical ORCs

Schuster et al. (2010) evaluated the performan€R{Es operating at supercritical pressures. They
compared different fluids using both the thermdicefncy and the total heat-recovery efficiency
(called system efficiency). They showed that thgaathge in adopting a supercritical pressure
compared to a subcritical operation is due to tv&anmneasons, as shown in Figures 11a and b:

1) lower exergy destruction in the evaporator;

2) lower exergy losses in the exhausts.
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Figure 12 shows the variation of the total heabvecy efficiency n; (system efficiency) in
subcritical conditions with the temperature at thiet of the turbine (live vapour temperature),
assuming an inlet temperature of the heat sourcl1lOFPC. The subcritical conditions were
calculated with a constant superheating of 2 Kluikdfwas regarded suitable for the use as working
fluid, when the vapour content of the exhaust va@dter the turbine was > 0.90 in order to avoid
droplet erosion (as a consequence of this conditiercurves for water end at moderate live vapour
temperatures).

The highest system efficiency (13.3%) is reachedRBy5fa at evaporating conditions close to its
critical temperature (Jr=154.1°C). Fluids with higher or lower critical tparatures show lower
system efficiencies.
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Figure 12. Total heat-recovery efficiency in subcal conditions. Inlet temperature of the heat
source: 210°C.
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Figure 13 shows the system efficiency variatiorhwite temperature at the inlet of the turbine for
supercritical cycles assuming a cycle high presslose to the critical pressure (1.08gp The
maximum system efficiency is 14.4%, that is 1.1cpatage points more than the maximum in
subcritical conditions. Also the peak system edfidy of R245fa is higher than that achieved in the
subcritical operation and an optimized cycle higespgure could give even a higher improvement of
system efficiency.
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Figure 13. Total heat-recovery efficiency in supigical conditions. Inlet temperature of the heat
source: 210°C.

The authors concluded that the supercritical operaprovides some advantages compared to
subcritical ORCs, however lower mean temperatufierénces between the heat source and the
working fluid also require larger U- A values foetheat exchangers.

According to Tester et al. (2008) the working flaiithat provide the highest exergy recovery

efficiency (called utilization efficiency) at supeitical pressures are:

- R32 for inlet temperatures of the heat sourcevéenh 100 and 130°C,;

- R134a for inlet temperatures of the heat soueteden 140 and 170°C;

- isobutane for an inlet temperature of the heats®of 180°C;

- R245fa for inlet temperatures of the heat sobetgveen 190 and 200°C.

Figure 14 shows the results obtained from thewnlystu
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Figure 14. Exergy recovery efficiency for supeical cycles as a function
of geofluid temperature for seven candidate worlkinigls.
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Comparing these results against the optimizatisaltg obtained for subcritical cycles they found
that the supercritical cycles have a power outpuhf4 to 23% higher than the subcritical cycles
depending on the geofluid temperature.

Chen et al. (2006) evaluated the performance afparsritical (transcritical) cycle with GQas a
working fluid assuming an inlet temperature of treat source of 150°C. GMas a low critical
temperature (dr= 31.1°C) and the cycle is shown in Figure 15:
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Figure 15. T-s diagram of the G@anscritical power cycle.

The temperature glide for GGbove the critical point allows for a better matghto the heat
source than an organic working fluid working beltve critical point. A comparison between the
carbon dioxide transcritical power cycle againBt123 subcritical power cycle showed that, despite
the lower thermal efficiency, the G@anscritical power cycle can provide a slightigher power
output.

2.6 Heat transfer area in ORCs

Badr et al. (1985) compared the three most prompisworking fluids on the basis of the heat
transfer coefficients in the evaporating and cosd&an processes.

Hettiarachchi et al. (2007) used as objective fiomcy the ratio of the total heat exchanger area to
net power output in order to select the best wayKinid for low temperature applications with
geothermal water in the range 70-90°C:

A
p=t (Eq. 18)

In low-temperature systems larger heat exchangasaare required to extract the same amount of
energy compared to medium-temperature systems.eTiaesors impose limits on exploiting the
low-temperature geothermal resources and emphé#sez@ecessity of optimum, “cost-effective”
design of binary power cycles.

It would be desirable to use the ratio of totahpleost to net power output as the objective fumcti

in the optimum design of the Organic Rankine powkant, however the total cost of the heat
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exchanger area contributes largely to the totalgyoplant cost in a low-temperature geothermal
power plant.

During the optimization process, the objective tiorcis minimized by varying evaporation and
condensation temperatures, geothermal water vglacitthe evaporator and the cooling water
velocity in the condenser. Saturated vapor is cmmed at the turbine inlet and saturated liquid is
assumed at the condenser exit. Numerical corraestoe used to calculate heat transfer coefficients
and pressure drops in the plate type heat exchangeur different working fluids were evaluated:
ammonia, PF 5050, R123 and n-pentane.

The results are shown in Figure 16 that shows enytlxis the value of the objective function and
in the x-axis the temperature difference betweenitiet temperatures of the heat source and the
heat sink.
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Figure 16. Variation of the objective function fiifferent working fluids.

Ammonia shows the lowest value of the objectivecfiom followed by R123, n-pentane and

PF5050. This is mainly due to the high heat transtefficients shown by ammonia both in the
evaporation and condensation process. However wgthoammonia has relatively better

performance, the wet vapor at the end of the exparend the very high evaporation pressure
limits its usage in low-temperature geothermal Epgibns.

A similar approach was used in the “LOW-BIN” (Eféot Low Temperature Geothermal Binary

Power) project supported by the European Commiss® program. A low temperature of only

65°C was used for the heat source. The objectivdsemptimization were the maximization of the

thermal efficiency and the minimization of the cadtthe plant, the latter represented by the
minimization of the surface of the evaporator anddenser. The study yielded a Pareto front,
shown in Figure 17, and the selection of a solutiepends on which of the two objectives is given
priority. The arrow shows the solution selectedtliy authors with reference to the working fluid

R134a.
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The study found that the surface area required 134R is less than that required by isobutane for
the same thermal efficiency (Figure 17 vs Figurg Hbwever the authors underlined that other

aspects could determine the selection of the wgrind, for example the turbine dimensions that

are lower for R134a due to its high density.

2.7 High temperature applications: biomass combustion

ORCs are also used for high temperature applicationsmall biomass power plants. In these
applications the flame temperature is around 12@uKthe maximum process temperature must be
limited to about 600 K because at higher tempeeattine organic fluids would become chemically
unstable.

Drescher and Bruggemann (2007) studied alternattee®ctamethyltrisiloxane (OMTS), the
working fluid that, despite its low thermal as wels low total heat-recovery efficiency, is
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commonly adopted in biomass applications. The waykiuid is coupled to the flue gas by thermal
oil to avoid local overheating and to operate tieathexchanger in the flue gas at atmospheric
pressure. The temperature-enthalpy diagram of tbeeps is shown in Figure 19. The use of the
thermal oil leads to a pinch point similar to lowade heat applications at the beginning of
vaporization of the working fluid and introduces audfditional pinch point between thermal oil and

flue gas.
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Figure 19. Temperature-enthalpy diagram for thedsted plant design.

However in comparison to low grade heat applicatidhe thermal oil mass flow can be adjusted to
a certain extent and the heat can be transferreddrg than one “thermal oil cycle”. The authors
proposed an improved plant design with two theroiidboilers in order to avoid the constriction of

the pinch point at the beginning of vaporizatiomg(ife 20). This design allows to consider also
fluids with high vaporization enthalpy at maximumogess temperature and thus with a higher

thermal efficiency.
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Figure 20. Temperature-enthalpy diagram for therangd plant design.

For these applications thermal efficiency can kedusr fluid evaluation and Figure 21 shows that
the highest thermal efficiency is achieved by Bogylzene, the fluid with the highest critical
temperature among the fluids considered (familyal&l/lbenzenes). OMTS is also shown and it
yields the lowest thermal efficiency. The maximumogess pressure was limited to 2 MPa to
reduce safety measures and material expenses.elfvdéipor pressure at maximum process
temperature was lower than 2 MPa, the fluid wasaegpd directly from dew line. Otherwise, the

fluid was superheated.

54



0.30 4

—v— Butylbenzene
—— Propylbenzene
0.28 4 —@— Ethylbenzene ',.r--;
—O0— Toluene _)'-—-‘r:_&fﬂ'
—— OMTS YA gt
026 AT Y
= s .__,t"
) ﬂ:’z;ﬂ el o R
E z o s b e
3 0n- P i e
i - I - o —
= /!;5/ Y @ -
0 /!/ Sl
/!/ ] =4
0.22 !;!/,,ﬂ -
O LW
lf"'D_,ﬂ P
o ____.f".’
0.20 -
0.18 T T T T T T
520 540 560 SE0 600 620

Maximum process temperature [K]

Figure 21. Variation of thermal efficiency with g@p@ating temperature
for selected working fluids for biomass applicaton

Siddigi et Atakan (2010) compared the performance-beptane, R245fa and SES36 (mixture)
against water for an inlet temperature of the Isearce of 500°C. They fixed 16 bar as the upper
limit for the evaporating pressure assumed a reddervalue for single stage turbines. The found
that water shows the highest total heat recovdigiaicy followed closely by n-heptane, whereas
R245fa and SES36 show much lower total heat-regasfficiencies. The mean temperature of heat
addition for water is similar to that of n-heptdmé water shows a much lower temperature of heat
rejection than the other fluids leading to high#icencies. This effect more than compensates the
fact that the exhaust gases leave the heat exahahgehigher temperature for water than for the
organic fluids: the pinch point for the organicuids is found at the inlet of the preheater (outfet
the pump) whereas for water it is found at the ieigig of the vaporization.

The authors also found that the heat exchangercandd be reduced using water compared to the
organic fluids.

Karellas and Schuster (2008) quoted many exampl&R& applications that use the waste heat
from biomass combustion. They stated that ORCasotiily proven technology for the production
of power up to 1 MWe from solid fuels like bioma&sen if the efficiency of the ORC is low due
to the maximum temperature limit for the workingiils the use of organic fluids has some
advantages compared to water mainly related texipanders’ design and operation, as explained
in the following paragraph.

2.8 Expanders in ORCs

Badr et al. (1985) pointed that for low power sgstewith moderate temperature differences across
the expander, the corresponding enthalpy dropsi@fsteam are relatively high. If all the energy
were to be extracted in a single-stage impulsartarthe efflux velocity through the nozzle would
be over 1000 m/s, which requires the blades teetratva velocity of about 500 m/s. (For maximum
efficiency the blade travelling velocity to noza#lux velocity ratio of an impulse turbine should
be~ 0,45). This speed is over twice the practical tirdictated by the allowable stresses for most
common turbine-wheel materials and constructioeehmiques. So single-stage impulse turbines
must operate with lower than the optimal velocdtsia, resulting in poorer efficiencies. The use of
multi-stage turbines may overcome this difficulbyt would lead to higher cost, complicated small
turbines. Furthermore, the frictional losses in bisized turbines are relatively high.
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In addition when using steam the necessary dedreeperheat (required to avoid exhausting wet
steam of low quality) may not be obtainable. Sosieno of the turbine blades is more likely to
occur. “Two-phase flow” could be experienced in théine bearings, leading, possibly, to erratic
operation.
According to Badr et al. (1985) if a heavy orgafhiged vapour is used instead of steam, the
velocity of the efflux is reduced approximately the ratio of the inverse square roots of the
molecular weights of the fluids. Thus a vapour Whig 5-6 times as dense as steam would make a
single-stage turbine with the proper velocity ratideasible prospect.
Moreover because the enthalpy drop is less foryheapgours than for steam (i.e. approximately in
the inverse proportion of their molecular weightapre vapour must flow through the turbine for
the same power output. This is a great advantagmall turbines because it allows the blades to be
larger and makes satisfying the full-admission donl of the turbine possible, even for small
power outputs.
Angelino et al. (1984) stated that the efficien€wo axial flow turbine stage of good aerodynamic
design is mostly determined by the following parterebased on the similarity rules:
a) The “isentropic head coefficientizkdefined by:

k — Ahis.

u2
%)
where u[m/s] is the peripheral speed at the turbiean radius anfih;s [J/kg] is the isentropic

enthalpy drop.
b) The “specific speed” Ndefined by:

N, =nV,, /Ah%"* (Eq. 20)
where “n” is the speed of rotation (revolutionsa(e)j\/o (m®/s) is the volumetric flow rate at the

stage exit.
c) The “size parameter” defined by:

VH =V, /AhY* (Eq. 21)

The physical significance is its proportionalityactual turbine dimensions.
d) The volumetric expansion ratio, defined by:

VR = You (Eq. 22)

in
Where\]in Is the volumetric flow rate at stage inlet. VR @aats for the “compressibility effects” in
a more generalized way than other equivalent paméressure ratio, Mach numbers).
Two of these parameters, VH and VR, can be regaaddatiermodynamic data. The other twg, N
and ks, are to be selected by the turbine designer. Aadd is concerned, it is generally possible
to adopt optimum kvalues with organic fluids. In fact they are comilpa with conservative levels
of peripheral speeds, (a feature far to be achiaveihgle stage steam turbines, for which high k
are a major cause of poor efficiency). A similatement cannot be drawn fog Bince it depends
on the particular application.
For the optimum values forNind ks the authors represented the achievable efficiamtlye VH-
VR plane (Figure 22). As obvious highest efficieracg found for large turbines and low expansion
ratios. An increase of the volumetric flow ratioghes a much larger increase of the size parameter
to get the same efficiency.
When high “VR” become unavoidable, as in enginerajing under large temperature spans, a two
or multistage solution is chosen.

(Eqg. 19)

ut
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Figure 22. Constant efficiency lines for turbinagss at optimum values qf knd N.

Invernizzi et al. (2007) correlated the volumetagpansion ratio with the product “Critical
Temperature X Acentric Factor”. They found thatdkiwith high values of “fr-w’ show high
volumetric expansion ratios (Figure 23). Higherwoe flow ratios and thus higher volume flow
rates at the outlet imply larger sizes for the ingldor a fixed power output.

1000
)
e 3
i i
= b
2 E ]
g B ]
[as]
=2 = _,.z"'
QE w D= 1
W = LL .-’"
=< 100 = T= .
<z = t;=30°C
&9 m —sT tg = 170 °C
L L ' il
Q =
[n
o)
[
F
=
Ly
@0
10
0 50 100 150 200 250

CRITICAL TEMPERATURE x ACENTRIC FACTOR, teq x @ (°C)
Figure 23. Turbine volume flow ratio

It has been shown that efficiencies higher than 8@%ase of single stage axial turbines, can only
be achieved with volumetric flow ratios less théwowat 50. Therefore from the point of view of the
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volumetric expansion ratio only fluids with, xw less than about 70 can provide an acceptable

efficiency (higher than 80%) of the turbine. Thiasaused as fluid selection criterion.

Gambarotta and Vaja (2008) studied the applicabbrORCs coupled to internal combustion
engines. They found that evaporating pressuresrithvea the optimal could lead only to a slight
decrease of the power output but to a high redanaifathe turbine outlet/inlet volume flow ratios,
as they found for benzene.

The ORCs parameters vary in off-design conditidfe. low temperature applications the main
variable that affects the power output is the amtbiemperature. According to Wei et al. (2007)
and Marcuccilli and Thiolet (2009) a proper nominahdition is important to improve the system
performance throughout the whole year and maxirtieeannual energy production. This choice
involves a proper selection of the working fluiddaits cycle parameters and a proper selection of
the design point for the plant’s components.

2.9 Environmental aspects and chemical stability

The selection of the working fluid is also basedearironmental and safety aspects. Environmental
aspects are the ozone depletion potential (ODR),gtbbal warming potential (GWP) and the
atmospheric lifetime (ALT). There are few substanegth low ODP or/and low GWP and these
fluids used at present, will be phased-out in a haeaire. Among these are: R141b, R123, R407,
R134a, R407C and R32. Water and alkanes famileesmrironmentally friendly substances.
Regarding the safety aspects, the flammability #mel auto ignition have to be mentioned.
ASHRAE 34 provides a safety classification for disi For example alkanes that are non-toxic but
flammable are class A3. They require safety deviBd$2a is classified A2 (lower flammability
and non-toxic). R134a is of class Al (non-flammadohel non-toxic). R123 is B1 (non-flammable
but toxic). Ammonia classified B2 (toxic and lowisammability) could be used in an open space
with lesser precaution compared with alkanes.

An other important aspect is the chemical stabilibe fluid should be chemically stable over the
whole temperature range employed and in the presehtubricants and container materials. The
temperature limit for thermal stability is around03C for many organic fluids, however for some
fluids it is much lower: R134a has a maximum stgbiemperature of only about 180°C. Therefore
this limit must be carefully checked for medium dmgh temperature applications of ORCs. Once
the most appropriate working fluid is selectedyitined stability tests of the fluid when in extended
contact for many hours with the used lubricant #mel constructional materials of the proposed
system, up to the highest expected operating teatyrerof the cycle should be carried out.

The substance should be of low cost and availabléaige quantities since it constitutes an
important cost item in the overall capital cosaofORC.
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Conclusions

The technology based on the binary cycle powertplasing an organic fluid as working fluid is
particularly suitable for the conversion of low f@@nature heat and can provide thermodynamic,
technical, economic and environmental advantagdse Studies performed in the scientific
literature have underlined that both the choicéhefworking fluid and the selection of the optimal
cycle parameters are essential to maximize eitteetitermal efficiency or the power output from a
given heat source.

The maximization of the power output needs botleféective cooling of the heat source and a high
thermal efficiency, and the best fluids show ai@ittemperature similar or slightly lower than the
temperature of the sensible heat source. Thuse thex different optimal fluids for different
temperature ranges of the heat source. In additnoeach temperature range, more than one fluid
can perform well, therefore additional metrics areoduced for the final selection, these being
mainly related to the thermophysical propertiest thiiect size and costs of the main plant’s
components. For example isobutane and R236EA peotle highest power outputs among
different selected fluids when the geothermal flintet temperature is around 150°C. Further
evaluations of the volumetric flow rate at the indé the turbine, turbine outlet/inlet volume flow
ratio, isentropic enthalpy drop in the expandeathansfer coefficients in the preheater, evaporat
and condenser and additional metrics lead to a §jonatichoice both from a thermo-economic and
technical point of view.

No comprehensive study was found in the literatbhed compare several different working fluids
on all these aspects for different temperaturabeheat source (e.g. from 100 to 200°C at intsrval
of 10°C). In addition studies of different autharse different assumptions and fluids making the
results not directly comparable. Even if many pagwave been considered, only the most recent
take into account other metrics in addition to eitefficiency or power output. Focusing on the
maximization of the power output from a given hsatirce at temperatures from 100 to 200°C we
can broadly state that the best fluid in the lowart of the range is R134a, in the mid-range it is
isobutane or R236EA and in the upper part of thgeat is R245fa.

According to the studies performed in the literattire operation at supercritical pressures improves
the performance compared to a subcritical operadimh the best fluids that maximize the power
output show a critical temperature quite lower thantemperature of the heat source. For example
in the mid temperature range considered for thé¢ bearce R134a generates more power than
isobutane while the latter is more suitable inupper part of the range.
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3. Kalina Cycle Power Plants

The Kalina cycle was patented by Kalina in the yd980s to replace the Rankine cycle as a

bottoming cycle for a combined-cycle energy syséasmwvell as for generating electricity using low

temperature heat sources. The cycle uses a wataepaia mixture as the working fluid and the

composition is varied in the various parts of tlgele by using distillation and mixing processes.

The variable composition leads to two main thernmaalyic advantages:

= a better match between the heat source thermalegpaoid the working fluid heating curve;

= the possibility to reach lower expander outlet puess thanks to the reduction of the
temperature glide in the condensation process.

After a brief description of the peculiar advanmgeising from the use of mixtures in Organic

Rankine Cycles the Kalina cycle is analyzed sumzimagi the main findings of studies in the

scientific literature.

3.1 The use of mixtures in Organic Rankine Cycles

The use of zeotropic mixtures as working fluiddinary power plants involves a temperature glide
in the vaporization process improving the matchvieen the temperature profiles of the heat source
and the working fluid. Ibrahim (1996) quoted stigdith on hydrocarbon mixtures and ammonia-
water mixtures as working fluids. He applied a k®athanger synthesis method (the transshipment
model) to find the optimal plant configuration thaiaximizes the power output from a given
geothermal resource at a temperature of 180°C wsengmonia-water mixture. The optimum heat
exchanger network utilizes the turbine exhaustbioth preheating and partial boiling (Figure 1).
The cycle with the optimum heat-exchanger netwerkyvides up to 30% more power than the
power obtained from the simple Rankine cycle. Ushmese techniques, it is possible to study and
predict the performance of different configuratiaiscomplicated thermodynamics cycles without
going through extensive computer modeling. The ltesalso show that the design of the heat-
exchanger network can have significant impact enpgerformance of power cycles.
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Figure 1. Optimum heat-exchanger design whichzatdlithe
turbine exhaust for preheating and partial boiling.
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Angelino and Colonna di Paliano (1998) describexube of multi-component working media in
saturated, superheated and supercritical cyclesd& the peculiar character of vaporisation, the
other main difference between pure and mixed fldids in non-isothermal condensation. The
overall temperature drop and the shape of the teatpe-enthalpy curve (i.e. the apparent heat
capacity) depend on the nature, number and diféereim critical temperatures of mixture
constituents and on the mixture composition. Thih@s considered the possibility to include in
the cycle a condensing regenerator to recoverdaidraof the heat of condensation of the vapor
(Figure 2).

MM 3.18 %
MDM  34.14 %
MD2M 4551 %
MD3M 16.17 %
MD4M  1.00

5 q

Figure 2. Saturated cycle configuration in the dlaae for mixtures of complex
molecules (siloxanes) with the corresponding regenetemperature profile.

They compared n-pentane against a mixture of nAeutand n-hexane with similar critical
temperatures and pressures. For each fluid theydftlee optimal cycle parameters that maximize
the power output for a geothermal liquid streamilaldde at a temperature of 140°C. The
hydrocarbon mixture yields about 7% more electititan the pure component due to the raised
mean heat addition temperature. When a dry coslystem is used there is an additional advantage
in using mixtures: for a given mean temperaturéetehce in the air cooled condenser a higher
temperature increase can be applied for the coalingo less air is used with potential benefits in
both cooler frontal area and fan power consumption.
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Figure 3. T-s diagrams for n-pentane (left) andafor
mixture 50% n-butane plus 50% n-hexane (right).
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In more recent studies Wang and Zhao (2009) stualiedxture of a dry fluid R245fa and a wet
fluid R152a. They showed how the critical tempematand the shape of the saturated vapor curve
vary by changing the mass fractions of the two comepts in the mixture. These two variables
greatly affect the performance of ORCs so the besture and composition can be selected for a
given application extending the range of availablerking fluids for low-temperature Rankine
cycles.

3.2 The Kalina cycle power plant for medium temperature heat sources

The only way to increase the efficiency of a cywlth fixed temperature heat source and coolant is

to reduce its irreversibilities. Irreversibilitiesay be classified in three categories:

1) Thermo-economicdeliberately introduced in a cycle to reduce tmost. For example a larger

heat exchanger may reduce the irreversibilitiehedt transfer but would increase the cost of

electricity. It involves a direct tradeoff betweeampital investment and cycle efficiency.

2) Technologicat caused by component performance. If the stathefrt of turbine design puts a

limit on the efficiency of available turbines, theeversibility may be reduced only by an advance

in the technology of turbine design. The tradeeffeen cost and efficiency is indirect. It involves

the cost of engineering and research, not materials

3) Structural : the structure of the system may introduce irreodities. For example a single

pressure Rankine cycle using water as the workuigstance has an inherent irreversibility. To

reduce the temperature difference between the veaigrthe heat source the structure of Rankine

cycles is often modified to utilize two or evendlrpressure levels. The plateau in temperature may

also be removed by operating at supercritical piress Structural changes may be introduced at

much lower cost than technological improvements.

In the Kalina cycle the efficiency improvement ibtained by means of an effective structural

change. The ideal cycle to convert sources of aiklenheat into mechanical and electrical energy

is not the Carnot cycle which has a rectangulapshia coordinates enthalpy versus temperature or

entropy versus temperature but the Lorentz cyclachvhas in such coordinates the shape of a

triangle. There are mainly three ways for incregdime efficiency of the Rankine Cycle utilizing

variable-temperature heat sources:

1) the use of a multipressure boiler;

2) the implementation of a supercritical cycle;

3) the use of a multicomponent mixture as a worlkiuigl.

As seen in the previous section the use of a nextura Rankine cycle arrangement implies not

only a variable temperature boiling but also aafale temperature condensation. The back pressure

on the turbine must be high enough to assure cdaeptndensation, and as a result there are only

small improvements in efficiency. To circumventstHimitation, the composition of the fluid

entering the condenser must somehow be made lehaerthe composition in the boiler and

turbine. The leaner mixture will condense at a lopressure at the given coolant temperature.

The idea underlying the Kalina cycle is achievingigh “exergy utilization efficiency”, i.e. the

ratio of the net power output to the available gyeof a source, designing a cycle with the

following features:

= A low-boiling working fluid, circulating through #h evaporator and the turbine, that has a
variable — within a wide range - boiling temperatur

= Effective utilization of the heat that can be egteal from a turbine-outlet flow before
condensation.

= A high-boiling fluid circulating through the condser that has a constant — or variable within a
narrow range — condensation temperature.
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The system uses a water-ammonia solution as a mgprkiiid however other multicomponent
solutions can be used as well. The original coméigan of the Kalina cycle is shown in Figure 4:
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Figure 4. Flow diagram of the original Kalina cy¢i®©84).

A completely condensed working fluid (1) of a sdlexh “basiccomposition” is pumped to a first
intermediate pressure (point 2 is at 2.3 bar in&al984). This flow is heated in an economizer (2-
3) and in a heater (3-4) and as a result it iSgdrevaporated. The released vapour is signifigan
enriched by the light component of the mixture,, ilmnmonia. The vapour is separated from the
liquid in a flashtank and then mixed with part @ftremaining liquid to produce a so-called
“working composition” (8). This newly created flow, as wa#l the remaining liquid, is sent to a
counterflow economizer to preheat the incoming flawd to recuperate heat. After precooling in
the economizer (8-10), the working solution is céetgly condensed by the cooling water (10-13).
Then the working solution is pumped to a high piessnd sent into the “evaporator-boiler”, where
it is completely evaporated and superheated (14rl%)counterflow heat exchange with the heat
source, in this case exhaust gases from a ganéurbhe thermodynamical losses in the process of
a heat transfer from the heat source to the workind are minimized by the proper selection of
the composition and parameters of the working flindKalina (1984) the working composition is
0.5 kg NH / kg mixture and the turbine inlet pressure amdperature are respectively 83bar and
530°C.

The vapour of the working solution is expanded mutistage turbine producing mechanical work.
It is an essential distinguishing feature of thisgess that the vapour is expanded in the turlzine t
such a low pressure (0.6 bar in Kalina 1984) thatannot be condensed at the given ambient
temperature. As a result of such expansion a sigmifly large work output is provided.

Hot vapour (at around 70°C) which exits the turbseooled consecutively in the heater and in the
economizer, thus providing the necessary energg fworking fluid distillation. Then the working
solution is combined with the liquid from the flaghk previously cooled in the economizer and
then throttled to a pressure equal to the presstithe working solution. As a result of such
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combining, thebasicsolution is reinstalled at point 24 (the concerdrais 0.3 kg NH/kg mixture.

Then the basic solution is sent to a condenserevit@ompletely condenses by means of cooling

water (1). The whole cycle is then repeated.

Kalina showed that the application of his cycleaaottoming cycle in a combined-cycle energy

system can provide a power 1.6 to 1.9 times highan a Rankine cycle at the same border

conditions. He also quoted that the Kalina cycl@aiéslower specific costs because:

= The working fluid starts to boil almost immediatedfter entering the evaporator, which
increases the heat transfer coefficients;

= The quantity of heat rejected in the condensemialler than in the Rankine cycle system, thus
reducing the surface and thereby the cost of thd&uaser;

= Higher efficiency of the presented new cycle systesults in a lower quantity of heat being
transferred in the evaporator per unit of powepatytand thus in a lower specific cost of the
evaporator.

Wall et al. (1989) analyzed the plant configuratstrown in Figure 5 that presents some differences
compared to the original Kalina plant configuration
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Figure 5. Schematic diagram of the Kalina cycle.

The ammonia rich solution (23) is mixed with thesibasolution (24) to produce the desired
working composition (25) whereas in the originaside it was mixed with the poor liquid mixture
from the flashtank. In addition a regenerative peghr is included in this new design before the
evaporator-boiler. The authors underline that lbgutating the mixture at different compositions in
different parts of the cycle, condensation (absonjtcan be done at slightly above atmospheric
pressure with a low concentration of ammonia, wheat input is at a higher concentration, about
70%, for optimum cycle performanc&he mass flow circulating between the separator thed
absorber is about four times that of the turbiteisf causing some additional condensate pump
work. However, this loop makes possible the chamge®mposition between initial condensation
in the absorber and heat addition in the boiler.

The basic plant configuration of this system isvehan Figure 6.
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Figure 6. Basic plant configuration of the Kalingcle for medium temperature heat sources.

Nag and Gupta (1998) analyzed the latter basict manfiguration but with a simplified heat
exchanger network compared to Wall et al.. Theytlsetseparator temperatuiig) equal to 70°C,
the turbine inlet pressure equal to 100 bar ang vagied the turbine inlet temperatur®)(in the
range 475°C-525°C. From a second law analysis fin@tyd that the turbine inlet composition that
maximize the efficiency is between 0.7 and 0.7k Hs/kg of mixture (Figure 7).
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Figure 7. Effect of composition on second law edincy for different values
of turbine inlet temperature at a separator tentpexaf 70°C.
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Olsson et al. (1994) studied the application ofKlaéna cycle for the utilization of industrial wias
heat from the iron and steel industry of moderategerature (300-400°C). These temperatures are
low for the normal steam Rankine cycle and too Hiaglthe organic Rankine cycle.

A hot process gas at either of two moderate tenpe®400°C or 300°C is used as the heat source
and the minimum outlet temperature of the gasiigadetween 80°C and 175°C.

The authors considered four cycle configurationthwhe same basic plant configuration and
different heat exchanger networks. In the simptastfigurationl, the distillation/condensation
subsystem consists of a reheater, a separatosamber and a condenser. In Configuratibm
regenerative feed water heater is included, Cordigons Ill is the same as Figure 5 and
ConfigurationlV includes an additional feed water heater. A fixeakimum pressure of 115 bar
and maximum temperature of 500°C were assumedeadadr case the working composition and the
basic composition were varied in order to find liest efficiencies. For each working composition,
the best basic composition was determined. Thdardiit working compositions are tried until the
composition giving the best cycle efficiency is ol

Olsson et al., defining the first law cycle efficey as the ratio between the net power output and
the available heat from the heat source (i.e. #w kransferred in the vapour generator when the
gas outlet temperature is the lowest acceptaldehd that there are only slight improvements in
the first law efficiency by making the configurationore complex.

The Kalina cycle provides up to 20-30% more powemfa given heat source compared with a
Rankine cycle. This is a result of the much bedtality of the Kalina cycle to extract heat at low
temperatures so the improvement over the steamif@ani«cle is the highest for the cases which
accept a lower minimum gas temperature. The steankiRe cycle produces no more work when
the minimum gas temperature is lowered from 13@80°C. In addition in the Kalina cycle a
proper design of the distillation/condensation gatem allows the working fluid to enter the boiler
at a temperature around 70-80°C, which is higham the corrosion dew point temperature.

The optimal ammonia mass fraction in the workinduson is around 70% when the inlet
temperature of the exhausts is 400°C and it ineseap to 90% when the inlet temperature of the
exhausts is 300°C.

The results of this study show that configuratidbhsand|V are better for the highest temperatures
of the exhausts (400°C). When the exhausts inletpéeature is 300°C the simpler Kalina
configurations I and Il) have the highest efficiencies. The best heat exgdgranetwork also
depends on the constraint on minimum temperatutieeoéxhausts.

Kalina and Tribus (1992) listed twelve embodimenitshe Kalina cycles. They considered each
system as made up of two highly interactive sulesygst The first subsystem, described by the
symbol KCS contains the heat acquisition process plus tiveep@roducing device. The second
subsystem is the distillation/condensation subsystnd it is denoted by the symbbl. A
combination is described BYCSxDywherex andy are numbers that denote the subsystems.

The systenKCS1D2has the same basic plant configuration of the systescribed previously but
it presents a much more complex heat exchangeronieiw the distillation/condensation subsystem
(Figure 8) to better match the temperature prafiles
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Figure 8. Flow diagram for the distillation/condatisn subsystem.

After the expansion in the turbine (38) the vapa@urat too low a pressure and too high a
concentration (75% ammonia) to be entirely condeérzgehe temperature of the available coolant.
The working fluid, therefore, can only be partialgndensed in the recuperative heat exchanger
(R1). At the outlet of that recuperative heat excharsgkean solution is mixed with the two phase
flow from recuperator R1), to provide a 50% ammonia solution. This soluticen then be
condensed at the coolant temperature of 15°C. &i§ushows a quite complex heat exchangers
network where the streams’ mass flow rates areséaljuto better match the temperature profiles.
SystemKCS1D2has a second law efficiency (the ratio of the poaatually produced to the power
which could have been produced if the cycle opdratgersibly on the same heat source) of 70%.
The gains are due to both the reduced exergy lasdbe heat acquisition portion of the cycle and
the increased pressure drop across the turbineg paskible by the change in composition in the
distillation/condensation subsystem.

Kalina and Tribus (1992) proposed a modificatiothi® heat acquisition portion of the system. The
redesigned systelCS6 shown in Figure 9, offsets the mismatch betwéenthermal capacitance
flow on the gas side and on the working fluid sidasd, when combined with
distillation/condensation subsystdd?, it provides a second law efficiency of 78%.

In the boiler a heat source is generated by spiitine working fluid into two streams and taking th
heat between turbine stages. While cooling the wgrkuid reduces the work output per unit mass
going to the low pressure turbine, the result $s ldestruction of exergy for the system as a whole.

69



In the superheater an additional heat sink is plexviby adding a reheating betweenkiieand the
IP turbines to better use the high thermal capatityih the hot gases.

High Pressure
Turbine
#

Gas Intermadiata Prassura
Turbine 25 2 i o= / Turbine
Exhawrst ol K
| B | ; ] Low Pressure
43 Turbina
52 63 1]
49 47 42
53 %8 — a8
54 62 BE &7
Y
558 & g5 fea] 4
B& B0 B4 59
AF .
L —T3 a3
f DC3S
wesifioconsconct 22
26
- {20
- Working Soluson
Kalina Cycle
CONCEPTUAL FLOW DIAGRAM
SEYSTEM &

Figure 9. Heat acquisition portion of system KCS6D2

Figure 10 shows the improvement deriving from tmsdification. On the left (Figure 10a) the
temperature profiles in the waste heat boiler gitesym KCS1 and on the right (Figure 10b) the
temperature profiles for system KCS6. The “exengtimperature” is used in the y-axis, thus the
space between the two curves is proportional toettexgy losses. This is briefly explained here
below.

The maximum work which may be obtained from a lee@fine occurs when each increment of heat
taken from the heat source is converted to work #ie Carnot efficiency:

,70 = (Tsource_Tsink)/Tsource (Eq 1)
We calljc the “exergetic temperature”. Representing eaamete of heat taken from the source by

dQ, the maximum work which may be obtained from tkattsource is:

— Tsource _ Tsin k
Wmax _I T dQ (Eq 2)

source

According to Equation 2 the area under a graphxefgetic temperature vers@@represents the
maximum work which can be obtained from any heagiren which utilizes a source having
temperature distributiofsouce This maximum work potential is called the exerfythe stream.
The space between the curves therefore is propaitio the loss of the exergy which might have
been obtained from the source of heat.
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KCS6 (right).

A study of the temperature profiles in subsyst@mshows opportunities for further improvement.
More can be done by not only rebalancing the flowsd, also by tailoring the thermal properties
(changing the composition). The result is less g@xeéestruction in the distillation and condensation
processes that implies a lower back pressure onvép®ur turbine, producing an increased
efficiency of the cycle.

Kalina and Leibowitz (1989) analyzed the off-desjggrformance for a Kalina system 6. Two

major factors affect the off-design, non ISO operain conventional combined cycle systems:

= A reduction in the gas turbine’s firing rate desemathe steam flow and pressure entering the
bottoming cycle turbine, thus reducing thermodyramvailability and the steam turbine’s
expansion efficiency, both of which lower cyclei@fncy.

=  Winter operation limits bottoming cycle output, ®el that where thermodynamic laws allow,
because of high levels of vacuum in the condemgecooling source temperatures below 50°F
(10°C) there are no more gains to be made in tkternong cycle.

The results of many studies presented in the pusvigections showed the improvement in
performance of the Kalina cycle over a Rankine €ytlthe design conditions: this is about 20-25%
against a double-pressure steam cycle. During edfegh operation the improvement is even greater
due to the following reasons:
= The ammonia/water working fluid allows for substahpressure in the condenser, typically
25 psia (1.7 bars). During winter operation, thépatiof the bottoming cycle continues to
rise without having to contend with any vacuum.
» Freeze-up is not an issue either. A 70/30 ammoaiafamixture freezes at -73°C.
= The cycle’'s variable composition maintains high@ume flows during reduced load
operation. Turbine efficiency is kept closer toigadevels, and bottoming cycle output is
improved.

Figure 11 shows that as the cooling source temperatecreases from 11°C to -11°C the Kalina
cycle output increases by 9% (from 91.7 to 99.9 M\During this temperature change the
condenser pressure decreases from 1.7 bar to d.JMb&n the condenser pressure characteristic
reaches 1.1 bar at 0°C the mixture of the worklagifis enriched to 0.75 (from 0.7) to prevent the
onset of a vacuum. At lower temperatures the mexiarincreased further to keep the condenser
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pressure at 1.1 bar. Changing composition pernhi¢s dperator to set any desired condenser
pressure.

In large steam plants there is an increase in owpanly 1% from 11°C to -11°C. Reducing the
cooling temperature the volume flow through the dmrsing stages became so large that the
leaving losses (kinetic energy of steam not reca¥ven condenser) decreases the gains made by
reaching a deeper vacuum in the condenser. At Btkbalow the steam plant’s output remains flat.
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Figure 11. Comparison between Kalina system 6 argglsteam plants
as the cooling source temperature decreases.

The Kalina cycle performance is 27% better thanttn@pressure reference steam cycle during
non-winter operation and then improves still furthduring winter operation. At -11°C the
improvement is 37%. During non-winter operation geformance of the Kalina cycle and the
steam bottoming cycle fall off together, i.e, thargin of improvement remains constant.

3.3 The Kalina cycle power plant for low temperature heat sources

A simpler basic plant configuration is proposed low temperature heat sources where the rich
ammonia solution from the separator flows to theine.
Ogriseck analyzed the system shown in Figure 12.
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Figure 12. Schematic diagram of Kalina cycle fav lemperature heat sources.

A lower cycle high pressure is used compared tohtgker temperature applications (e.g. 30 bar
against 100 bar). Figure 13 shows the temperantfekpy diagram for a mixture with an ammonia

content of 70%. The temperature of evaporationea®es with an increase of the evaporator
pressure.
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Figure 13. Temperature-enthalpy diagram for a méxtusith an ammonia content of 70%.

Figure 14 shows the boiling profiles at variablmperatures of different ammonia—water mixtures
against the isothermal evaporation of pure water ptessure of 30 bar. The higher the fraction of
ammonia in the mixture, the lower is its boilingngerature. With the increasing ammonia
concentration, the specific enthalpy of steam deszs.
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Figure 15 shows the boiling curves and the dewtpmirves at different ammonia contents and at
different pressures of the binary mixture.
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Figure 15. Ammonia-water phase diagram.

Worldwide, there are only a few plants made on lthsis of the Kalina principle. The most
common are given in Table 1.

Project name(location Country Heat source Electrical output Start up
Canoga park (Demao) UsA 515 “C exhaust gas of gas turbine, later solar centaur gas turhine 3 MW, later 6.5 MW 1992-1996
Fukuolka city Japan Waste heat from incineration plant 5 MW 1999
Kashima steel works Japan Qg °C water, waste heat of production 3.1 M 1999
Husavik lceland Geothermal brine at 124 *C 2 MW 2000
Unterhaching Germany Geothermal 34 MW 2007

Table 1. Kalina projects worldwide.

The authors developed a model of the Kalina powattpn Husavik, Iceland. The cycle parameters
are a ammonia composition of 82%, a turbine intesgure of 32 bar and a turbine outlet pressure
of 6.6 bar.

The following basic plant configuration, shown ilgére 16, can be identified for the Kalina cycle
for low temperature applications:
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Figure 16. Basic plant configuration of the Kaliogcle power plant for low temperature heat
sources

In the system proposed by Lolos and Rogdakis (28@®)working medium is partially vaporized
using solar energy. The NHH,O vapour, which is separated from the two-phaseturex is
superheated by an external heat source and themaag in the turbine. Flat solar collectors (an
optimal choice regarding the ratio heat gain/costléw temperature applications up to 80°C) are
used for the vaporization of the mixture which aoup to 95% of the unit overall heat demand.
Figure 17 shows the schematic diagram of the pexpogcle.
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The ammonia-strong-saturated solution of a massidraX; (0) which leaves the absorber is
pumped to a high pressure by the feed puimp (t is then preheated in the low-temperatug (
and high temperatur&i) recuperators. In the evaporator the mixture mtdek (by using flat plate
solar collectors) to a temperaturg (4r) (e.g. 70°C) where it is partially vaporized. Timéxed-
phase fluid is separated to a saturated-rich amamwater vapor of mass fractidtv (4) and a weak
ammonia-water liquid solution of mass fractidmw (4w). The high pressure saturated vapor is
superheated to a temperatdigy (e.g. 130°C) at the superheat®) oy means of an external heat
source (e.g. solar or geothermal) and then expanteeh the expanded stream is cooled. The
saturated liquid solution4¢) after recuperating some of the heat at the higmperature
recuperator is throttled down to a low pressi2e) (and then mixed with the vapor leaving the
vapor cooler ). Both streams are fed to the counter-current rhiesao produce the ammonia
strong saturated solution (st&de

Conclusions

The use of a mixture as working fluid in an OrgaRiankine Cycle implies not only a variable
temperature boiling, with the resulting good thermatch with the sensible heat source, but also a
variable temperature condensation. The back presdguhe turbine must be high enough to assure
complete condensation, resulting only in small ioy@ments in efficiency. In the Kalina cycle this
limitation is circumvented by making the (basicymmsition of the fluid entering the condenser
leaner than the (working) composition in the boded the turbine. This occurs in the distillation
subsystem where the mixture is heated and pareaifyporated by the turbine exhaust to generate
an ammonia rich vapour that is then mixed to gdeethe proper working composition that
minimize the exergy losses in the evaporator-boiler

Many Kalina cycle systems have been proposed tieaept the same basic plant configuration and
mainly differ with regard to the heat exchangemmek both in the heat acquisition subsystem and
the distillation/condensation subsystem.

A simpler basic plant configuration is used for ltemperature applications (e.g. Husavik power
plant, Iceland) where the separated enriched aman@pour is actually the working solution in the
turbine and the fluid composition is unchanged leetwthe condenser and the evaporator.
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4. Synthesis/Design Optimization of Organic
Rankine Cycles for Low Temperature
Geothermal Sources with the HEATSEP Method

This section shows the optimization study of a bingycle power plant performed working with
Prof. A. Toffolo and Prof. A. Lazzaretto at the Uaisity of Padova. This work starts from the
optimization studies on Organic Rankine Cycles grened in the scientific literature and, using
advanced techniques for improving the integratietwieen the heat fluxes inside a system, achieves
new interesting results.

The heat source is a low temperature geothermalcso(pressurized hot water, the socalled
“brine”) having a finite mass flow rate (100 kg/ahd a given input temperature. Six inlet
temperatures are considered for the brine (130°I8@5C at steps of 10°C) and two working fluids
are analyzed: isobutane and R134a. The brine mutsbeé cooled below 70°C to avoid silica
precipitation and the resulting scaling problemie Energy conversion is performed by a plant
based on a single pressure level ORC, the struendethe parameters of which have to be
optimized. The thermodynamic objective to be mazediis the exergy recovery efficiency or,
equivalently, the net electrical power generatedheyplant.

The HEATSEP method (Lazzaretto and Toffolo, 2008) applied to the synthesis/design
optimization of the ORC cycle, so that the desifrihe heat transfer section within the plant is
considered separately from the design optimizatibthe basic plant components, and different
options about its configuration can then be defiftedhe same temperatures and mass flow rates of
the thermal streams involved.

The use of R134a results in higher exergy recouegfficients for all the brine input temperatures
considered in this analysis (130°C-180°C). R134ay cycles are all supercritical except for the
lowest brine input temperature (130°C), while mostthe isobutane ones are saturated vapour
subcritical cycles.

The method allowed us to obtain the variation @& @&xergy recovery efficiency with the turbine
inlet temperature and pressure that shows not theyoptima but also sub-optimal points. These
points become of high interest when economic eviains are performed which may suggest minor
thermodynamic penalties at the advantage of impbgeonomic savings.

4.1. The application of the HEATSEP method

The HEATSEP method simplifies the problem of thatbgsis/design optimization of complex

energy systems by separating the choices abouthfegurations of the heat transfer section from
those about the rest of the system. The main pmoideherefore divided into two subproblems:

= The first is about the configuration and the degigrameters of the “basic” components of the
system, i.e. those components that are not invoivetie heat transfer. They are called “basic”
considering that they are strictly needed to realithe concept” behind the plant. In order to

simplify the definition of this “basic” system cagéiration, basic components can be organized
according to elementary thermodynamic cycles asvshioy Lazzaretto and Toffolo (2008) and

Lazzaretto and Manente (2009). In this subproblém, section of the system in which heat
transfers occur is seen as an undefined “black-box”
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» The second is about the configuration of the raaisfer section only, that is the configuration of
the heat exchanger network inside the black-boe. thermodynamic conditions at the boundary of
this black-box are those of the thermal streamslued in the heat transfer and have already been
evaluated in the previous subproblem.

So, the preliminary concept about the energy cawersystem is first translated into a basic plant
configuration, which is defined by the essentiahponents and their links. These links are then cut
from the thermal point of view only, that is thenjgerature at the inlet of a basic component is
made independent from that at the outlet of thequlimg component. In this way, the heat transfer
section of the system is isolated from the basantpkonfiguration, and the potential thermal
streams (hot and cold) that interact within thecklbox are generated. Of course, the additional
degrees of freedom introduced by these thermal aut®spond to new decision variables in the
design optimization of the basic plant configuratio

In this work, the considered single pressure |€MRIC has a very simple basic plant configuration
(Figure 1), and is made of two basic componenty ¢the feed pump and the turbine) and three
thermal cuts. In the first thermal cut the brined®led from its initial temperature down to 70°C
(both these temperatures are given, so no additdeee of freedom is generated by this cut), in
the second one the operating fluid is heated fraimmpp outlet temperature up to turbine inlet
temperature (i.e. cycle maximum temperature, whiels to be considered as a the decision
variables of the design optimization problem), afmilly, in the third one the operating fluid is
cooled from turbine outlet temperature down to punigt temperature (this temperature is strictly
related to condensation pressure, so the lattentiqygs included in the set of the decision valesb
instead of the former).

brine fo @
— ORC . xe
Fa)
—
L%
4]
P re]
. L

Figure 1. Basic plant configuration of the singtegsure level ORC.

The configuration of the heat transfer sectionasincluded in the basic plant configuration, satth
the search space of the possible basic plant amatigns and the associated design variables can
be explored more freely, provided that the fea$ybdf the heat transfer within the black-box has t
be checked.

This is one of the main advantages of the HEATSERfhod: the design optimization of the basic
plant configuration is not performed using a motight takes into account all the possible
configurations of the heat transfer section, or edsbthem in a superstructure (this would then
require mixed-integer programming techniques tedethe units to be included in the plant
configuration).

In the considered single pressure level ORC, smamnf alternatives must be considered in the
definition of the heat transfer section although ack-box encloses three thermal streams only:

» The heat transfer between the brine and the ardlumi can be operated by means of one, two or
three devices according to cycle maximum pressudet@mperature (just one heat exchanger if the
cycle is supercritical, two or three if the cycke subcritical and saturated or superheated vapor
enters the turbine, respectively);
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= A regenerator is required when the thermal endhgy is needed to heat the operating fluid
between pump outlet and turbine inlet is greatantthe thermal energy made available by the
geothermal source.

Thanks to the HEATSEP method, the design optinopnatif the ORC cycle can leave aside these
alternatives and concentrate on the most significgcle parameters, as illustrated in the following
section. The correct (or the most convenient) adtive will then be determined according to the
results of the design optimization itself.

4.2. Description of the optimization problem

A single pressure level ORC is used to generateepdwm a low-temperature geothermal source
of given characteristics. The brine has a referanass flow rate of 100kg/s, a pressure of 15bar
and its input temperature is varied in the rangsvéen 130°C and 180°C at steps of 10°C. Brine
heat can be exploited until a minimum temperatu@ ) is reached: below that limit the brine
must be reinjected into the well to avoid silicagpitation.

Two operating fluids are considered, isobutaneRbh84a, which provide a suitable matching of the
temperature profiles in that range. The efficieaad the turbomachinery are fixege(=0.70,n7
=0.85), and so is the efficiency of the generatpe£0.96). Ambient air at 20°C is used as cold
utility in an air cooled condenser (ACC). Air outkemperature is imposed to be 5°C below the
condensation temperature of the organic fluid, #red air mass flow rate is obtained from this
condition. The power absorbed by ACC fans is

assumed to be proportional to the air mass flow tiaat is needed for condensation (0.15kW per
kg/s of air).

Four decision variables are required to evaluatidalremaining dependent quantities of the model:
= the condensation pressupgofg);

= the mass flow rate of the organic fluiddro);

= cycle maximum pressureay;

= the degree of superheating, measured in termstod® @ssyy). This quantity has been preferred
to cycle maximum temperature so that super- andriigal cycles can be treated in the same way.
The degree of superheating is measured from thremnof the point on saturated vapor curve for
subcritical cycles and from the entropy of theicait point for supercritical cycles.

The objective function to be maximized is the eyergcovery efficiencyy,..,, that is the ratio
between the net power generated by the plant (eepgenerated in the generater,,,, minus

the power absorbed by the feed purvigmmp, and ACC fansW,..) and the exergy flow rate made

available by the brine from its initial temperatal@wvn to 70°C: since the denominator of the ratio
is constant, this is equivalent to the maximizatbthe net power generated by the plant:

W -W \
=9 (Eq. 1)

WACC
,7rec,ex E
For each set of values assigned to the four decisoiables during the optimization process, heat
transfer feasibility within the black-box is chedkby building the Pinch Analysis Problem Table
(Kemp, 2007), with a minimum allowed temperaturtfedence equal to 10°C. The hot composite
curve (HCC, shown in red in Figure 2) combines tWthe three thermal streams generated by the
cut of the thermal links (see Figure 1), that is Hrine cooled from its input temperature down to
70°C and the organic fluid cooled from turbine eutio pump inlet. The cold composite curve
(CCC, shown in blue in Figure 2) simply consiststlo# third thermal stream, that is the organic
fluid heated from pump outlet to turbine inlet. &rthe specific heat at constant pressure radically
changes during the transformation, the profile lok tcurve is discretized with eight points

pump

geo_in EXgeo_?O"C
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connected by linear segments (if the cycle is sticatr the 4" and the B point represent the
beginning and the end of the evaporation, respagjiv

The HCC comprises the only heat source in the sygbgine), and other external hot utilities are
not available: the HCC starts from the abscissaesponding to the maximum temperature of the
CCC in the temperature-thermal power diagram (fEd)rand must cover the entire load required
by the CCC. The thermal power in excess is releasadcold utility (the air flow in the ACC). The
heat transfer feasibility constraint (HTFC) reqguaitkat the cumulated balance of thermal power has
no deficit at any temperature level, that is thath@ade available by the hot streams is always
larger that the heat requested by the cold stredims.possible pinch points of the heat transfer
process (i.e. the points in which the cumulatedt imeade available is strictly equal to the heat
requested) are indicated in Figure 2 with numbewenfl to 8: note that these are also the points
that are used to discretize the heating proceseadrganic fluid.
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Figure 2. Composite curve and discretization ofdiganic fluid heating in the supercritical (left)
and subcritical (right) case.

In addition to the optimal solution, we considerrenealso the suboptimal solutions in the
neighbourhood in order to investigate how the heatsfer feasibility constraint acts on the
objective function and see what happens to the ositgpcurves when departing from the optimum.

The model of the basic plant configuration was tbinl the MATLAB/Simulink environment
(Figure 3). The block diagram of the Simulink moteh straightforward translation of the scheme
given in Figure 1: the blocks named “pump” and Bine” represent the basic components, whereas
those named “brine cooler”, “ORC heater” and “ORfler” represent the three thermal cuts. The
blocks of the latter group can be considered ad aohot sides of heat exchangers, but the source
of the absorbed heat or the destination of theasele heat remains undefined. Organic fluid
properties are evaluated by custom routines thetpolate the thermodynamic data provided by the
NIST database. Since the temperature profile ofattganic fluid heating is discretized in linear
segments, the model is able to deal with both sigyet subcritical cycles.
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Figure. 3. The Simulink model of the basic plamfcaguration.

The optimization problem is solved with the seqisniguadratic programming routines
implemented in the MATLAB Optimization Toolbox. Tlogtimization algorithm actually operates
0N Peona Pmax anddssyp, While the fourth decision variablengrg) is evaluated in order to maximize
Necex While satisfying the heat transfer feasibility stnaint. This strategy avoids the evaluation of
non-feasible solutions, becausercis a variable that acts a linear transformatiothef abscissas
of the whole CCC in the temperature-heat load diagr

4.3 Results of the optimization problem

The optimal design parameters obtained at diffeleime inlet temperatures are summarized in
Tables 1 and 2 for isobutane and R134a, respegtiVhke mass flow rate of the geothermal fluid is
100 kg/s.

Working Fluid: Isobutane
T_in geofluid [°C] 130 140 150 160 (I caso) | 160 (II caso) 170 180
m_ORC [kg/s] 62.4 76.0 81.8 99.6 91.6 105.6 114.5
p_max [bar] 14.27 15.16 18.85 36.00 23.11 35.24 44.19
T_in_turb [°C] 84.4 87.4 98.5 134.0 109.4 135.1 152.0
T_sat_p _max [°C] 83.0 86.0 97.2 134.0 108.3 132.7 /
superh_turb_in [°C] 1.4 1.4 1.3 0.0 1.1 2.4 /
p_cond [bar] 4.375 4.345 4.376 4.348 4.376 4.396 4.381
T_sat_p_cond [°C] 32.8 32.6 32.8 32.6 32.8 33.0 32.9
T _out_turb [°C] 46.5 47.0 49.2 34.3 50.2 49.1 54.3
superh_turb_out [°C] 13.7 14.4 16.3 1.7 17.4 16.1 21.4
m_air_ACC [kg/s] 2790.4 3490.9 3710.7 4298.2 4176.5 4520.6 4994.6
T_air_out_ACC [°C] 27.8 27.6 27.8 27.6 27.8 28.0 27.9
Q_heating [kW] 24266.7 29848.9 32940.7 38020.9 37552.6 43809.0 49358.1
Q_recup [kW] 0 286 0 0 0 1288.6 2454.3
Q_ACC [kW] 21885.3 26502.0 29134.5 32726.7 32796.3 36232.4 39418.4
Q_geofluid [kW] 24266.7 29563.4 32940.7 38020.9 37552.6 42520.4 46903.8
| W_gen [kW] 2395.1 3083.9 3863.1 5637.6 4868.9 6610.4 7988.1
W_pump [kW] 162.2 215.9 311.2 826.0 450.7 854.1 1193.7
W_ACC [kW] 418.6 523.6 556.6 644.7 626.5 678.1 749.2
W_net [kW] 1814.4 2344.4 2995.3 4166.8 3791.7 5078.2 6045.3
n_rec_ex 0.3370 0.3559 0.3806 0.4514 0.4108 0.4759 0.4961
n_thermal 0.0748 0.0793 0.0909 0.1096 0.1010 0.1194 0.1289

Table 1. Optimal design parameters of the basiat glanfiguration using isobutane as ORC fluid.
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Working Fluid: R134a

T_in geofluid [°C] 130 140 150 160 170 180
m_ORC [kg/s] 138.2 145.0 159.5 177.4 195.0 212.1
p_max [bar] 40.47 45.21 47.97 52.57 58.64 66.70
T_in_turb [°C] 104.4 118.5 129.4 139.4 149.3 159.3
T_sat_p_max [°C] 100.9 / / / / /
superh_turb_in [°C] 3.5 / / / / /
p_cond [bar] 8.475 8.454 8.323 8.319 8.308 8.286
T_sat_p_cond [°C] 33.4 33.3 32.7 32.7 32.7 32.6
T_out_turb [°C] 33.4 39.4 50.8 57.7 63.0 67.0
superh_turb_out [°C] (titolo = 94%) 6.1 18.0 25.0 30.4 34.4
m_air_ACC [kg/s] 2679.8 3128.5 3785.5 4226.4 4681.1 5170.6
T_air_out_ACC [°C] 28.4 28.3 27.7 27.7 27.7 27.6
Q_heating [kW] 25295.0 29563.4 35149.2 40844.5 46453.3 51963.7
Q_recup [kW] 0 0 1294.6 2672.4 3933.0 5059.9
Q_ACC [kW] 22518.1 26004.1 29360.6 32701.7 36008.1 39275.3
| Q_geofluid [kW] 25295.0 29563.4 33854.5 38172.2 42520.4 46903.8
W_gen [kW] 3022.7 3846.7 4822.9 5882.9 7039.9 8316.8
W_pump [kW] 531.1 639.6 757.0 939.3 1172.8 1478.3
W_ACC [kW] 402.0 469.3 567.8 634.0 702.2 775.6
W_net [kW] 2089.6 2737.8 3498.1 4309.6 5165.0 6062.9
n_rec_ex 0.3881 0.4156 0.4445 0.4669 0.4841 0.4975
n_thermal 0.0826 0.0926 0.1033 0.1129 0.1215 0.1293

Table 2. Optimal design parameters of the basiat glanfiguration using R134a as ORC fluid.

R134a cycles are all supercritical (except foradage with 130°C brine) while most of the isobutane
ones are saturated vapour subcritical cycles @gnctse with 170°C brine the subcritical vapour is
superheated and the cycle with 180°C brine is sujpieal). The optimal thermodynamic cycles for
isobutane are shown in Figure 4 in a T-s diagrathiarFigure 5 in a p-h diagram. The optimal
thermodynamic cycles for R134a are shown in Figune a T-s diagram and in Figure 7 in a p-h

diagram.
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Comparing the results obtained with the two différerganic fluids it appears that the exergy
recovery efficiency is always higher in R134a cgclia particular at the lowest temperature of the
geothermal source (Figure 8).

Exergy recovery efficiency
Isobutane vs R134a

@ Isobutane
W R134a
130 140 150 160 170 180

Geofluid Inlet Temperature [°C]

Figure 8. Comparison Isobutane-R134a for diffegadthermal fluid inlet
temperatures (130-180°C).
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Thanks to the thermophysical properties of the R13Ad the better coupling of the thermal
streams, in the supercritical cycles the highergroabsorbed by the pump is largely compensated
by the higher power generation, as shown in Figufer a geothermal fluid inlet temperature of
150°C.

Comparison Isobutane - R134a
Geofluid inlet temperature = 150°C

5000

4000

w

o

o

o
|

@ Isobutane
OR134a

Power [kW]

N

o

o

o
|

1000 -

N s | I

Exp-Generator Feed Pump ACC Net

Figure 9. Comparison Isobutane-R134a for a britet temperature of 150°C.
Generator power and parasitic loads.

4.4 Variation of the exergy recovery efficiency near the optimum solution:
sub-optimal points

The Heatsep method is also used to display theati@mi of the exergy recovery efficiency for
deviations from the optimal turbine inlet conditsonFor generic (not optimal) pressures and
temperatures at the inlet of the turbine the wakiluid mass flow rate is varied in order to
maximize the exergy recovery efficiency. The heandfer feasibility is checked by building the
Pinch Analysis Problem Table (Kemp, 2007), with aimum allowed temperature difference
equal to 10°C. The minimum distance between thecbatposite curve and the cold composite
curve occurs in correspondence to one or more poised to discretize the heating process of the
organic fluid. An optimum response surface (ORShef optimization problem is obtained, that is
the surface that results from the mapping fromlacsed set of significant degrees of freedom (in
this case, cycle maximum pressure and temperatoreghe corresponding optimal objective
function values.

The following figures show the variation of the egerecovery efficiency as a function of pressure
and specific enthalpy of the organic fluid at tasbinlet for isobutane and R134a for a geothermal
fluid inlet temperature of 150°C. In these figuré®e maximum of the exergy recovery efficiency,
that is the result of the optimization processshewn as a white circle, the saturation curves that
enclose the two-phase zone are represented whiklkared curve. A thick black isothermal curve at
base of diagram indicates the upper limit to thating of the organic fluid (if this line were padse
the difference between brine inlet temperature amgnic fluid maximum temperature would be
less than 10°C, violating the heat transfer feéigilzonstraint). The diagrams also show in which
portions of the ORS the possible pinch points eeldb the heat transfer feasibility constraint are
active: the numbers that identify ORS portions rrefe the points used to discretize the cold
composite curve (see Figure 2).
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Geothermal fluid inlet temperature = 150°C
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Geothermal fluid inlet temperature = 150°C

* R134a: Pmax, Tin)opt = (48.0 bar, 129.4°C)
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On the edges drawn with continuous black lines, twamore pinch points are simultaneously
active. For instance, in the subcritical case (FadL0), on the edge shared by the zones “1” and “4”
two pinch points are simultaneously active at pwouflet and at the beginning of the evaporation.
On the other hand, in the supercritical case (lidi#t), the vertices shared by the zones “1”, “2”
and “3” correspond to three pinch points that amufaneously active, one at pump outlet and two

along the heating curve (this effect is obvioushe do the discretization of the heating curve aith
series of linear segments).

What happens in the neighbourhood of the optimhitism strongly depends on cycle maximum
pressure.

1. Subcritical case:

In the case shown in Figure 10, which is represeetaf subcritcal cycles, the shape of the

ORS can be explained by the following facts:
* The maximumz,.., is obtained for saturated vapour conditions abitér inlet and the
only active pinch point is at the beginning of &vaporation (point 4).
= If pmax IS increased (Figure 14), the resulting increasehef evaporation temperature
causes a decrease of the organic fluid mass fltevtoaavoid a deficit of available heat at
that temperature level. The heat made availabléhbygeothermal source is only partially

exploited and, in spite of the higher temperaturdugbine inlet, a lower net power is
generated.
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Figure 14. Effect on the CC caused by an increbpgR

» If pmax is decreased (Figure 15), the pinch point at thginméeng of the evaporation is
deactivated and the one at regenerator inlet isadet instead (point 1). ORC mass flow
rate can be increased but the decrease of evapotatnperature results in a decrease of the
exergy content of the organic fluid and in a reducbf net power generation.
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= In case of superheating (Figure 16), the speeiergy of the organic fluid at turbine inlet

increases, but the shift of the isothermal segméihe CCC towards the HCC imposes a
reduction of ORC mass flow rate, which in turn tessin a partial usage of the geothermal
source and a consequent reduction of the exergyeeg efficiency.
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2. Supercritical case:
In the case shown in Fig. 12, which is represergatif supercritcal cycles, the shape of the
ORS can be explained by the following facts:
= If cycle maximum temperature is lowered whilmaxis kept constant (Figure 17), the
CCC “rotates” counter-clockwise in the temperatheat load diagram so that ORC mass
flow rate can be increased, the active pinch pbeing still at pump outlet (point 1).
Although the heat transferred to organic fluid eages, the exergy content of the organic

fluid at turbine inlet diminishes because of thevdo temperature, and the exergy recovery
coefficient is lower.
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Figure 17. Effect on the CC caused by a decreaseedtrbine inlet temperature.

= On the contrary, if cycle maximum temperature agsed whilepmax is kept constant
(Figure 18), the CCC “rotates” clockwise so that@Rass flow rate has to decrease and
the active pinch point is found along the heatingfife (points 2 and/or 3). In spite of the
higher specific exergy of the fluid at turbine inléhe lower mass flow rate makes the
exergy recovery coefficient decrease.
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Figure 18. Effect on the CC caused by an incre&figedurbine inlet temperature.

= Along the edge shared by zones “1” and “2” or ‘drid “3” in Fig. 12 (where two
corresponding pinch points are simultaneously agtikie exergy recovery efficiency is not
very sensitive to the variation phax This is due to the substantial equilibrium betwéee

differences in the power absorbed by the pumpstiaose in the power generated by the
turbine.
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Conclusions

The optimization study of the design conditiongt# Organic Rankine Cycles has identified the
optimal design parameters that maximize the powgrut from geothermal resources in the range
of temperatures from 130 to 180°C (at intervalsl@fC) for two working fluids: isobutane and
R134a. The comparison between the two fluids hawstihat R134a can provide more power than
isobutane in all the temperature range of the geotal fluid from 130 to 180°C. The advantage is
significant especially at the lower temperatures tioé geothermal resource since at these
temperatures the optimal cycles with isobutane aipeait subcritical pressures whereas those with
R134a operate at supercritical pressures. The fusepercritical pressures implies a better match
between the cooling thermal profile of the heatrseuand the heating thermal profile of the
working fluid, so that the higher feed pumps powabsorption is more than compensated by the
higher power generated in the turbine.

The optimization study was carried out applyingatbed techniques (HEATSEP method) derived
from Pinch Analysis for the optimal integrationtbérmal streams inside a system, using the exergy
recovery efficiency as objective function. The aggtion of these techniques allowed finding also
sub-optimal solutions, corresponding to small diémes of the cycle parameters from the optimal
design values. These solutions, although sub-opfroim a thermodynamic point of view, may be
selected if different aspects related to the teldgyy economics, flexibility or safety of the syste
were considered. The sub-optimal solutions for R18d4ow that the best conditions are obtained
for turbine inlet temperatures close to the temijpeeaof the heat source and that the power output
decreases only slightly for a wide variation of thele high pressure from the optimal value, so
that lower than optimal pressures may also be tgledn the case of isobutane turbine inlet
conditions close to the saturated vapor lead tditeest power outputs.
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5. Boiling Heat Transfer in Organic Rankine
Cycle Vaporizers

In binary cycle power plants the working fluid iaporized by heat exchange with the heat source.
A boiling fluid consists of a two phase mixture \apor and liquid. When such a fluid flows a
number of distinct flow regimes can occur dependinghe flow rate and the relative amounts of
vapor and liquid present. Two-phase flow is thugem@mmplex than single-phase flow and special
methods are needed to calculate the heat transédfiactents in boiling systems. In the calculation
of the two-phase heat transfer coefficient both tioeleate boiling and the forced convection
contribute to the heat transfer.

This section describes firstly the heat transferetations proposed in the literature for the natde
pool boiling regime and then presents the methaesl @ior calculating the heat transfer coefficient
in flow boiling. An accurate prediction of the hdeansfer coefficients is important for a proper
design of the vaporizers.

5.1 Pool boiling curve

Pool boiling refers to vaporization that takes plat a solid surface submerged in a quiescent
liquid. When the temperatuiig of the solid surface exceeds the saturation teabyesTs,; Of the
liquid, vapor bubbles form at nucleation sites ba surface, grow and subsequently detach from
the surface. The driving force for heat transfefiis = Ts — Tsq: Called the excess temperature.

The boiling curve is a plot of surface heat flux/(iff) versus excess temperature and is shown in
Figure 1. PointA on the curve marks the onset of nucleate boill@NE). At lower excess
temperatures, heat transfer occurs by natural abiowvealone. Nucleate boiling exists between
pointsA andC on the curve where two different boiling regimas e distinguished:

A-B: Boiling characterized by the formation of isothteapor bubbles at nucleation sites dispersed
on the solid surface. Bubble growth and detachmesnilt in significant fluid mixing near the solid
surface that greatly increases the rate of heasfiea

B-C: As the heat flux increases beyond pdnthe number of active nucleation sites and the rat
of vapor formation become so great that bubblerfietence and coalescence occur. The vapor
leaves the solid surface in jets or columns thhssquently merge and form large slugs of vapor.
The high rate of vapor formation begins to inhithie flow of liquid across the solid surface,
causing the slope of the boiling curve to decred$e. heat flux continues to increase since the
increase in temperature driving force more than memsates for the decreasing heat transfer
coefficient.

C : The heat flux attains a maximum, called thetical heat flux”, at point C. At this point, thetea

of vapor formation is so great that some parthefdurface are covered by a continuous vapor film.
C-D : Transition region: the heat flux decreaseglasincreases. The fraction of the solid surface
covered by vapor continues to increase and the theadgfer rates for gases are generally much
lower than for liquids.

D : The heat flux has reached a minimum (Liedenfrmsnt) where the entire solid surface is
covered by a vapor blanket. Beyond this point eétansferred from the solid surface across the
vapor film to the liquid. Hence this regime is edll“film boiling”.

Most reboilers and vaporizers are designed to tpémahe nucleate boiling regime. The transition
region, with its unusual characteristic of decrnegsheat flux with increasing driving force, is
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always avoided in equipment design. Film boilinglies a much higher temperature driving force
corresponding to much lower heat transfer coeffitsie

The pool boiling curve is influenced by:

- the roughness of the solid surface (mirror fielsurfaces require higher excess temperatures to
achieve a given heat flux since they present laggies acting as nucleation sites);

- an increase of the system pressure shifts thehmilong curve toward lower excess temperatures.

Boiling regimes

Free convection Nucleate Transition Film

-

Isolated  Jets and
bubbles columns

Critical heat flux
Gl

10

G (wim?)

108

" Leidentrost point

104

10° 5 10 30 120 1000
ATa=T, _nat{rc:'
Figure 1. Pool boiling curve for water at one atptese pressure.

5.2 Correlations for nucleate boiling

In the nucleate boiling region the temperaturehefgolid surfac@s increases only slightly for wide
variations of the heat flux. This can be expressed

_(a)
T -T =0 — Eq. 1
T =y ) (Eq. 1)

Where g andm are constants that depend on the physical pregesfithe liquid and vapor and the
surface nucleation properties. The expormardssumes values between 0.2 and 0.5 and especially

around 0.3. The heat transfer coefficient is thiination of the heat flux:

(/) _l(qj‘“") [qJ
=t = — =C|— Eq. 2
R R VY BV (=62
wheren[ 0.7.

The early correlations of Rohsenow and Forster-Zwhew the fluid properties included in the

coefficientsy andC.
= Rohsenow (1952) presented the following equation:
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(Ts _Tsat) CL :Cf C{/A g n(CLluL js (Eq 3)
r L Valoo-o6) | L A

wheren’ = 0.33 ands = 1 for watern’ = 0.33 ands = 1.7 for the other fluid<C is a constant
that accounts for the nucleation properties ofedéht combinations liquid-surface. As a first
approximatiorCg = 0.013.

= The Forster-Zuber correlation (1955) is:

/]0.79C 045 0 049 (T -T )024AP 075
hy, =0.00122°L “L FL__os Jsal s (Eq. 4)
n O.O.SIqu)ZQr 02410((3)24

whereAP,, = Psat(Ts) - Psat(Tsat) .

sat —

Other researchers simplified the above expresdignsonsidering the pressure dependence of the

fluid properties.

= Stephan and Abdelsalam (1980) considered experaheldta concerning pool boiling on
horizontal surfaces in the range of fully estaldsimucleate boiling in a wide pressure range

between0.0001< p—p < 097. They classified the substances in four groups:
C

1) water;

2) hydrocarbons (benzene, ethanol, n-pentane, n-heptamexane, n-butanol);

3) cryogenic liquids (helium, hydrogen, nitrogen, ogggneon);

4) refrigerants (R12, R114, R113, R11, R22, propasimytane, CQ

Using the regression analysis they found four egaosatfor the four groups of substances and

one equation, with a higher error, valid for ak tubstances. The equations were of the type:
Nu= (X, X,,..) (Eq. 5)

and the linear regression analysis allowed to sdlemzse dimensionless numbexs which

exerted the most significant influence on the deenvariableNu.

In order to facilitate the application of these theansfer equations the authors introduced a

significant simplification: they included the thesphysical properties of the substance in a fluid

specific parameter :

h, = ccé%jn (Eq. 6)

They expressed as a function of pressure and they used a differg@lne of the exponemt for
each group of substances:

0.673
Water: h, =c, Eé%} (Eq. 7)
0.670
Hydrocarbonsh,, =c, Eﬁ%} (Eq.8)
0.745
Refrigerantsh,, =c, Eﬁ%} (Eq. 9)

The pressure dependent valugsare plotted in Figure 2 and show a marked increete
pressure.
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Figure 2. Pressure and fluid dependent consigtephan and Abdelsalam).

Mostinski further simplified the previous approaoking a single correlation for all the
substances. This was obtained using 0.7 as univexpanent of the heat flux and correlating
the pressure correction factes with the reduced pressure. The critical pressyreesented the
only fluid specific parameter of the correlation:

0.7
hy, = 0.101@3-69[%j Fo

wherep is the critical pressure (bafy, (W/m’K), g/A (W/m?) and the pressure correction
factorFp is:

(Eq. 10)

Fpo =18P% + 4P +10P" (Eqg. 11)
with P, = P/P; the reduced pressure. Various modifications of fiessure correction factor
have been suggested by other workers.

Cooper (1984) developed the following correlatibattis similar to Mostinski correlation:
067
e 55[6/%) R*(~logy, P ) "M 7%

wherehy, is in W/nfK andg/A is in W/nf. The exponent afi/A is slightly lower than 0.7 and
the pressure correction factor equation is differ€he peculiarity of the fluid is represented by
its molecular weighM.

(Eq. 12)

Gorenflo (1993) proposed the following equation:

hnb - Cw FP (qu
0

h
where go = 20000 W/ri and h.o is the reference heat transfer coefficient meabuoe
predicted) afpgr = 0.1, go = 20000 W/M and Ry = 0.4 um that is given in Tables. Both the
exponent on the heat flux and the pressure cooredtictor are correlated with the reduced
pressure. The expressions for the exponee the following:

(Eq. 13)

nbQ
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- water:n=09-03p**° (Eq. 14)

r

- other fluids:n=09-03p> (Eqg. 15)
The pressure correction factor is for all fluidsept water:
Fo =12p%% +(2.5+ 1_1p ]p, (Eq. 16)

R,

0.133
The correlation accounts for the surface roughe#fests according te,, = (—j :
0

The predictions of the various correlations ditbgra huge amount (one order of magnitude). One
reason for the wide variation is that nucleateibgils very sensitive to the precise conditionha t
surface on which boiling occurs. It is not pradtitta specify the detailed surface characteristics
required to rigorously model the phenomenon. Evehis could be done it would be of dubious
utility in equipment design because the surfaceradtaristics change over time due to aging,
corrosion, fouling, cleaning procedures. As a rtethd variability exhibited by the calculated vaue
actually reflects the variability observed among ttets of experimental data upon which the
various correlations are based. Therefore sigmficanservatism is adopted in equipment design
due to the uncertainty inherent in boiling correlas.

The rate of heat transfer for nucleate boiling aktores is lower than for pure substances. The
reason is that the more volatile components accammyreferentially in the vapor bubbles, leaving
the surrounding liquid enriched in the less votatihigher boiling) components. As a result, the
temperature of the liquid in the immediate vicinitiythe heating surface increases and the effective
driving force for heat transfer is reduced. Funthere the concentration gradient generates a mass
transfer resistance in addition to the thermalstasice. Palen presented a simple empirical method
that involves a multiplicative mixture correcticector that is applied to the heat transfer coefiti
calculated from the Mostinski correlation. The ectron factorF, is given by the following
equation:

015 -1
F = (1+ o.oz:{%j BR°'75J (Eq. 17)

whereBR is the boiling rang®R = Tpew- Tausbie (K) and g/A (W/nv’). In conjunction with this
equation forP, > 0.2 the pressure correction factorfs:= 1.8P%’

Heat transfer coefficients for boiling on tube bl@sdare generally higher than for boiling on single
tubes under the same conditions. The enhancemdmattransfer rate is due to the convective
circulation that is set up within and around thieetibbundle. The circulation is driven by the density
difference between the liquid surrounding the baradid the two-phase mixture within the bundle.
Palen presented an approximate method for caloglatnvective effects. The average boiling heat
transfer coefficienhy is expressed as follows:

hy = hopFy +hye (Eq. 18)
whereh,. is a heat-transfer coefficient for liquid-phaseunal convection anér, is a factor that is
correlated in terms of bundle geometry.

5.3 Critical heat flux

At high heat fluxes the vapor bubbles leave thedteaurface in columns or jets. When the velocity
of the vapor jets reaches a sufficiently large galhe jets become unstable and collapse. The
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resultant accumulation of vapor at the heated serfaevents an adequate supply of liquid from
reaching the surface and the heat flux begins toedse.

Zuber proposed the following equation for the catiheat flux in nucleate pool boiling on a large
flat upward facing surface:

(%j =0149p¢°(og(p, - s )™ (Eq. 19)

For other geometries, such as boiling on a horaocylinder, the coefficient assumes different
values. The critical heat flux is a strong functpmessure through its effect onos ando.
This is clearly shown by the correlation deriveohfrMostinski for boiling on a horizontal tube:

(%J =367P,P%(1- P, )% (Eq. 20)

Whereg/A (W/m?) andP, (kPa). The critical heat flux increases up to imam value and then
decreases and is zero at the critical pressure.
For tube bundles Palen presented the followingetation:

( c,bundle c,tube

where ¢ is a bundle correction factor equal or less thae depending on the bundle geometry
parameter.

The critical heat flux for a mixture may be higleerdower than for a pure component under similar
conditions. Although a higher value is usually fduas would be expected from the effect of
boiling point elevation and mass transfer resistaimc mixture boiling the variation of surface
tension with composition can cause the mixtureicaiitheat flux to be lower than the pure
component value in some cases. In any event theuraieffect is generally neglected in design
work since it cannot be reliably predicted. Thus #bove correlations are used with the mixture
physical properties replacing the pure componeopgties.

5.4 Flow boiling

Figure 3 depicts the variation in flow regime am@dhtransfer coefficient for convective boilingan
vertical tube. The fluid enters the tube as a salecbliquid and initially heat is transferred by
convection alone. With the onset of boiling and #stablishment of the bubbly flow regime the
heat transfer coefficient starts to rise sharplyh@snucleate boiling mechanism contributes to the
heat transfer. As the vapor fraction increasedltive regime changes from bubbly to slug flow and
then to annular flow while the heat transfer caédint continues to increase. Eventually the amount
of liquid is reduced to the point where dry spoggib to appear on the tube wall, and the heat
transfer coefficient begins to decrease. It comsto decrease until the tube wall is completeyy dr
and all remaining liquid is in the form of dropletstrained in the vapor phase (mist flow regime).
The heat transfer coefficient remains relativelypstant as the droplets are gradually vaporized and
the vapor becomes superheated. In the final sthges is transferred solely by gas-phase
convection. Thus the rate of heat transfer variesaty over the length of the tube and an
incremental analysis is required to accurately iptgzerformance.
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Figure 3. Convective boiling in a vertical tube.

It was recognized in the early stages of boilingeegch that the heat transfer coefficient in flow
boiling is an interaction of nucleate and convextwiling. The following sections explain the main
methods proposed in the literature for the calautabf the heat transfer coefficients in flow
boiling.

5.4.1 The Chen method

The first correlational model for flow boiling cdeient was proposed by Rohsenow in 1952 as a
simple addition of the nucleate and convective faciehts:

hg, =Py + e, (Eq. 22)
This model was used in principle by Chen, who iB3 $ormulated the first cohesive flow boiling
method which became very popular. The Chen coioelas:

hg, =h,S+hF (Eq. 23)
where:
hy, : flow boiling heat transfer coefficient;
h_ : convective heat-transfer coefficient for liquidgse;
hnp: nucleate boiling coefficient for the same walpstheat;
F : boiling enhancement factor that accounts forinlceease in velocity of the fluid;
S: suppression factor that accounts for the deergabubble activity.

a) Convective boiling

By using experimental data from different sourcd®IC determined experimental values of the
convective boiling enhancement fackband based it on the Martinelli paramebd&r;
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1- 09 05 01
Xtt :[_Xj & i (Eq- 24)
X PL He

The liquid heat transfer coefficieht is:

h, =0.023Re’*Pr>* 4 /d (Eq. 25)
where:
Re, :M (Eq 26)
He
Pr, = CLU (Eq. 27)
/]L

The enhancement factbrcan be determined by the following equation tahfé@ curve proposed by
Chen:

For1l/X;<0.1,F = 1;

For1/%: > 0.1, F = 2350.213+1/ X, )*"*® (Eq. 28)

h., can then be found by multiplying the liquid hegnisfer coefficienth, by the enhancement
factorF.

b) Nucleate boiling

Chen method for obtaining,, is based on the analysis of Forster and ZubereieChen found it
necessary to introduce a nucleate boiling suppredsictorS in order to account for diminished
contribution of nucleate boiling at higher vaporactions.

Thus hyp, is given by Eq. 4 and the suppression fa@as dependent on the two-phase flow
Reynolds number according to the following equation

1
S= 117
1+25300° (ReLEIF 125)

The wall temperature is assumed at first to cateuda initialhnp,, then later checked. A reiterative
process is used until the assumed wall superhea¢sgvith the final value.

(Eq. 29)

5.4.2 The Shah model

The other class of correlation for mixed nucleatm convection boiling uses the Boiling number
that was first introduced by Davidson in 1943 ifirst attempt to relate the effects of heat fluxian
mass velocity in the flow boiling process:
_ 9
Bo=—— Eq. 30
oo (Eq. 30)
whereq is the heat fluxG is the mass flux of the fluid ands the latent heat of vaporization.

This dimensionless ratio may be interpreted as asore of the nucleate boiling contribution: as
heat flux increases, nucleation is increased, ands ghe nucleate heat transfer coefficiérs;
increased mass velocity results in higher convectiwefficienthg, lower wall temperature, and
hence decreased activation of nucleation cavities.

In 1976 Shah proposed a correlation to calculage ibat transfer coefficient of boiling flow
through pipes based on the following dimensionpgsameters:

a) Froude numberKr_):

GZ
pegd
determines whether stratification effects are ingoaror not.
A Froude number greater than 0.04 signifies thitifitation effects are negligible and inertial

forces are dominant compared with gravitationatdésr For low Froude numbers the Shah method
is recommended because it allows for effects afifitation that occurs in horizontal tubes.

Fr, = (Eq. 31)
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b) Convection number<p e N):

Co= [1‘7’(} O'S(Z—fj : (Eq. 32)

N = 038Co(Fr_ )™ with a horizontal tube arfér, < 0.04
N =Co with a vertical tube or horizontal tube widn_ > 0.04

c¢) Boiling number Bo):

_ 9
Bo= Eq. 33
OGDI (Ea. 33)

determines the enhancement due to nucleate bobibgiling number less thah9x10™ signifies
that there is no enhancement due to nucleation.

Shah identified the chart correlation in which teegions are defined:

1) a nucleate boiling region, Co > 1.0, where heatsfer is determined by the boiling number
only;

2) a region of convection boiling, Co < 1.0 wheteleation bubbles are completely suppressed.

For the purpose of simplifying the use of the Chamtrelation, Shah’s method was traduced in
equation form. The flow boiling heat transfer cagéint on the tube perimeter is the greater of the
convective and nucleate boiling component:

hy, = 18N "%h, (Eq. 34)
h,, =230B0°°h, when N>1 and Bo > 0.00003 (Eq. 35)
hy, = 1+46B0° ), when N>1 and Bo < 0.00003 (Eq. 36)
hy, = CB0 exp274N 1), when 0.1<N<1 (Eq. 37)
hy, = CB0 exp274N "% )h, when N<0.1 (Eq. 38)

whereC = 14.7 wherBo > 0.0011C = 15.43 wherBo < 0.0011 andh, is given by Eq. 25.

Shah'’s correlation is applicable for a wide ran§eenluced pressures (between 0.004 and 0.89).
Shah’s method is applicable for saturated boilingide pipes of all Newtonian fluid@xcept
metallic fluids). A comparative study of Shah’s mdations to data points for 11 refrigerants
revealed a mean deviation of £14%.

5.4.3 Gungor and Winterton correlation

A correlation was proposed by Gungor and Wintett#86) that applies to tubes and annuli for
both vertical and horizontal flow and that extemdssubcooled as well as saturated boiling. The
data points taken from the literature consistedthaf experimentally measured values of heat
transfer coefficient and wall temperature as a tioncof pressure (or saturation temperature), mass
flux, heat flux and quality. For subcooled boilittge bulk temperature (or subcooling) is recorded
in place of the quality.
The basic form of the correlation used is:

hy, =Eh_+Sh,, (Eq. 39)

h, has been given by the Dittus-Boelter equatiorifprid only flowing in the duct:
h, =0.023Re® Prf"‘% (Eq. 40)

In two-phase flow the heat transfer is increasedrmgnhancement factBrwell above the level for
a single-phase liquid flow. This effect dependstloa qualityx and on the vapor to liquid density
ratio pc/ o (that is on the Martinelli paramet&y) as in the previous correlations. According to the
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authors also the generation of vapor in the boipnacess, that results in significant disturbanice o
the boundary layer, improves the heat transfer.irAedsionless measure of how important this

effect may be is given by the boiling numbﬁo:%. Consequentlye = f(X,,Bo) and was

calculated from experimental data. The expressiand for E is:

086
E =1+ 24000B0™° + 137(%} (Eq. 41)

tt
A number of literature expressions fbg, were investigated, the best being that proposed by
Cooper, here recalled:

067
o =55E€%} PO12(-log,o P ) %M 05 (Eq. 12)

The suppression fact@takes account of the fact that the boundary layesuperheated liquid in
which the vapor bubble grows is thinner in forcedwection. The expressions found for S is:
1
S= Eq. 42
1+ 11500 °E*Re/*’ (Ea. 42)
If the tube is horizontal and the Froude numbédess than 0.05 thelda andS should be multiplied
respectively by:

E, = Fr(012F) (Eq. 43)
S, =VFr (Eq. 44)

As the equations stand it is assumed that the fheatq is known. If T,, (wall temperature) is
known then, as with many other correlations, a eegf iteration is required.

For saturated boiling this correlation is similaraccuracy to the Shah correlation (but requires
slightly fewer equations). For subcooled boilingsithearly as good as the best of the correlations
developed specifically for this boiling regime.

5.4.4 Kandlikar correlation

Collier presented the flow boiling map (1981) dépig the basic relationship between the heat
transfer coefficient and the quality with the h#ak as a parameter. Collier's map (Figure 4) was
plotted for a single value of mass flux and wasEjmeto water at low pressures.
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Figure 4. Collier’s flow boiling map.

The objective of Kandlikar's work (1991) was to dep a flow boiling map to represent the heat
transfer coefficient as a function of three majargmeters: quality, heat flux and mass flux. The
entire range from the onset of nucleate boilinghie subcooled region up to a quality of 0.8 in the
saturated boiling region is covered. The locatiboridical heat flux is not shown on the map. The
final flow boiling map is shown in Figure 5.
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Figure 5. Kandlikar’s flow boiling map.
The quantitative representation given in the séddraegion may be directly applied to practical

situations. In the subcooled region only a qualieatepresentation is provided since specific fluid
properties are needed in various equations foraaled boiling.
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In order to represent a number of different fluida the same map it is essential to
nondimensionalize the heat transfer coefficiént/h. whereho is the single-phase heat transfer
coefficient with total flow as liquid.

The Petukhov-Popov (1963) and Gnielinski (1976)alations forh o are better able to account for
the Prandtl number effect for different fluids ccemgd to the Dittus-Boelter correlation.

Only the saturated boiling region is here considefehe Kandlikar correlation is given by the
maximum of(hrp/ho)nep and (hrp/ho)cep Where the subscriptéBD andCBD refer to the nucleate
boiling dominant and convective boiling dominargioms given by:

a) Nucleate boiling dominanNBD) region:

01
(h] = o.ees{ﬂ] x%18(1- x)%* £, (Fr,_)+10580 Bo®'F, (1-x)*® (Eq. 45)
NBD

hLO G
Nucleateerm

Convectivéerm

b) Convective boiling dominan€CBD) region:

045
(EJ = 1.136c{ﬂ] x%72(1-x)°® £, (Fr,) +667.2 Bo® F (1-x)% (Eg. 46)
CBD

hLO G

Nucleateerm

Convectiveéerm
where:
f,(Fr_)=(25Fr,)* for Fr_ < 0.04 for horizontal tubes;
f,(Fr_)=1 for Fr_ > 0.04 for horizontal tubes and for vertical tubes
In the region x<0.02p values corresponding to x = 0.02 are employeds &Hjustment is needed
due to the form of the correlation.
Fq is a fluid dependent parameter set equal to IrOveter. Kandlikar obtaine#; values for
refrigerants R-11, R-12, R-22, R-113, R-114 andbRalthat are listed in Table 1.

Fluid Fs
Water 1.00
R-11 1.30
R-12 1.50
R-13B1 1.31
R-22 2.20
R-113 1.30
R-114 1.24
R-152a 1.10

Table 1. Fluid-dependent paramdtgrin the Kandlikar correlation.

To represent the equation on the flow boiling maee parameters are needpdjos, Bo, andFy.
A modified boiling numbeBo* is introduced to include the effect®b andF;. Bo* is defined by:

Bo = BoF; /% (Eq. 47)
The variation ohyp/h o with x is plotted in the flow boiling map for three vaduef o /0s and two

values ofBo covering the ranges of parameters commonly emglayehe refrigeration, power
and process industries.

a) Nucleate Boiling DominantNBD) Region

The nucleate boiling dominant region exists at lowadues ofx in the saturated boiling region in
Figure 5. HerdBo is seen as the major influencing parameteB@sincreases the contribution due
to nucleate boiling increases and consequémtii o increases.

The trend irhrp/ho versusk is also influenced by the magnitudeBxf . At higher values oBo the
convective contribution is small compared to theleate boiling component. Ag/pos decreases,
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the convective contribution becomes less signitieard the range of the nucleate boiling dominant
region is extended to higher values»>ofind the decreasinigrp/h o with x associated with the
nucleate boiling component is clearly seen.

At lower values oBo the contribution due to the nucleate boiling comant is not very large and
the hrp/ho versusx trend is influenced by the increasing trend of #envective boiling
contribution withx.

The density ratiop /o affects only the convective component. At highuesl of Bo the
contribution due to the convective component is sighificant whereas al loBo the effect of
varying the density ratio from 1000 to 10 can leadly seen.

b) Convective Boiling DominantQBD) Region

In this region the trend difrp/h o with x is strongly influenced by the trend of the conixexboiling
component which depends g fpc)’*°. For a giverx , a higher value ot/ results in a larger
vapor volume and a higher velocity of the two-phasgture. The result is similar to an apparent
increase irG in a single-phase flow causing the convective rdoution to increase with the density
ratio. Asx increases, the convective contribution increaaed, with a higher density ratlep/h.o
increases rapidly witk as can be clearly seen for lower valueBoft

The correlations proposed by Shah, Gungor and Wamend Kandlikar are compared in Figures 6
and 7 for in-tube flow of R134a, a good workingidlun binary power plants for low temperature
applications. Figure 6 shows the variation of teathransfer coefficient with the quality whereas
Figure 7 shows the increase of the heat transtfficient with the mass flow rate.
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Figure 6. Local evaporation heat transfer coeffitsgor in-tube flow of R134a.
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Figure 7. Average evaporation heat transfer caefits for in-tube flow of R134a.

5.4.5 The asymptotic model used by Steiner and Taborek

Kutateladze proposed in the early ‘60 a power ggdition model for the two boiling components
usingn=2:

n n \/n
Ay = ((a'nb) +(ag) )L (Eq. 48)
This model is best termed “asymptotic”, as the eadia,, = (g, x,..) approaches the larger of

the two components. This assures a smooth tramsasothe boiling mechanism changes from
nucleate to convective dominated with increasingThis model has the advantage that the two

boiling components are independent of each otheir tnteraction being governed by the above

equation. Equation 45 is general witkn<« , n = 1 representing the additive model (Chen) and

n - o is the case of larger of the two.

Steiner and Taborek (1992) used this asymptotichotetind placed main emphasis on a sound

mechanistic model which would respect all the distiabd principles of pool and convective boiling

and the fundamental characteristics of flow boiling

= For heat fluxes below the onset of nucleate bojlorgy convective flow boiling is present and
the coefficient is largely independent of heat faver a wide range of mass velocity and vapor
fraction;

= In fully developed nucleate boiling, the flow baij coefficient is virtually independent of mass
velocity and vapor fraction, both being measurethefeffective flow velocity.

The interaction between nucleate and convectivinigoas a function of vapor fractionis shown

in Figure 8 with reference to ethanol at saturataulditions for a wide range of heat fluxes and two
mass velocities. The single-phase liquid coefficlaefore the onset of nucleate boiling is shown in
the Figures for comparison, demonstrating the raisiel of the heat transfer coefficient with the
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start of nucleation. At low heat fluxes, convectiveiling is a significant component and with
increasingx values rapidly becomes the dominant componenint&tmediate and high heat fluxes
the heat transfer coefficient markedly increasestduthe nucleate boiling contribution.
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Figure 8. Flow boiling heat transfer coefficientaaiinction
of vapor fraction at two mass velocities.

Figure 9 shows the schematic model of the flowibgiprocess derived by the authors:

= RegionA-B

Approaching poinf, the liquid is subcooled and single-phase convedieat transfer takes place
at a rate oty o (liquid only). If in the regiomA-B the heat flux (wall superheat) reaches a minimum
value, subcooled nucleate boiling takes place dmel heat transfer coefficient increases
substantially. The bubbles collapse in the coréhefstream, which had not yet reached saturation
temperature.

= RegionB-D

The saturation temperature is reached at @and the rapidly increased velocity of the two-ghas
flow mixture results in a corresponding increasehef heat transfer coefficient. In most industrial
cases conditions for the onset of nucleate boilmg satisfied at poinB and nucleate and
convective boiling coefficients are superimposedpading to their relative magnitudes.

The full lines in Figure 9 represent the asymptaddition of the nucleate and convective
components. With increasing vapor fraction, thevflegime progresses from bubbly to churn flow
(pointD).

= RegionD-E-F-G

At still higher vapor fractiorx, the flow becomes annulab4E), with a thin layer on the tube wall
and eventually with mist particles entrained in skrieam corel-F).

With further increase of vapor fractiomand hence flow velocity, the liquid annular fillmnmot be
sustained and the “dryout” poift is reached ak-critical. At this point the remaining liquid is
sheared off the wall and keeps flowing as “misttha tube core.

108



The heat transfer coefficient decreases drastieallthe dry wall condition is reached and the tube
wall temperature raises accordingly if the waléated with constant heat flux.

Beyond the dryout point, regidaG, the complete evaporation of the droplets in tlh& wccurs at
low heat transfer rates and may persist over sotistatube length. Finally, at poin®, the

evaporation is completed with= 1, and the coefficient drops to the valug based on gas only
conditions.
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Figure 9. Schematic representation of the verfloal boiling process.

Steiner and Taborek (1992) used the asymptotic hasdemingy = 3 . The local flow boiling heat
transfer coefficient is given by the following edjoa:

Ay = ((anbf )3 + (a'cb)s)ll3 (Eq. 49)

ag = ((anb,anbf )3 + (aLOFtp )3)1/3 (Eq. 50)
where:
a. - Nucleate pool boiling coefficient, based on nalimed conditions of heat flux and reduced
pressure. The coefficient can originate from argdpmtive method or data.
F.: - correction factor which compensates for diffexss between pool and flow condition. The

parameters include pressure, heat flux, tube dexmahd surface roughness, and a residual
correction expressed as a function of moleculaghtei
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a,

» . local convective heat transfer coefficient, lathea the total (liquid plus vapor) mass velocity

assumed as liquid (LO).
Fyp : two-phase flow multiplier accounting for enhantent of the coefficient in the liquid-vapor
mixture. It is a function of the vapor fractiarand ratio of liquid/vapor densities.

Fyp was derived as a function of the vapor fractkoand thep,/pg ratio (instead of using the
Martinelli parameter). Fox < x. (usuallyx, < 0.5) the correlation is given by the following

equation:
11

035
Fp = [(1— x)" + 1.9x°'6(%J ] (Eqg. 51)
G

The curves exhibit a steep slope al very low x @s)ucorresponding to data, and correctly
converge td~p — 1 asx — 0, which is not the case in many literature meshod

The coefficient a,,, is supplied at normalized values (subscript “of) tbe parameters

involved:
- reduced pressures, , = 0.1;

- wall roughnessR,_, =1 m;
- heat fluxq =20 kw/m? (for hydrocarbons, refrigerant and organics).
For determination otr,,, any predictive method can be used and the proesdigveloped by

Gorenflo are recommended.
Table 2 shows precalculated valuesagf, for some fluids:

Fluid Formula Ao [WIM?K]
Propane GHs 4000
n-Butane GH1o 3300
n-Pentane EH1o 3070
Isopentane §H1o 2940
R134a QH2F4 3500
R227 GHF 3800

Table 2. Nucleate flow boiling heat transfer cagéfnts at normalized conditions.

The correction factoF,, is:

g nf (pr) q -04 R, 0133
Fnbf:pr[q_oJ (d—OJ (RM] F(M) (Eq. 52)

Special attention was paid to the possible effettsiass velocityrn and vapor fractiorx on
flow nucleate boiling. Extensive data show no dffaceither parameter within wide ranges of
heat flux and reduced pressure. Thus in vertica fihucleate boiling f(m,x)=1. These
observations also pose some question as to thdityatif the nucleate boiling suppression
factor.

The pressure correction factor is (fpr< 0.95):

For =2.816p°>% +(3.4+ 17 jpr” (Eq. 53)

7
r

In the literature the exponent ofp in nucleate boiling is usually expressed as a teoms
between about 0.67 and 0.8. However it is docundebjeexperimental data that the slope of
the data plotted as versusq decreases with pressure. The expressions deniged a

nf(pr) = 0.8- 0.1exp(.75p,) for all fluids except cryogenics (Eq. 54)
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nf (pr) = 0.7- 013exp@.105p,) for cryogenics (Eq. 55)

From experimental data: decrease of heat transgdficient with increasing tube diameter.
The diametral correction facté{d) based on reference diametg= 0.01 m is:

-04

F(d)= [iJ (Eq. 56)
dO
Test in flow boiling with different surface rougtsseindicate that the correction factor is:
0.133
_| Ra

F(R)= (Eq. 57)

(~)=[ ]

However, because of unknown effects of fouling tayer possible corrosiork(R,) = 1 is
suggested as a safe value for industrial designs.

Final evaluation of the correlation showed a traiderror that appeared as a function of
molecular weightM. The effect of molecular weight is not surprisiag M influences most
properties included in boiling correlations. Foistreason a blanket correction factor F(M) had
to be introduced (F(M¥ 2.5):

F(M)=0.377+0.199In(M) + 2.8427M" (Eq. 58)

The nucleate boiling term can be used only if thal wuperheat or the heat flux is above a

minimum value required for onset of nucleate bgilifhe following equation was recommended
by Steiner and Taborek:

Gons = 20T\ 0

rcrIOGAhv

where Tsy is the saturation temperature in K and the cliticadius r, = 03x10°m is

recommended. The method is restricted to satuisitegle-component boiling on the tube side in
vertical upflow. The development of the method Wwased on about 13000 data points on inorganic
and organic fluids covering a range of reducedsuness from 0.001 to 0.95 amd/ o from 3.5 to
5000.

Using this procedure an incremental calculationlmaperformed at different vapor fractionsAs

the vapor fraction increases, the convective lraasfer coefficient increases, whereas the nucleate
flow boiling coefficient remains constant if a ctenrst heat flux is assumed.

Summarizing, the authors used a method based oragimptotic model and improved the
prediction of the nucleate boiling coefficient. Theethod produces consistent responses for wide
range of operating conditions of heat flux, preesamd mass velocity. While a fair agreement has
been reached about the convective component, asteatsdifficulty remains with the nucleate
boiling component. This method uses a modificatddrthe nucleate pool boiling coefficient by
several factors.

(Eq. 59)

Figure 10 compares the present, Chen and GungateYitn methods with reference to data on
ethanol. Also considering data on R12 andzNiHbetter prediction is found using the Steiner and
Taborek method.

In Figure 10 the Mean deviation (SRE) is:

_ 18 |(acal — gy )xloq
SRE—F; " P ‘ (Eq. 60)

exp

whereas the Average deviation (ORE) is:

ORE:ii (acal _aexp)xloo (Eq 61)
n a

1 exp
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Figure 10. The Steiner and Taborek method (presetitod) is more
accurate than methods of Chen and of Gungor andevttm.
5.5 Critical evaluation of flow boiling methods
= Chen (1963, 1966) based his method on the simpdficient-additive model. He clearly

separated the convective and the nucleate compoaeatrrect treatment according to Steiner
and Taborek. However this simple additive modelinesgl suppression of the nucleate boiling
component introduced as the facr

ay =a Fy(f (X)) +anS(tRe,) (Eq. 62)
While Chen'’s justification oE by a postulated theory appeared plausible, later iddicate that
it must be questioned. The valuesSoivere derived from very few data available at tivae.

Calculating first the convective componemny, the nucleate boiling suppression factor can be
derived from the measured valueaf and the pool boiling contributios,, as:
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S= A ~Agp
anb

Recalculation of the data from Chen’s data basa&shbat effects oty and m were not taken

into consideration. No evidence of a suppressioctofacan be seen by inspection of

experimental data. Thus the nucleate boiling siggime hypothesis must be questioned or

revised.

In addition the Forster-Zuber equation used by Gbemr,, is now obsolete.

Nevertheless the pool boiling process undergoeesdrange by the flow effects as attested to

by consistent need for correctionsdg.

(Eq. 63)

The Shah method (1976, 1982) is based on a simnmpfghigal model, essentially a plot of the
ratio ar/ai. (local values) over a convection numi@m, with the boiling number in parameter.
The Co number is merely a modified Martinell; factor, representing the convective
enhancement, while the nucleate pool boiling isesgnted solely by the Bo number.
At large Co numbers (lowx) the nucleateBo-based solutions are accepted, while at o
(high x), the convective model is valid. In essence thisilates the asymptotic model with-n
00,

aq =a, f(Bo) ora, f(Co) (Eq. 64)
Both the convective and nucleate terms &fe, ), contrary to analysis, causing incorrect effect

of x in the nucleate-dominated region. The use of Bbenumber to represent the complex
nucleate boiling processes is only a useful singalifon, however it cannot replace the
sophistication of newer pool boiling methods.

Gungor and Winterton’s method (1986) is a modifaabf the Chen method defined as:
g, = a E(f(Bo, X ) +a,,S(f (E,Re,)) (Eq. 65)

The ap term is calculated by the Cooper correlation. €hbancement factd now includes
theBo number and the suppression facas a function of thé factor itself.

This complex combination of parameters was arrigechot as a mechanistic model, but by
repeated regression analysis. This violation of ynamnciples of boiling processes was later
noted by Winterton himself.

The method was later superseded by a completdirelift formulation by the same authors in
1987:

Qg = aL[1+ 3000B0%° + f(x,%ﬁ (Eq. 66)
G

The ease of calculation was emphasized by the etapparently by replacing., by theBo

number). By multiplying both thB8o and the convective term wiilx, the effects of nucleate

boiling and two-phase flow convection are agaierimtixed.

In Liu and Winterton’s method (1988), the authoosrectly point out the deficiencies of the
previous methods and returned to the essence ofCtem method by abandoning tlae
multiplier and using the asymptotic model witkr 2:

/
ay = (Ea, F +(sa, ) (Eq. 67)
035
E=(1+ xPrL(ﬂ— B (Eq. 68)
Ps
s=(1+0055 Re? )" (Eq. 69)

113



The Cooper pool boiling method is used fgp. TheE andSfactors are still not a product of a
model but only a result of regression analysis, @i&lagain f (E). The use of the asymptotic

addition may help to predict better extreme ca8ssto the use of the suppression fac@dhe
same comments as above apply.

= In 1987 Kandlikar proposed a method that is an esijoa of the Shah model:
ag,=a, (Cl [Co“ +C, (Bo™ EFf) (Eq. 70)

This equation must be evaluated with a set of tdmstantsC; to C, for each, the convective and
the nucleate dominated regions, and the largeewaluy, is used.
The set of constant€; to C, was established using Kandlikar's own data bankwarer.
However, when tested on refrigerants dataBibhéerm was inadequately represented and a fluid
specific correction factdf; was added.
Critical evaluation of the method’s structure ygettie following:
In the purely convective dominated regiBo — 0, the equation contracts but asx0 the
convective term does not approagh = a,, as required by theory.

In the pool boiling dominated region the, value decreases with Such behaviour while

common for horizontal flow with partial dryout ismtrary to observations for vertical flow.

The effect of pressure on nucleate boiling is repnéed only by the heat of vaporization term
from theBo number (and if used in connection with, the physical properties group). This
effect of properties is too weak and this is comnorall Bo-number based methods and a
serious objection against their use for extremealitmms being too optimistic at low pressures.
The use off; factor improves the method’s accuracy but obliesats claim for generality.
Also the values oF; follow no logical pattern (ais(M, or similar)).

Finally one must question the reasons for makinghsticated additions to the Shah method,
which was intended for simplicity. The essentiahitations of theBo number will remain,
regardless of how many corrections are used.

5.6 New flow boiling methods based on flow pattern maps

Most of the flow boiling correlations for horizohthows are vertical tube methods with some

correction to try to account for flow stratificaticat low flow rates. In vertical upflow dryout in

annular flow tends to occur at vapor qualitieshie tange from 50-75% and hence few test data are

taken above this threshold; consequently thesécaettibe methods are not particularly suitable for

predicting local coefficients in horizontal tubebeve complete evaporation of the fluid has to be

modeled.

The major deficiencies identified on in-tube flowilng correlations are that the predicted

variations and peak in heat transfer coefficienswe vapor quality at a fixed mass velocity and

heat flux often provide a poor match to experimedtta; the rapid falloff in the heat transfer

coefficient at high vapor quality is not predictedll and most correlations do not go to the natural

limits of single-phase heat transfer at a vapotityuaf 100%.

Kattan et al. (1998) retained in the new modelftilewing positive aspects in the existing

methods:

= The asymptotic approach used successfully by Steiné Taborek (1992) for vertical upflow
boiling. No nucleate boiling suppression factoused since the asymptotic model already, by
itself, reduces the nucleate boiling contributientlae convective boiling contribution becomes
dominant, i.e., using a boiling suppression fawetould be redundant.

= The Cooper (1984) pool boiling correlation usedha correlations of Gungor and Winterton.
This correlation was shown to accurately predietribcleate boiling coefficient.
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The objective was to develop a physically based ehaglbeit empirical, that incorporates three
important features:
1) turbulent film flow heat transfer based on the iebfilm velocity;

2) flow pattern type;
3) partial wetting of the tube circumference by thamwating liquid.

Figure 11 shows the local heat transfer coefficadniR134a plotted versus vapor quality at fixed
mass velocity, heat flux and saturation temperatuitke the flow pattern boundaries depicted as
thick vertical lines. In the annulak flow regime the heat transfer coefficient risepidly as its
evaporating liquid film thins. In the intermittehflow regime the trend in heat transfer coefficient
versus vapor quality is an extension to that fonudar flow. At the transition to stratified-wavy
flow at the onset of partial dryout of the anndlbm, the heat transfer falls off very rapidly towds
the data point for the vapor phase heat transfefficeent at x = 1. Therefore it is very clear tlla¢
peak in heat transfer coefficient is determinedhgypoint of onset of partial dryout at the topitod
tube. The vapor quality at which the peak occurthis a function of fluid properties, local heat

flux and mass velocity.
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Figure 11. R134a heat transfer coefficient at @& By/(s- M) and a = 4.4°C (D=10.92 mm).
I: intermittent flow regime; A: annular flow regim8W: stratified-wavy flow regime.

As a first step in the heat transfer model of Kaffdaome-Favrat, flow regime transition curves are
calculated. After determination of the flow pattenap, the actual local flow regime is determined

for the specified combination afandG.

In the heat transfer model Kattan et al. (1998ktmto account the fact that in stratified, stiatif
wavy and annular flow with partial dryout, heatrensferred partially to the vapor phase on the dry
upper perimeter of the tube. Therefore they propdsealculate the heat transfer coefficient f@& th

wet and dry perimeter separately as:

gdryh\/ + (27-[_ Hdry )hwet
= Eq. 71
Mo o7 (Eq. 71)
wheredyy is the dry angleh, is the heat transfer coefficient for the dry pesier:
h, = 0.023Re’® Prvo-M—Dv (Eq. 72)

andhyetis the heat transfer coefficient for the wet petien calculated from the asymptotic model
with n =3 :
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1/3

e = (S, +h3) (Eq. 73)
The convective boiling heat transfer coefficibgtis calculated from the liquid film thicknegsas
follows:

h, = 0.0133Rey*° Pr>* %L (Eq. 74)

_ _ AQ-g) _ D(-é)
o= = =
R(27-6,,) Rl27-6,,) 2(27-6,,)
In the above equation the void fractiers calculated by using the Rouhani-Axelsson vaadtion
correlation and the dry angl, is calculated iteratively assuming tiét= Eac from:
A = 05R ((Zﬂ_ ‘9strat)_5in(2ﬂ_ Hstrat)) (Eq. 76)
The nucleate boiling heat transfer coefficientasedmined from the correlation of Cooper (Eq. 12).

The parameter that takes into account the existehdgferent flow patterns is the dry angle shown
in Figure 12:

(Eq. 75)

Vapor

Ligquid

Figure 12. Annular flow with partial dryout configation.

The dry angleBqyy defines the flow structure and the ratio of thbetyperimeter in contact with
liquid and vapor. In stratified flolq, equals the stratified anggya:and was calculated iteratively
by Kattan. For annular and intermittent flows where tube perimeter is continuously vdgt, = 0.

A more complicated approach is used to pregligtfor stratified wavy flows.

The correlation was compared with five differenisérg correlations, being particularly more
accurate for the flow regimes with partially wettetde walls compared to the earlier methods.

The model proposed by the authors is based onlambliquid film flow rather than on tubular
flow as in past correlations. In all previous ctatenshg, was based on the inside tube diameter
and multiplied by an empirical enhancement factsually related to the Martinelli number, an
approach that does not explicitly model the liqudiocity in two-phase flow and is thus
inconsistent with the use of the Dittus-Boelterretation. Instead in the present model the void
fraction is used to determine the thin liquid fililmickness and the vapor and liquid velocities
without the need of any additional physically meghess empirical enhancement factor.

The input values are the mass velocity, the saturdemperature, the heat flux, the vapor quality
and the fluid properties. The transition boundaunyves on the flow pattern map are determined
first, and then the flow pattern for the input citims is determined. After that, the dry an@ig is
calculated using the void fraction correlation. ®&nbe dry angle is known the heat transfer
coefficients for the wet wall and the dry wall adetermined using the void fraction and the
asymptotic model. Finally the two-phase flow heansfer coefficient§ is calculated proportional
to the liquid and vapor heat transfer coefficiadgpending on the dry angle.

The objective is to improve the heat transfer doefifit prediction at high vapor quality (from 85%
to 100%) where few data tend to be found in flowibg databanks. This zone is very important in
thermal design because the falloff in the heatsfiencoefficient in the partial dryout region has a
significant effect on the tube length of evaporator
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Kattan et al. (1998) used three criteria to anabiz@ compare the accuracy of different correlations
for horizontal flow boiling:
- the standard deviation:

(2] 22
== <= Eq. 77
o=i[Ser e (Eq. 77)
- the mean deviation:
o1
& =EZ|&| (Eq. 78)
i=1
- the average deviation:
1
==) & Eq. 79
3 n;a (Eq. 79)
where the relative error for each data point isulakted as:
(hcal - hexp
g =~ (Eq. 80)

exp
The mean deviation for all the existing correlasidasted for different fluids for all flow regimes
varies from 20.9 % to 26.7 %. The mean deviatiori3s3% for the present correlation. The
standard deviation for all the existing correlatiafaries from 25.7% to 42.6%, while for the present
correlation the standard deviation is 16.8%. Therage deviation is quite small for all correlations
i.e., the test data tend to be centered by theelational predictions and not skewed. The larger
standard standard deviations of the existing catiogls therefore represent poor modeling of:

i) the slope of the heat transfer coefficient as ation of the vapor quality;

i) the peak in the heat transfer coefficient;

iii) the fall-off in the heat transfer coefficient wiplrtial tube wetting after the peak;

iv) the adverse effects of flow stratification.
Intermittent and annular flow regime are predictedsonably well by all methods. The present
model based on turbulent film flow of the annulguld ring (rather than tubular flow) requires
only the void fraction to be calculated to moded #iffect of liquid velocity. In contrast the exigji
correlations do not model this process mechanlbtiaad utilize empirical factors but do not really
predict the effect of two-phase flow on liquid vely. In the stratified-wavy flow regime the
present model predicts the flow boiling data muetids compared to the existing correlations. The
new flow boiling model predicts the heat transfeefticients well at high vapor quality, while all
the other correlations tested have very large gmwomare incapable of modeling this data since they
do not recognize the onset of dryout. In this radioe heat transfer coefficient decreases rapidly
with increasing vapor quality and a small changeapor quality leads to a large variation in the
heat transfer coefficient.
Figure 13 shows a comparison of the new correlatiaime Gungor and Winterton (1986), Jung et
al.,, and Steiner correlations evaluated against Ri84a experimental data. Only the new
correlation predicts the sharp peak and dropothefheat transfer coefficient at high vapor quality
and high mass velocity.
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Figure 13. Comparison of the new correlation wittBRa experimental
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Figure 14 shows the influence of the heat flux amaks velocities on the R134a heat transfer
coefficient. As expected the influence of the Haat is more important at low vapor quality when

the pool boiling contribution is dominant. The sbay the curve of heat transfer coefficient versus
vapor quality is shown to change appropriately &snation of mass velocity, heat flux and flow

pattern similar to experimental data. In Figurethd predicted effect of the heat flux and mass
velocity on the location and magnitude of the peakeat transfer coefficient versus vapor quality
is also clearly shown. After the peak the fall wffthe heat transfer coefficient is sharper with a
higher slope at higher mass velocity.
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Figure 14. Influence of the heat flux on the présticheat transfer coefficient.

The flow pattern oriented model of Kattan-Thome+@a\(1998) was a major improvement over
previous methods for flow boiling heat transferdicéons however the heat transfer coefficients
predicted for stratified wavy flow were not as aata as for annular flow. The new flow pattern
map developed by Wojtan et al. (2005) was utilitedmprove the stratified-wavy heat transfer
model of Kattan et al (1998).
Based on the analysis of experimental resultsfidrdnt heat fluxes a nucleate boiling suppression
factor S has been proposed. It has been observed that dteodn of Kattan et al. (1998)
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overpredicts the heat transfer coefficient in thawdar flow regime with increasing heat flux. As
the deviation increases with increasing heat fluxan be concluded that the nucleate boiling
contribution is too high. Based on analysis of éxperimental data, it has been estimated that the
nucleate boiling heat transfer contribution caltedafrom the pool boiling correlation of Cooper
should be reduced by 20% to obtain good agreemaetht experimental values. This is not
surprising in view of the reduced thermal boundagger in flow boiling: bubble growth is inhibited
compared to nucleate pool boiling.

Moreover, the flow boiling heat transfer model adtian et al. covers neither dryout nor mist flow
heat transfer, so new prediction methods for tHese regimes are also developed. Figure 15
shows the rapid decrease of the heat transfericeeitf with increasing vapor quality that indicates
the inception of dryout. The end of this decreddeeat transfer coefficient marks the end of dryout
and the beginning of mist flow. At the inceptioniiadhe dryout occurs at the top of the horizontal
tube, where locally the heat transfer begins tbdgalthe annular film dries out. At the completion
quality dryout is complete around the tube perimeted the deterioration of the heat transfer ends.
The qualities at the respective points are dengfea@indxge. The distinction of these two points is
caused by the shift of the dryout position from tbp to the bottom around and along the tube
perimeter with increasing quality. As depicted igufe 16, dryout occurs at the top of the tubd firs
(cross section A—A), where the liquid film is tham and then progresses downward around the
perimeter (cross section B—B) until reaching th&dso (cross section C-C).

The process of dryout thus takes place over a rahgapor qualities and ends at the bottom of the
tube when the fully developed mist flow regimeaached. This regime betwerf andxge will be
called dryout. For the dryout region the heat tmnsoefficient can be calculated from the
following linear interpolating equation:

P =) =5 04) = s 0) (Eq. 81)

where h,(xy) is the two phase flow heat transfer coefficientuiated at the dryout inception

quality X5 and h,,(xs) IS the mist flow heat transfer coefficient caldath at the dryout
completion qualityge.

R-22, G=300kg/m?®s, Tsar=5 °C, D=13.84mm, q=57.5kWim* R-22, G=600kg/m’s, Tsat=5 °C, D=13.84mm, q=57.5kWim’
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Figure 15. Experimental heat transfer coefficidatR-22 atTs; = 5°C at two mass velocities:
(a) 300 kg/ms (c) 500 kg/rfs.
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5.7 Heat transfer under supercritical pressures

The special characteristic of fluids near the thmymamic critical point is that their
thermodynamic properties vary rapidly with temperatand pressure. A similar large variation in
the fluid properties exists at a certain fluid tergiure in the supercritical pressure region. The
fluid temperature at which the specific heat readtepeak value for a given pressure is known as a
pseudo-critical point. Figure 17 shows the thernysptal property variations according to the
temperatures for supercritical pressure water & B&a. All thermophysical properties undergo
significant changes near the pseudo-critical pagnshown in Figure 17.
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Figure 17. Thermophysical property variations viégmperatures for
supercritical pressure water at 25.0 MPa.

The specific heat rises sharply to a peak valuetlagal falls steeply. Density and dynamic viscosity
undergo a significant drop withinweery narrow temperature range in the vicinity o# fpseudo-
critical temperature. Other fluids such as &@d HFC-134a follow similar trends.

In general, as pressure is increased, the pseitt@ctemperature increase and the maximum
value of the specific heat decreases and the iargabf the other properties with temperature
become less severe. This strong dependence of ddgnamic properties on temperature and
pressure leads to different heat transfer reginserdang to a small change of fluid temperature.

At supercritical pressure, despite non-existencetaoigible phase change, the working fluid
undergoes a transition form liquid-like substancegas-like one without any of discontinuities
associated with two phases being present when It temperature rises up and passes the
pseudo-critical temperature.

Depending on the applied heat flux and the mass dluflow, the heat transfer regime can be
categorized into three types of enhanced, normdl deteriorated heat transfer at supercritical
pressure. In general, deviations from normal heetster have been found to occur when the wall
temperature is greater than the pseudo-criticapezature and the bulk fluid temperature is less
than the pseudo-critical temperature, i.,,> Tpc > Tp. This criterion indicates the condition of
large property variations occurring within the neall region.

Radial variations of the thermophysical propertiear the wall with the temperatures result in the
complexities of the heat transfer behavior at tngescritical pressure fluid. Therefore, a convetiv
heat transfer correlation for a constant propeltydfsuch as the well-known Dittus—Boelter
correlation is no longer applicable to the supéoai pressure fluid.
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Various correlations have been developed for tirenabheat transfer, based on the experimental
data of water, carbon dioxide, and the Freon. Mbghese correlations are expressed in the form of
a constant properties heat transfer correlatiortiplield by the ratios of properties between thekbul
fluid temperature and the wall temperature.

Kang and Chang (2009) performed experiments inriécaétube using the Freon R134a as working
fluid medium to provide a reliable heat transfertatbase and investigate the heat transfer
characteristics during both the steady state amgtbssure transient conditions.

The steady-state heat transfer experiments weferperd with various heat and mass fluxes at a
fixed pressure. The mass flux was in the range é&t600 and 2000 kgfrs and the maximum
heat flux was 160 kW/fn The selected pressures were 4.1, 4.3 and 4.5\ correspond to
1.01, 1.06 and 1.11 times the critical pressur#idal pressure of the Freon, HFC-134a is 4.059
MPa), respectively.

To develop the heat transfer correlation, heatsferrates from the inner wall of the test sectmn
the fluid should be evaluated from the measuredmpaters in the steady-state heat transfer
experiment. The local heat transfer coefficient bardefined as follows:

_ q

h (—)Tw,z T, (Eq. 82)
where T, is the wall temperature,,Tis the bulk temperature and z is a generic lonationg the
test section.
In the steady-state heat transfer experiments, mejperimental parameters are heat flux, mass
flux, inlet fluid temperature and inlet system @@®. Figure 18 shows the variation of the wall
temperatures and the heat transfer coefficientssigtne bulk fluid enthalpy with a parameter of
heat flux at the mass flux of 600 kd/s. The wall temperature is the temperature ainer wall
of the tube.
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Figure 18. Variation of wall temperature and heansfer coefficient for R134a:
P = 4300 kPa, G = 600 kgfns.
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The black solid line is the calculated bulk fluahtperature and the enthalpy at the pseudo-critical
temperature is denoted as a red dotted line in egute.

According to Figure 18, thermal behavior of theetih determined mainly by the applied heat flux
and the mass flux of fluid, which shows a genegaeament with findings of previous studies and
understandings. In case of a low heat flux, wathgerature profile is parallel to bulk fluid
temperature line, and the heat transfer coeffidas the maximum value at slightly lower than a
pseudo-critical enthalpy. The wall temperature, &esv, shows abrupt increase with increase of a
heat flux, which clearly indicates the occurrenéeheat transfer deterioration. As a heat flux is
increased, starting time for heat transfer detation has a tendency to be earlier.

Experimental data on forced convection of the stesdidte heat transfer are correlated in terms of
dimensionless parameters for the purpose of desilgulations.

Heat transfer correlations can be expressed infdhe of a constant properties heat transfer
correlation multiplied by the ratios of propertiestween the bulk fluid temperature and the wall
temperature. Among the various properties, speh#iat is the most influencing parameter in heat
transfer rate under the supercritical pressurerdier to take account of abrupt variation of specif
heat with temperatures, an integrated specific fgat and Prandtl numberP¢) are employed

assuming constant pressure as follows:

.
~_ 1 ( - (Hw_Hb)
R Tj codT ) (Eq. 83)

Pr = Ceko (Eq. 84)

b

The heat transfer correlation developed by theaastis:

Nu, = 0.0224Rel"*Pr®**2(p, /1 p, )**** (Eqg. 85)
where the subscriptsandw refer respectively to the bulk and wall conditions
The proposed heat transfer correlation was teggathst the experimental data of open literature
and the comparison showed that the heat transéffi@gent is plausibly applicable to the different
experimental conditions and different working flsiigt supercritical pressures.
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Conclusions

In flow boiling the nucleate and convective compuseare superimposed by a very complex
mechanism, which so far is not well understood. Titst correlation for flow boiling coefficient
was proposed as a simple addition of the nucleatecanvective coefficients and was used in
principle by Chen in the early 1960s. In the mi@Q® Shah proposed a method where the nucleate
boiling mechanism is dominant at low qualities védar at high qualities only the convective
mechanism is valid. The asymptotic model or powgretaddition model assures a smooth
transition as the boiling mechanism changes frocleatie to convective dominated. The method
proposed by Steiner and Taborek in the early 128@sl the asymptotic model and placed main
emphasis on a sound mechanistic model whereas wtbrods were only obtained by repeated
regression analysis violating many principles afibg processes.

The variation with quality of the heat transfer ffi@gent should be taken into account for a proper
design of the evaporators in Organic Rankine Cydlggh increasing vapor fraction, the flow
regime progresses from bubbly to annular flow wvatithin layer on the tube wall. With further
increase of vapor fraction and hence flow veloditg liquid annular film cannot be sustained and
the dryout point is reached. At this point the rammay liquid is sheared off the wall and keeps
flowing as mist in the tube core. The heat transtefficient decreases drastically as the dry wall
condition is reached and beyond the dryout poiatdbmplete evaporation of the droplets in the
mist occurs at low heat transfer rates and mayigterger substantial tube length.

The newest heat transfer models proposed by Katt@me-Favrat (1998 and 2005) take into
account the fact that in annular flow with partlyout heat is transferred partially to the vapor
phase on the dry upper perimeter of the tube. Ttvereéhey proposed to calculate the heat transfer
coefficient for the wet and dry perimeter sepayasel the flow boiling data at high vapor qualities
and in the dryout region are predicted much betierpared to the existing correlations.

At supercritical pressures the heat transfer mashams different and the correlations are more
similar to those applied for single-phase forcedvestion but take into account the marked
variation of the fluid properties with temperatuesar the pseudo-critical point.
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6. Economic Analysis of Binary Power Plants

In this section an economic analysis of the bir@mle power plants is performed. The techniques
commonly used to calculate the economics of chdmrogesses are described first. Then these are
applied to the economic evaluation of Organic RaalCycles.

The optimal thermodynamic solutions found in Chapte for isobutane and R134a are
economically evaluated using the “equipment modwsting technique”. This costing technique
relates all costs back to the purchased cost apewnt evaluated for some base conditions.

The results show that the levelized cost of eleityriLCOE) decreases, as expected, with the
increase of the geothermal fluid inlet temperattitee operation with isobutane is convenient in the
upper part of the temperature range considerethiBogeothermal fluid whereas in the lower part
the fluid R134a keeps both a thermodynamic anccanamic advantage.

6.1 Estimation of capital investment in industrial plants

An industrial plant design must present a prochas yields a profit. The net profit equals total
income minus all expenses. The capital neededpplgthe necessary plant facilities is called the
“fixed-capital investment”, while that required start up the plant and finance the first few months
of operation of the plant is called the “workingpital”. Typical values for the working capital are
between 15 and 20% of the fixed capital investm&he sum of the fixed-capital investment and
the working capital is known as the “total capitalestment”.

“Manufacturing fixed-capital investment” represettie capital necessary for the installed process
equipment with all auxiliaries that are neededdomplete process operation. “Nonmanufacturing
fixed-capital investment” includes the fixed capitequired for construction overhead and for all
plant components not directly related to the preagseration. These include the land, processing
buildings, administrative and other offices.

A check list of items covering a new facility isafisl in making a complete estimation of the fixed-
capital investment. Usually the primary reason tiagtital costs are underestimated stems from the
failure to include all of the equipment neededhe process. Capital must be allocated for direct
plant expenses as well as for indirect expenses.fdlfowing Table 1 shows the main cost items
and the typical percentages of fixed-capital investt values for chemical plants.

Component Range %
Direct costs
Purchased equipment 15-40
Purchased-equipment installation 6-14
Instrumentation and controls 2-8
Piping 3-20
Electrical equipment and materials 2-10
Buildings (including services) 3-18
Yard improvements 2-5
Service facilities 8-20
Land 1-2
Indirect costs
Engineering and supervision 4-21
Construction expense 4-16
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Contractor’s fee 2-6
Contingency 5-15
Table 1. Typical percentages of fixed-capital inment values for direct and indirect cost
segments.

= Types of capital cost estimates

An estimate of the capital investment for a proaesy vary from a predesign estimate based on
little information except the size of the propogedject to a detailed or firm estimate preparednifro
complete drawing and specifications. There are fimain categories of capital-investment
estimates:

a) “Order-of-magnitudeestimate” (or “ratio estimate”): based on simpaevious cost data; it relies
on cost information from previously built plantshi$ information is adjusted using appropriate
scaling factors for capacity.

b) “Studyestimate” (“factored estimate”): based on knowkedd major items of equipment; each
piece of equipment is roughly sized and the appmai® cost determined. The total cost of
equipment is then factored to give the estimatgitaacost.

c) “Preliminary estimate” (“budget authorization estimate”; “scasimate”): based on sufficient
data to permit the estimate to be budgeted (acgunhastimate within £20%). This estimate
requires more accurate sizing of equipment thand use the study estimate. In addition,
approximate layout of equipment is made along wvegimates of piping, instrumentation and
electrical requirements. Utilities are also estidat

d) “Definitive estimate” (“project control estimate”) based omast complete data but before
completion of drawings and specifications (accuradyestimate within +10 %). It requires
preliminary specifications for all the equipmernilities, instrumentation, electrical etc.

e) “Detailed estimate” (“contractor's estimate”) based on catgl engineering drawings,
specifications and site surveys (accuracy of esamathin +5 %). Vendor quotes will have been
obtained. The plant is ready to go to the consooctage.

The focus of many authors (e.g. Peters and Timmerthd991 and Turton et al., 2009) is on
predesign cost estimates (defined here as ordeaghitude, study and preliminary estimates) since
these are cheaper than detailed estimates andnekyremportant for determining if a proposed
project should be given further consideration amccampare alternative designs. The predesign
estimates may be used to provide a basis for réggesnd obtaining a capital appropriation from
company management. Later estimates may indicatdhhb project will cost more or less than the
amount appropriated. Management is then askedpmap a variance which may be positive or
negative.

= Costindexes

The “cost indexes” are used for updating availalgst data applicable at a past date to costs that
are representative of conditions at a later tirhthd cost at some time in the past is kno@y),(the
equivalent cost at the present tin@®)(can be determined by multiplying the original tcbg the
ratio of the “present index valuel,) to the “index value” applicable when the origialst was
obtained [3):

C,= cl['—Zj (Eq. 1)

Il
Many different types of cost indexes are publismegularly. Some of these can be used for
estimating equipment costs; others apply spedijici labor, construction, materials, or other
specialized fields. For use with process-equipmestimates and chemical-plant investment
estimates, the “Marshall and Swift equipment codekes” and the “Chemical Engineering” plant
cost indexes are recommended:
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a) The “Marshall and Swift” equipment cost indexes direded into two categories:
“all-industry” equipment index: arithmetic averagé individual indexes for many (tens)
different types of industrial, commercial and hogsequipment;
- “process-industry” equipment index: weighted averafeight of these.
They are based on an “index value” of 100 for tharyl926.
b) The “Chemical Engineering Plant Cost Index (CEPGY)a weighted average of machinery,
erection, buildings, engineering. It is based owmakie of 100 for the years 1957-1959. The
CEPCI is used by Turton et al. (2009) to accountrftation.

= Estimating equipment costs by scaling

It is often necessary to estimate the cost of egpad equipment when no cost data are available for
the particular size of operational capacity involv&ood results can be obtained by using the
“logarithmic relationship” (known as the “six-testfiactor rule”), if the new piece of equipment is
similar to one of another capacity for which costadare available.

According to this rule, if the cost of a given uaitone capacity is known, the cost of a similat un

with X times the capacity of the first is approximaté¥)®® times the cost of the initial unit.

c =c, (capacequi.p aj% (Eq. 2)
capacequipb

The preceding equation indicates that a “log-lag’pbdf capacity versus equipment cost for a given

type of equipment should be a straight line wiliape equal to 0.6. The application of the 0.6 rule

of thumb for most purchased equipment is an oveidication since the actual values of the “cost

capacity factor” vary from less than 0.2 to gredbem 1.0. Table 2 shows the exponents for some

equipment of binary cycle power plants.

The cost-capacity concept should not be used begdedfold range of capacity, and care must be

taken to make certain the two pieces of equipmentsanilar with regard to type of construction,

materials of constructions, temperature and presgperating range.

Equipment Size range Exponent
Heat exchanger, shell and tube, 100 - 400 ft 0.60
floating head
Pump, centrifugal, horizontal, 10" — 1¢ gpm * psi 0.33
cast steel (includes motor)
Fan, centrifugal 21D 7*10* ft3min 1.17

Table 2. Typical exponents for equipment cost apacity (from Peters and Timmerhaus).

This rule illustrates a concept referred to as“demnomy of scale”: the larger the equipment, the
lower the cost of equipment per unit of capacityisinecessary to have cost information on the
equipment at some “base case” in order to be abdietermine the cost of other similar equipment.
This base-case cost information may be obtainad xcurrent bid provided by a manufacturer for
the needed equipment or from company records oégmpaid for similar equipment.

6.2 Cost factors in capital investment

6.2.1 Direct costs

= Purchased equipment

The cost of purchased equipment is the basis adrabpredesign methods for estimating capital
investment. The most accurate method for determiprocess equipment costs is to obtain firm
bids from fabricators or suppliers or quick estiesamade by fabricators. Second best in reliability

128



are cost values from the file of past purchasersrtt&at must be corrected to the current cost index
Limited information has also been published in @asi journals. Peters and Timmerhaus (1991) and
Turton et al. (2009) provided costs for a large hamof different types and capacities of
equipment.

= Purchased-Equipment Installation

The installation of equipment involves costs forbdg foundations, supports, platforms,
construction expenses directly related to the emecf purchased equipment. Table 3 presents the
range of installation cost as a percentage of tliehased-equipment cost for components of binary
cycle power plants. Installation costs for equipiname estimated to vary from 25 to 55 % of the
purchased equipment cost. The installation labst isoalso a function of equipment size.

Type of equipment Installation cost %
Heat exchangers 30-60
Pumps 25-60

Table 3. Installation cost for equipment as a paiagge of the purchased equipment cost.

» Instrumentation and controls

This cost item includes instrument costs, instalfatabor costs, expenses for auxiliary equipment
and materials. Total instrumentation cost depemidghe amount of control required and may
amount to 6 to 30% of the purchased cost for aligent. Computers are commonly used with
controls.

= Piping

The cost for piping covers labor, valves, fittinggpe, supports, and other items involved in the
complete erection of all piping used in the proc&ace process-plant piping can run as high as
80% of purchased-equipment cost or 20% of fixedtahpnvestment an accurate estimate is
needed. Piping estimation methods involve eithenesaegree of piping “take-off” from detailed
drawings and flow sheets or using a “factor techeigwhen neither detailed drawings nor flow
sheets are available. Labor for installation isnested as approximately 40 to 50% of the total
installed cost of piping.

= Electrical Installations

The cost for electrical installations consists ity of installation labor and materials for power
and lighting. In chemical plants electrical-inssibns cost amounts to 10-15% of the value of all
purchased equipment. The electrical installatiomscgis of four major components: power wiring;
lighting; transformation and service; instrumend @ontrol wiring.

= Buildings Including Services

This cost consists of expenses for labor, mateaald supplies involved in the erection of all
buildings connected with the plant. Costs for plumgb heating, lighting, ventilation and similar
building services are included.

*= Yard Improvements

Costs for fencing, grading, roads, sidewalks, oadr sidings, landscaping and similar items. This
cost approximates 10 to 20 % of the purchased-ewgnp cost. This is equivalent to approx. 2 to 5
% of the fixed-capital investment.

= Service facilities

Utilities for supplying steam, water, power, congsed air, and fuel are part of the service faediti
of an industrial plant. These include waste dishdsa protection and miscellaneous service items

129



(shop, first aid and cafeteria equipment). Theltotest for service facilities in chemical plants
generally ranges from 30 to 80% of the purchaseudpetent cost.

= Land

The cost for land depends on the location of thep@ry. As a rough average land costs for
industrial plants amount to 4 to 8 % of the pureldagquipment cost or 1 to 2 % of the total capital
investment.

6.2.2 Indirect costs

= Engineering and Supervision

The costs for construction design and engineeridigfting, procuring, expediting, travel,
communications constitute the capital investmentefugineering and supervision. This cost, since
it cannot be directly charged to equipment, magriar labor is considered an indirect cost in
fixed-capital investment and is approximately 30#4he purchased equipment cost or 8% of the
total direct costs of the process plant.

= Construction Expense

It includes temporary construction and operatioonstruction tools and rentals, home office
personnel located at the construction site, coattru payroll, travel and living, taxes and

insurance. For ordinary chemical-process planttmstruction expenses average roughly 10% of
the total direct costs for the plant.

= Contractor’s Fee
It varies for different situations, but it can b&timated to be about 2 to 8 percent of the dir&itp
cost or 1.5 to 6 % of the fixed-capital investment.

= Contingencies

A contingency factor is usually included in an estie of capital investment 