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Identification of stakeholder needs and documentation of software requirements are the critical steps to
launch a software project. Natural language requirements serve as an agreement among the project
stakeholders and they must be transformed into easy-to-understand conceptual models to avoid commu-
nication problems. Although conceptual models are mostly created manually with human involvement
from the software team, it is seen in recent times that there is a significant increase in studies that auto-
matically generate conceptual models from software requirements. In this study, a Systematic Literature
Review (SLR) based on the search of forty-four primary studies (published between 1996 and 2020),
which automatically transform software requirements into conceptual models, is reported. These studies
are evaluated regarding their approaches, functionalities, dataset used, evaluation methods, generated
model types, and languages supported. Finally, several improvable points in the current approaches
are highlighted and suggestions are provided as further works.
� 2020 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Problem definition

Software requirements are the descriptions of the necessary
functions to be designed and developed in a given software system
[1]. If a requirement includes vague declarations, it cannot be
clearly comprehended by the stakeholders of a project, so commu-
nication problems may arise between customers and software
team [2]. These problems may also cause delays in the next phases
of Software Development Life Cycle (SDLC) and increase the cost of
a software project. Therefore, it is critical that these requirements
are needed to be transformed into easy to understand conceptual
models [3].

Generally, systems analysts manually design the conceptual
models of software systems after defining all user needs. They
make effort to extract entities with properties and relationships.
In recent years, existence of a significant increase in the number
of studies that automatically transform software requirements into
the conceptual models (e.g., [4–6] and so on). In this study, we sys-
tematically analyzed the technical aspects and limitations of the
automatic concept identification studies, following Systematic Lit-
erature Review (SLR) guidelines [7]. We evaluated the forty-four
selected studies considering the used methods, outputs, experi-
mented datasets, and evaluation methods. We specified the con-
straints and concerns in this domain regarding detailed
evaluation results. We also concluded the critical issues for design-
ing complete and consistent conceptual models.

1.1. Research questions

Specification of the research questions is the most important
phase in the SLR methodology, since research questions identify
the scope and the objective of a review study [8].

In our study, five research questions were determined to ana-
lyze and evaluate different approaches used in automatic concept
identification studies as follows:

� Research Question 1 (RQ1): What languages are analyzed to
transform software requirements into conceptual models?

� Research Question 2 (RQ2): What methods are used for trans-
forming requirements into a conceptual model?

� Research Question 3 (RQ3): What kind of conceptual models are
generated by the reviewed studies?

� Research Question 4 (RQ4): What are the details of the datasets
used in the reviewed studies?

� Research Question 5 (RQ5): What are the evaluation methods
used for accuracy assessment in the reviewed studies?

RQ1 investigates what languages (requirements written in) are
supported by the reviewed studies. RQ2 aims to identify the
approaches of the studies in the SLR. According to answers to this
question, proposed methods in the reviewed studies are observed.
RQ3 identifies the outputs of the studies. That is, types of extracted
conceptual models (UML diagrams, program code, etc.) by analyz-
ing requirements are determined. This question is divided into the
sub-questions as follows; What kinds of UML diagrams are created
in the studies, if they generate UML model? Is there any missing
design element in the generated conceptual model? For example,
is there any relationship between two classes uncovered? RQ4

investigates the datasets used in the reviewed studies. This ques-
tion is divided into the sub-questions as follows; Do reviewed
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studies have a comprehensive dataset that includes many require-
ments documents? How many requirements are included in
employed dataset? Are there any publicly available datasets pre-
sented by the researchers of the reviewed studies? RQ5 gives infor-
mation about evaluation methods in the studies. It investigates
whether MCDM techniques are performed and view of experts
are included in the evaluation phase.
1.2. Scope

This paper reports a review of approaches transforming soft-
ware requirements into conceptual models. In this section, we
refined the scope of the SLR by defining fundamental concepts of
the related domain such as requirement document and conceptual
model. A requirement document is defined in [9] as ‘‘a statement
that identifies a necessary attribute, capability, characteristic, or
quality of a system’’. There are many ways to document require-
ments. One common way is to use textual descriptions only. Other
ways to document requirements include use cases, formal specifi-
cations, user stories, and customized document templates. In our
study, we limited our scope to requirements documented using
textual descriptions and use cases.

A conceptual model is a description of what a system is required
to do functionally and aims to be less ambiguous than textual
requirements. This model can be represented in various forms,
such as UML diagrams, Entity Relationship Models (ERM), and
Business Models (BM). In a typical object-oriented software devel-
opment process, the analysis model is generally represented as a
UML model containing various diagrams. In our study, we limited
our scope to conceptual model in the form of UML diagrams.
1.3. Research motivation

Considering the researches involved, it is seen that most of the
existing concept identification approaches are designed to analyze
documents written in English (e.g., [10–12], and so on). Due to
upsurge of World Wide Web usage and intercultural communica-
tion through technology, multilingualism is revealed as a raising
issue in digital platforms [8]. Therefore, concept identification
studies must support to analyze software requirements in different
languages beside English. Moreover, existing studies do not pro-
vide a scalable solution for generating conceptual models. For
example, transformation process is commonly utilized to create
UML class or use-case diagrams as the conceptual model. However,
there are fourteen different types of UML diagrams for modeling
software designs. The other considerable concern is that existing
approaches are unable to extract some design elements like rela-
tionships between the classes. In addition to these, nearly all data-
sets in the current studies (except [5]), are either not accessible or
do not contain necessary number of requirements. Although there
are substantial amounts of studies conducted on concept identifi-
cation process, there is a lack of a large-scale benchmark dataset
to be used in similar researches.

In this study, we highlighted required aspects which are not
provided by the reviewed studies. We believe that this SLR will
help in developing more efficient and user-friendly models trans-
forming software requirements (written in multiple languages)
into different kind of conceptual models.



Fig. 1. Search strategy in the literature.
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1.4. Structure

The structure of this paper is organized as follows: Section 2
gives information about the research methodology and it explains
the study selection process in a detailed manner. Section 3 pre-
sents evaluation results of the reviewed studies regarding research
questions. Section 4 briefly describes threats to validity of research
findings. Section 5 concludes the paper and includes suggestions
for further studies.
2. Research methodology

SLR is a review that uses systematic approaches to identify,
determine, and evaluate relevant researches. It presents the analy-
sis of collected data from the current studies by addressing well-
defined research questions. Since SLR examines related studies in
a more detailed and systematic way, we developed a research
methodology in view of the SLR guidelines presented by Kitchen-
ham [7].

The general architecture and functional blocks of the systematic
review are shown in Fig. 1. First five research questions explained
in Section 1.1 are determined to build the framework of SLR. Sec-
ondly, a search strategy that includes paper selection procedures
(determining search terms based on research questions and creat-
ing search queries) is developed. In the study selection phase, we
used well-known digital databases (Science Direct, IEEE Explore,
ACM, and Springer) and Google Scholar academic search engine
to find high quality papers. The search process was completed on
the journal papers and the conference proceedings from 1996 to
2020. Then, the results of the search process were filtered based
on inclusion and exclusion criteria and the papers which do not
match these criteria are eliminated. Finally, four quality assess-
Table 1
Created search queries using search terms.

Search queries

(‘‘software requirements” OR requirements OR ‘‘user needs”) AND (analyze OR transf
(‘‘software requirements” OR requirements OR ‘‘user needs”) AND (analyze OR tra
‘‘sequence diagram” OR ‘‘activity diagram” OR ‘‘use-case diagrams” OR ‘‘object diagr
(generating OR extracting OR creating) AND (‘‘conceptual model” OR ‘‘UML diagra
Language Processing” OR NLP OR ‘‘rule-based model” OR ontology)
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ment (QA) criteria were determined and then the researches to
be evaluated under the SLR were obtained.

2.1. Keywords and query terms

In the search process step, first the keywords related to the
research topic are determined. To create search queries, the search
terms are specified and categorized based on research questions
using the PICOC (Population, Intervention, Comparison, Outcome,
Context) proposed by Brereton et al. [8].

Population are the criteria that specify the domain of transform-
ing requirements into conceptual model such as ‘‘requirements
transformation”, ‘‘requirements analysis”, and ‘‘generating concep-
tual model”. Intervention are the keywords that indicate
approaches used for transforming requirements into conceptual
model such as ‘‘Natural Language Processing” (or ‘‘NLP”) and
‘‘rule-based model”. Comparison are the keywords about the posi-
tion of the studies analyzing requirements without using auto-
matic concept identification methods. Outcome are the keywords
about generated conceptual models from the software require-
ments such as ‘‘UML diagrams”, ‘‘ontology model”, and ‘‘source
code”. Context are the keywords about context in concept identifi-
cation studies.

We did not use comparison criteria to formulate search strings.
We used context criteria as exclusion criteria to eliminate the irrel-
evant papers (explained in Section 2.2.). The search strings were
derived from specified search terms including population, inter-
vention and outcome as shown in Table 1. The search strings were
adjusted to advanced methods of source searching in each digital
library selected. For example while we created a search string as
(TITLE-ABS-KEY((‘‘software requirements” or ‘‘requirements” or
‘‘user needs”) AND (analyze OR transformation or generation)
AND (‘‘conceptual model” or ‘‘analysis model”) AND LIMIT-TO
(PUBYEAR,1996))) for ScienceDirect, we enter the string as
ormation OR generation) AND (‘‘conceptual model” OR ‘‘analysis model”)
nsformation OR generation) AND (‘‘UML diagrams” OR ‘‘class diagrams” OR
am” OR ‘‘source code” OR ‘‘program code” OR ‘‘validation model” OR ‘‘ER model‘‘)
ms” OR ‘‘source code” OR ‘‘program code” OR ‘‘ER diagram”) AND (‘‘Natural



Fig. 2. Number of included articles during the study selection process.

Fig. 3. Illustration of the data in Table 3.

Table 2
Number of articles after implementation of quality assessment criteria.

Platform Number of papers
Conference Paper Article

IEEE Xplore 9 3
ScienceDirect 2 8
Springer 5 3
Google Scholar 4 10
Total 20 24
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(‘‘software requirements” or ‘‘requirements” or ‘‘user needs”) AND
(analyze OR transformation or generation) AND (‘‘conceptual mod-
el” or ‘‘analysis model”) AND (year>=1996 AND year<=2020) for
same query.
Table 3
Example of common transformation rule.

Language Sentence

Turkish Her öğrenci kendine mahsus numaraya sahiptir.
(Each student has a unique ID.)
Nouns: öğrenci (student), numara (ID)

English Each student has a unique ID.
Nouns: student, ID.
2.2. Identification of selection criteria

Fig. 2 gives information about the number of included articles
during the study selection processes. By using our search queries,
a total of 2018 papers were determined as input for the selection
process. Selection of appropriate studies was completed by using
the specified inclusion and exclusion criteria. Accordingly, first,
2008 studies providing inclusion criteria were selected. Then,
1917 of the selected studies that include at least one of the exclu-
sion criteria were eliminated. Finally, 91 studies which are related
to our research scope were identified.

Inclusion criteria are listed as; studies in journals and confer-
ences in the field of computer science, software engineering, infor-
mation systems, and natural language processing were selected.
Journal articles and conference proceedings were filtered with
respect to publication dates between 1996 and 2020.

Exclusion criteria are listed as; patents, presentations, work-
shops papers, technical notes, informal papers, and tools not based
on scientific study were eliminated. Duplicate papers of same study
are neglected. Paper that does notmention conceptualmodel in title
and abstract content were not included in SLR content.
74
2.3. Performing and conducting the search

The quality assessment process is used for interpretation of
findings and determining the power of detailed investigations
[7]. After study selection process illustrated with Fig. 3, the quality
of each selected study was evaluated according to the four ques-
tions such as: Are the context of the study clearly presented? Are
the objectives of the study reasonably described? Are the applied
methods detailed explained? Is the output of study visualized by
a concept identification model?

All researchers in this SLR labeled the primary studies as
‘‘include’’, ‘‘exclude’’, or ‘‘uncertain’’ tags for each criterion. It was
decided on whether to include a study into the review considering
the number of tags. If the number of ‘‘include” tags was greater
than others, the study was determined to evaluate in the SLR
scope.

Initially, 2018 papers were extracted regarding the results of
search queries on digital databases and academic search engine.
Then, filtering was performed regarding inclusion and exclusion
criteria and so 91 papers are selected in this step. At the last step,
it was determined under specified quality assessment criteria
whether the selected studies are appropriate to be evaluated in this
work. Finally, forty-four papers were selected to be evaluated in
this study (see Table 2).
3. Analysis and results

3.1. RQ1 What languages are analyzed to transform software
requirements into conceptual models?

As the internet resources become more easily accessible, it is
necessary to design efficient approaches for information systems
across languages [13]. Providing a generic approach to multilin-
gualism in requirements analysis enables broad coverage and
accessibility.

According to review of literature, it is seen that most of the tools
analyze requirements in English since it is the one of the most
widely used languages in the world. Furthermore, simple morphol-



Fig. 4. General framework of approaches in the reviewed concept identification studies.
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ogy of English compared to other languages makes it easier to
obtain more accurate analysis results. There are a few studies sup-
porting other languages such as [5], [14], [15], and [16]. [5] per-
forms on Turkish requirements, [14] analyses Spanish
requirements and [15] works on requirements written in German.
[16] examines in software requirements written in Thai.

Considering the language limitations in the current studies, we
recommend creating a common ruleset which supports the analy-
sis of requirements written in any language to promote multilin-
gual practices. In our study, it is stated that some transformation
rules can be applied independently of language in concept identi-
fication studies. For example,

� Each noun in the document is a candidate for class and attribute
design elements in an object-oriented based conceptual model.

Assume that we applied this rule for a sentence written in both
Turkish and English as in Table 3.

As it can be seen from the example given in Table 3 and Fig. 3,
the same design elements can be extracted when a general rule is
applied to different translations of a clause. Consequently, the idea
of creating a ruleset for analyzing the textual requirements inde-
Fig. 5. An example of executing transformation rules.
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pendently of the language provides motivation for our future
works.
3.2. RQ2 what methods are used for transforming requirements into
conceptual model?

The approaches in the studies transforming requirements into
conceptual models are examined with this question. It is observed
that generally similar approaches are implemented in the concept
identification studies. These approaches consist of NLP analysis
models and rule-based model as illustrated in Fig. 4. Initially,
requirements are pre-processed with NLP analysis models to
obtain an intermediate data. Then, the intermediate data are given
as input to the rule-based transformation models, and finally con-
ceptual model is generated automatically. There are five NLP anal-
ysis models available to preprocess textual requirements: lexical
analysis, syntactic analysis, semantic analysis, discourse analysis,
and pragmatic analysis [17].

Lexical analysis identifies structure of words and phrases in
sentences. It includes many steps, such as tokenization, stem-
ming/lemmatization, part of speech (POS) tagging and so on. Tok-
enization facilitates extraction of information from text documents
by separating words, abbreviations, punctuations, and number
groups in the sentence. Stemming or lemmatization derives a base
form of a word by reducing all inflectional forms. POS tagging
enables identification of words in a sentence according to the lin-
guistic properties such as noun, verb, and adjective [18]. POS tags
are used for determining design elements of the conceptual model.
For instance, the verbs in requirement text are candidates for
methods in design model. Syntactic analysis determines whether
the structure of a sentence is correct according to the grammar.
Semantic analysis figures out the meaning of linguistic input. Dis-
course analysis is the process of specifying contextual information
in textual data. Pragmatic analysis facilitates normalization of tex-
tual data with detecting inconsistencies.

Rule-based models enable identification of classes, attributes,
methods, relationships, and other elements in design using struc-
tured data obtained with NLP analysis models. There are four types
of rule-based models used in the studies: standard transformation
model, enhanced transformation model, ontology-based transfor-
mation model and pattern-based transformation model. Standard
transformation model has many rules established from linguistic
patterns and grammatical structures [2]. For example, Fig. 5 illus-
trates a sentence which is processed using standard transformation



Table 4
Used methods and outputs of the reviewed studies (LexA: Lexical Analysis, SynA: Syntactic Analysis, SemA: Semantic Analysis, PrA: Pragmatic Analysis, DiscourseA: Discourse
Analysis, Enh: Enhanced, Ont: Ontology, Stan.: Standard, Pat.: Pattern).

Paper Requirements NLP Model Transformation Model Output

[2] Text (English) LexA, SynA, SemA Enh. rule-based Class
[4] Text (English) LexA Pat. rule-based Class
[5] Text (Turkish) LexA, SynA. Ont., Pat., Enh. rule-based Class
[6] Text (English) LexA, SynA, SemA Ont rule based Class
[10] Text (English) LexA, SynA Stan. rule-based Use-case
[11] Text (English) LexA, SynA Pat. rule-based Domain model
[12] Text (English) None Pat., Enh. rule-based Activity
[14] Use cases (Spanish) SynA, SemA Stan. rule-based Class
[15] Text (German) LexA Enh. rule-based Class, Use-case
[16] Text (Thai) LexA Stan. rule-based Class
[20] Text (English) LexA, SynA, SemA Stan. rule-based Object
[21] Text (English) LexA, SynA Stan. rule-based Class
[22] Text (English) None Pat. rule-based Class
[23] Text (English) None Pat. rule-based Object
[24] Use cases (English) None Pat. rule-based Class, Sequence, Java, C++, VB
[25] Text (English) SemA, DiscourseA Pat. rule-based Class, Sequence
[26] Text (English) LexA, SynA, SemA Ont. rule-based Class
[27] Use cases (English) LexA Enh. rule-based Class
[28] Text (English) LexA, SynA, SemA Enh. rule-based Activity
[29] Text (English) LexA, SemA Pat. rule-based Class, Sequence, Collaboration
[30] Text (English) LexA Enh. rule-based Class
[31] Text (English) LexA, SynA, SemA Ont., Pat. rule-based Class
[32] Text (English) LexA, SynA, SemA Enh. rule-based Class, Sequence, pseudo code
[33] Domain Ont. (English) LexA, SemA Ont. rule-based Class
[34] Use cases (English) SynA, SemA, DiscourseA Enh. rule-based Class
[35] Text (English) SemA Enh. rule-based Class
[36] Use cases (English) SynA Pat. rule-based Class
[37] Use cases (English) LexA, SemA Ont., Enh. rule-based Class
[38] Text (English) None Enh. rule-based Domain model, Use-case
[39] Text (English) LexA, SynA, SemA Enh. rule-based Object
[40] Text (English) LexA, SynA Enh. rule-based Class, Java, VB.
[41] Use cases (English) LexA Enh. rule-based Class
[42] Text (English) PrA Pat. rule-based Class, Java
[43] Text (English) LexA, SemA Enh. rule-based Class, Sequence, Java
[44] Text (English) LexA, SynA, SemA Ont. rule-based Class
[45] Text (English) LexA, SynA, SemA Pat. rule-based Class
[46] Text (English) LexA, SynA Ont. rule-based Class
[47] Text (English) LexA, SynA, SemA, PrA Stand. rule-based Class, Java
[48] Text (English) LexA, SemA Ont. rule-based Class, Activity
[49] Text (English) LexA, SynA Pat. rule-based Sequence, Activity
[50] Text (English) LexA, SemA Ont., Enh. rule-based Class
[51] Text (English) LexA Enh. rule-based Class, Java, C#
[52] Text (English) LexA, SynA Pat. rule-based Class
[53] Text (English) LexA, SynA Pat. rule-based Use-case
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rules. First the lexical analysis is applied to the sentence in the
rounded rectangle to obtain a list of intermediate data including
POS tags (nouns, adjectives, and verbs). Next, the list of intermedi-
ate data is processed by applying the transformation rules pre-
sented in Bozyiğit’s research [5]:

� Nouns in sentences are candidates for class and attribute
names.

� Verbs in the sentences are included by the pool of methods’
names.

� If verbs such as ‘‘have”, ‘‘include”, and ‘‘contain” exist in a sen-
tence, the first name is labeled as a class.

� If verbs such as ‘‘have”, ‘‘include”, and ‘‘contain” exist in a sen-
tence, all the names except the name of the class are the attri-
butes of that class.

As it can be seen, the rules in the first and second bullet points
above implies that ‘‘faculty” and ‘‘department” may be included
class and attribute rules. The third and last points make certain
of class (faculty) and attribute (department) in the generated
diagram.

Enhanced transformation model has a rule set that includes
specific rules which are not used in previous studies. For instance,
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one of these specific rules is ‘‘An adjective that qualifies a noun,
where the adjective cannot be classified combines with the noun
subject to generate compound words” [2]. This rule states whether
an adjective characterizes the underlying noun as an attribute or
not. Accordingly, an adjective qualifying a noun as quantity, shape,
size, color, etc. states an attribute. In case that it adds a meaning or
categorize the noun, it states a class. For example, the adjective in
the following statement, ‘‘exit door”, is tagged as class, since it
becomes a domain conceptual class. On the other hand, the adjec-
tive in the following statement, ‘‘grey door”, is tagged as attribute
(color). Ontology-based transformation model analyses the textual
requirements regarding the semantics of the application domain.
Pattern-based transformation model incorporates specific pattern
properties into a proposed model [19]. Although using this trans-
formation to extract specific design elements from the software
requirements can improve the accuracy of the proposed model,
building a set of linguistic patterns can be time consuming and
challenging task.

Table 4 gives information about the used methods of the studies
in the SLR. It is observed that out of total number of forty-four
studies, thirty-one benefit from lexical analysis which includes
common techniques in the NLP frame such as tokenization, stem-
ming, and POS tagging. Considering the answers of this question, it



Fig. 6. Distribution of the generated conceptual model.
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is seen that only twenty-one of total researches implement seman-
tic analysis. Since semantic analysis is one of the most critical NLP
tasks to extract meaning from the statements, researchers who do
not utilize this analysis might have skipped necessary design ele-
ments in generated models. In fact, semantic analysis of English
text is not difficult, since there is the lexical database, WordNet
[54], provides the short definitions for the words. However, deter-
mining semantics of the text may be difficult for the other lan-
guages such as agglutinative ones (Turkish, Finnish, Hungarian,
Korean, etc.), because there is no comprehensive dictionary (like
WordNet) available for those languages to be used in NLP studies.
Thus, we recommend language independent approaches such as
word embedding which is widely used to get semantics from tex-
tual data. We foresee that performing semantic analysis using
word embedding model will increase accuracy of generated mod-
els. Also, there are two research [25,34] that benefit from the dis-
course analysis.

Another factor that appears in the evaluation results is that
eighteen out of forty-four studies create a specific set of rules
and only ten studies design ontology model in their proposed
approach. However, designing a knowledge structure regarding
the needs of planned system is sometimes necessary to increase
the performance. Considering this, we examined the selected
papers within using ontology model and linguistic patterns. We
anticipate that creating specific ruleset including detailed linguis-
tic patterns will improve the semantic analysis phase in concept
identification studies.

3.3. RQ3 what kind of conceptual models can be generated by the
reviewed systems?

A conceptual model is an alternative to describe software
design elements. It provides guidelines for the proposed model
under operation. This model may be in various forms, such as
UML diagrams, Entity Relationship Models (ERM), and Business
Model (BM). UML including fourteen diagram types is the most
used conceptual model for specifying the structure and the behav-
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ior of software model. Therefore, we limit our scope to conceptual
model in the form of UML diagrams. Based on a detailed analysis of
reviewed studies, we observe that the conceptual models gener-
ated by the reviewed studies are generally in the form of a UML
class diagram. It is seen that twenty-eight out of forty-four studies
generate only class diagram (see Fig. 6) and seven studies
[15,24,25,29,32,38,43,48] generate other types of UML diagrams
beside class. Additionally, it is realized that of the studies generat-
ing UML diagrams, only seven of them [24,32,40,42,43,47,51] also
support code generation.

A complete analysis model should describe both the structural
and behavioral aspects of the planned software model. Structural
diagrams (e.g., class, object, component, deployment) represent
the static design elements such as class/objects, attributes, meth-
ods, and relationships. Behavioral diagrams (e.g., sequence, state
machine, activity) synthesize the design elements that conduct
the system’s dynamic concepts. As a result, partitioning a full
design view into separate diagrams makes the overall design easier
to understand and possess the integrity of the modules. According
to our view, future studies can extend their study to generate more
UML diagrams by using extracted design elements in the analysis
phase. To make it clear, we illustrated class and object diagrams
for the same software requirements (ATM model [55]) as seen in
Fig. 7. As it can be seen in the figure, nearly all design elements
in both class and object diagrams are the same.

The main objective of the studies that generate UML diagram is
to specify classes, attributes, methods, and relationships in object-
oriented design. When evaluating the studies generating UML dia-
grams, it is seen that all of them are successful in determining the
classes and their respective elements (attributes and methods).
However, the major point to be considered in UML diagrams is to
determine the relationships between classes (generalization,
aggregation, composition, association, etc.). When the related stud-
ies are examined, it is concluded that most of them have limita-
tions in the specification of relationship types. It is realized that
only twenty of the reviewed studies discover relationships
between the classes. In addition, only nine out of these twenty



Fig. 7. Class and Object diagrams for ATM problem statement [55].
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studies [5,6,23,25,27,30,38,43,44] detect many to many relation-
ship determinations. Table 5 gives information about the studies
that can determine relationships.

3.4. RQ4 What are the details of the datasets used in the reviewed
studies?

Dataset is the most important input to evaluate proposed
approaches in scientific works. Answers given to RQ4 demonstrate
that dataset of current studies have some limitations which are
explained as follows: 1) The experimental datasets in the current
studies include a few numbers of software requirements. 2) The
requirements in the datasets include simple and short sentences.

From the evaluation results, it is seen that the study having the
largest dataset is [11] and it includes fifty software requirements.
The other study having comprehensive dataset is [5]. The research-
ers in [5] present a dataset including twenty software require-
ments (both in Turkish and English). According to our point of
view, the experimental results will be more consistent and realistic
when performed on more data. Thus, the provided dataset should
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be extended with more software scenarios and gold annotations so
that it could be useful for further studies.

The other issue addressed in this SLR is that datasets in the
reviewed studies are not publicly shared. Across the forty-four pri-
mary studies, it is seen that two out of total ([5] and [11]) publicly
share used dataset. Public sharing of datasets provides researchers
working on the same domain opportunity to evaluate their pro-
posed approaches in a more objective manner. Consequently, we
hope that the results of our SLR contribute to the dataset sharing
initiatives.

3.5. RQ5 What are the evaluation methods used for accuracy
assessment in the reviewed studies?

The results of theRQ5 give anoverviewof the evaluationmethods
used in the papers selected.We categorized the evaluationmethods
utilized in the reviewed papers as case study and experimental
study. Twenty-one out of the total studies do not report any evalua-
tion results to illustrate the accuracy of their approaches. Sixteen of
the total studies validate their approach by performing case studies.



Table 5
Supported relationship types in generated models.

Paper Relationship type Many to Many

Abstraction Aggregation Association Composition Generalization Specialization

[2] no yes yes yes yes no no
[4] no yes no no yes yes no
[5] no yes yes yes yes yes yes
[6] no no yes no no no yes
[10] no no yes no no no no
[12] no no yes no yes yes no
[14] no yes yes yes no no no
[21] no yes yes no yes no no
[23] no no yes no yes no yes
[25] no no yes no yes no yes
[26] no no no no no yes no
[27] no yes no no yes no yes
[30] no yes yes no no no yes
[31] no no yes no yes no no
[39] no no yes no no no yes
[40] no yes yes no no no no
[41] no no yes no no no no
[42] no yes yes yes yes no yes
[43] no no yes no yes no yes
[44] no yes yes no no no no
[46] no yes yes no yes no no
[47] no no yes no no no no
[50] no no yes yes no no no
[51] no yes yes yes yes no no
[52] no yes yes yes yes no yes
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It is alsoworth noting that there are only five studies [5,16,47,48,52]
that conducted experimental studies tomeasure the effectiveness of
concept identification approach.
Table 6
Details of experimental studies in the reviewed works.

Paper Case Scenario E

P

[2] ATM problem statement [55] 9
[4] Immediate payment service [57] n
[5] Restaurant [5] 9
[6] No detailed information provided 8

(r
[10] ATM problem statement [55] 9

8
[11] User manual of customer relationship management (CRM) software

system of Roche Diagnostics GmbH company
n

[12] Login use case of Amazon web service n
[15] ATM problem statement [55] n
[16] Thirteen different case studies in a published object-oriented analysis and

design book
0
a

[23] Air traffic control system n
[27] Withdraw cash n
[30] Video rental store n
[32] An industrial case study n
[36] Voter tracking system n
[38] Invoicing order system n
[39] Elevator n
[41] Air traffic control system 8
[47] ATM problem statement [55] 1

Modal window n
Musical store n
Circe n

[48] Monitoring pressure n
Steam boiler n
ABC video rental n
WHOIS protocol n
Timbered house n

[50] Library system n
[51] ATM problem Statement [55] 1
[53] E-store project [53]

Inventory
Philips
MHCPMS

9
5
7
6
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When the studies in the SLR scope were examined, it is seen
that commonly used measurements such as precision, recall and
F-measure were used for the evaluation process. Precision is the
valuation Results

recision Recall F-
measure

1.67 91.67 91.67
o no no
2.00 91.00 91.00
7.20 (entities), 62.51
elationship)

84.46 (entities), 64.03
(relationship)

no

8.00 (actors), 87.00 (use case),
7.00 (relationship)

98.00 (actors), 85.00 (use case),
85.00 (relationship)

no

o no 92.00

o no no
o no 92.25
.85 (for classes) 0.77 (for
ttributes)

0.90 (for classes)
0.78 (for attributes)

no
no

o no no
o no no
o no no
o no no
o no no
o no no
o no no
2.00 58.00 no
00.00 93.00 no
o no no
o no no
o no no
o 45.83 no
o no no
o 62.17 no
o no no
o no no
o no no
00.00 93.50 93.00
0.00
0.00
3.00
7.00

88.00
71.00
70.00
50.00

no
no
no
no
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ratio of the number of the correctly selected design elements to the
number of all design elements in the conceptual model. Recall is
calculated by the ratio of number of the correctly selected design
elements to the number of expected correct elements. F-measure
is measured through harmonic mean of the precision and recall.
Using these measurements demonstrated whether a produced
model is a reasonable representation of the actual system or not.
However, the evaluation criteria (classes, attributes, methods, rela-
tionship type, etc.) are assumed to be equal in calculation of these
metrics and this assumption may cause errors in experiments
because priorities of these criteria vary depending on views of
users. Therefore, using objective evaluation criteria including
human judgements to measure completeness of the generated
model is an important issue that must be considered. In responses
to RQ5, [5] is the single study that uses Analytical Hierarchy Pro-
cess (AHP) [56] to involve evaluation criteria and experts’ opinions
into evaluation phase. Table 6 shows details of the evaluation
methods used in the reviewed studies.

As mentioned above, there are two necessary steps to evaluate
conceptual models in a more objective way; 1) determining criteria
which affects the system performance, 2) weighting of these crite-
ria. The weights/priorities of evaluation criteria can be determined
by using MCDM methods techniques (e.g., TOPSIS, PROMETHEE,
ELECTRE.) which are widely used in various decision-making prob-
lems. We foresee that MCDM methods based on expert opinions
provide more objective and consistent evaluation results in con-
cept identification studies.
4. Threats to validity

The validity assessment is an essential part of systematic review
studies. This section addresses the threats to validity that might
have affected the SLR scope using the classification of Wohlin
et al. [58].
4.1. Construct validity

Construct validity refers to operational measures for the con-
cepts being researched [58]. The threats in this category are related
to components of search process such as digital databases and
search queries. As the first step in this direction, we selected four
digital libraries (IEEEXplore, ACM, Science Direct, and Springer-
Link) and Google Scholar search engine which contain an extensive
set of publications in the Software Engineering discipline. The
search string is crucial to finding relevant primary studies, and if
it is not correctly formed, the review is likely to miss important
studies. To eliminate this threat, the search strings were created
using different combinations of terms extracted from papers con-
cerning Software Engineering, Requirement Engineering, and
design modeling techniques. We improve the search strings sev-
eral times to reach the maximum number of papers related to
the SLR. We also consider stems of search terms in the queries.
The first difficulty we encountered is that it is not possible to use
the same search strings (given in Section 2.2) for all digital data-
bases. For example, while ScienceDirect provides logical combina-
tion of search terms and allows the search string to be used exactly
as determined, Google Scholar presents few sorting options to cre-
ate a query. Thus, we practiced patterns for search terms and mod-
ify the search string to each digital library selected. This makes the
reproducibility of the automatic search for results possible. We
assigned the tasks to ensure that each research was checked by
three researchers independently to decrease the potential impact
of any bias. The conflicts on study selection processes were solved
in team meetings during the review process.
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4.2. Internal validity

Internal validity refers to operational measures for data extrac-
tion and synthesis. It provides to obtain valuable outcomes and
evidence to substantiate the claim.

In data extraction phase, one of the most critical threats is that
non-English papers might have prevented the necessary research
findings. Since we typed the search terms in English, the papers
written in other languages might have been skipped. The other
threat is publication bias. It is the problem that positive results
are more likely to be published than negative consequences [59].
We attempted to eliminate this problem by observing relevant
conference proceedings and well-regarded journals. We did not
include patents, technical reports, workshop papers, and thesis
into SLR scope. We tried to collect all the search results that are
representative of the research questions. Each researcher in this
SLR put effort to restrain the threats that cause inconsistencies in
data extraction by analyzing the papers.
4.3. External validity

External validity refers to how well the findings of a study can
be expected to apply to other researches. Three researches of our
study double checked all evaluation results (in Table 4, Table 5,
and Table 6) before concluding and determining of research
findings.
5. Conclusion

Transforming requirements into conceptual model is a signifi-
cant but challenging task in SDLC. Although there exist many
approaches to automate this process in the literature, it seems that
there is not a practical and feasible automated solution yet. In this
systematic review, we analyze forty-four previous studies obtained
after a carefully designed procedures for selecting papers in digital
databases. These studies were evaluated with regard to their
approaches, functionalities, dataset used, evaluation methods, gen-
erated model types, and languages supported.

The SLR evaluation results guide us to propose some concerns
that should be addressed by a concept identification study which
links software requirements and conceptual model. First a clear
majority of the reviewed studies deal with English requirements
to generate conceptual model. The increase in the number of inno-
vative works analyzing the documents in English language pro-
vides important contributions to Software Engineering domain.
However, working on the other languages beside English enables
such systems to reach more users. Accordingly, we conclude that
providing a generic approach to multilingualism in requirements
analysis ensures broad coverage and accessibility for concept iden-
tification researches.

The other considerable limitation is that current studies gener-
ally focus on generating only UML class diagrams. However, there
are fourteen UML diagram types that represent the different
aspects and characteristics of a planned software. Accordingly,
describing a full design using separate diagrams makes the overall
design easier to understand and maintains the integrity of modular
components. Additionally, relationship identification between
components of generated models is not completed properly,
although relationship identification is the most critical task to
build complete and consistent conceptual models. Being unable
to determine relationships may limit the traceability between
design and implementation phases. To overcome these deficien-
cies, we recommend to establish a well-designed algorithm includ-
ing more specific transformation rules.
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The dataset is the most important input to test the performance
of a proposed model and it must be publicly available to be used in
other studies on the same domain. It is seen that nearly all
reviewed studies have a dataset that includes a few numbers of
requirements and there is no publicly shared dataset on the online
repositories except [4] and [50]. This is definitely a research gap
which must be considered in the future works.

The performance analysis of a concept identification study is a
difficult task, as there is no exact definition for an accurate concep-
tual model. It is possible that people interpret the same require-
ments differently because the priorities of evaluation criteria
may differ according to users’ perspective. Current researches con-
sider that the evaluation criteria have the same priorities and this
assumption may lead to inconsistent performance evaluation. This
approach can lead to inconsistent results in the evaluation. For this
reason, we suggest using statistical MCDM methods that enable
the determination of common weights of evaluation criteria
according to expert opinions.

As a further study, we propose to design a novel system, which
extends the previous studies, by the following functionalities:

� Determining all types of relationships completely,
� Generating more diagram types beside class diagrams,
� Generating source code for more than one programming
language,

� Creating a large-scale dataset which includes various software
problems to test study,

� Experimenting with different MCDM methods that include
expert opinions in the performance evaluation.
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