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Abstract: The recently introduced molecular descriptor (Single Exponential Decay Detector - SEDD) [P. de Silva,
J. Korchowiec, T. A. Wesolowski, ChemPhysChem 2012, 13, 3462] is used to visualize bonding patterns in
molecules. In each point of space SEDD is simply related to the electron density:

SEDD(r) = In| -
P

%))

Either experimental or computed densities p(r) can be used to evaluate SEDD. Here, maps of SEDD are obtained
from theoretical densities and reveal such features as core electrons, chemical bonds, lone pairs and delocalization
in aromatic systems. It is shown that SEDD provides fingerprints of aromaticity, which can be separated into
geometric and electronic effects.
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Introduction

Electron localization is a fundamental
concept in chemistry. It is directly related
to such common elements of a chemist’s
language like bonds, lone pairs, shells,
core and valence electrons. Despite their
undoubted usefulness, these terms cannot
be defined rigorously, which is a conse-
quence of the quantum nature of electrons.
Nevertheless, quantum chemistry has de-
veloped a multitude of methods which en-
ables the capture of the local character of
the electronic structure, including localized
molecular orbitals!!-8] and various molecu-
lar fields.[®-14 Typically, these methods are
based on the analysis of an approximate
wave function, usually in the form of a sin-
gle Slater determinant. On the other hand,
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according to the first Hohenberg-Kohn the-
orem, the electron density itself contains
all the information about any many-elec-
tron system.[!3] Unlike the wave function,
the electron density is experimentally ob-
servable. Methods for elucidating informa-
tion about electron localization only from
the electron density are not so abundant in
literature. Certainly the most prominent
representative is Bader’s charge density
analysis.l'® There have also been attempts
to approximate the Electron Localization
Function (ELF) or other scalar descriptors
with functions that depend solely on the
density.[17-20]

Recently, we have introduced the Single
Exponential Decay Detector (SEDD),[2!1 a
new descriptor of the electronic structure,
which is based only on the electron density.
The analysis proved that SEDD reveals all
the expected elements of the electronic
structure in a similar fashion to ELF. In
some cases, the bonding pattern revealed
by SEDD shows an even better agreement
with the character of interaction, e.g. for
non-covalent bonding. The major advan-
tage of SEDD is that being a semi-local
density functional it is well-defined at any
level of theory as well being directly ap-
plicable to experimental electron densities.

In the original paper,2!l the electron
densities used were calculated at B3LYP
level of theory using QZ4P Slater Type

Orbitals (STO) basis set. The question of
robustness of SEDD with respect to the
basis set and the meaning of its values will
be addressed in detail elsewhere.[221 Here,
we only mention that when Gaussian Type
Orbitals (GTO) are employed, the qualita-
tive picture is very similar. The discrepan-
cies tend to diminish with the increase of
the GTO basis set quality. The aim of the
present study is to i) illustrate this conclu-
sion by using electron densities obtained
with GTOs and ii) examine how SEDD
describes electron delocalization and aro-
matic character of molecules.

Computational Details

The geometries of all the systems were
optimized at B3LYP/cc-pVQZ level us-
ing the Gaussian09 package.3! SEDD
was calculated using a modified version
of DGrid?# program and Paraview!?5! was
used for visualization. SEDD color maps
for all the systems were scaled between 2
and 15 from red to blue and the isovalue
for 3D contours was fixed at 5. This par-
ticular choice, although arbitrary, is opti-
mal for visualization purposes. It enables
to distinguish between different elements
of the bonding pattern and is universal in
the sense that it applies to all systems ex-
amined so far by us.
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Results

To summarize and visualize the depen-
dence of SEDD maps on the basis set used
in quantum chemical calculations we have
chosen three simple systems that already
appeared in the original work,2!l namely
LiH , N,and CO. Fig. 1 shows SEDD col-
or maps for these systems calculated from
densities obtained with STO/QZ4P and
GTO/cc-pVQZ basis sets. Lithium hydride
(Fig. 1a) is an ionic compound bound by
electrostatic interactions. No direct bond-
ing between atoms, therefore, is visible.
The maps for both basis sets reveal two
disjoint regions that can be assigned to Li*
and H™ ions. In the case of cc-pVQZ ba-
sis set the envelope of the molecule is less
regular, which is the effect of poor descrip-
tion of the asymptotic behavior of density
when GTOs are used. Similarly, the wrong
description of cusp conditions with GTOs
is the reason for higher values of SEDD
at nuclei. These predictable shortcomings
do not obscure the information about in-
teractions in the LiH molecule, which is
conveyed in SEDD maps, as STOs and
GTOs provide the same qualitative de-
scription. For the N, molecule (Fig. 1b)
the same qualitative features are present
irrespective of the basis set. In particular,
electron cores, the direct N-N bond and
lone electron pairs can be discerned. The
main difference concerns the description
of the lone pairs, which are split in case of
cc-pVQZ and compact for QZ4P basis set.
The envelope of the molecule is less regu-
lar for GTOs as in the LiH example. The
same observations apply to carbon mon-
oxide (Fig. 1c), that is the picture obtained
with GTOs is less regular but conveys the
same information about bonding pattern as
when STOs are used.

The main result of this work is the ap-
plication of the SEDD analysis to describe
delocalization in molecules due to their
aromatic character. Many attempts to de-
scribe electron delocalization through the
analysis of various molecular fields can be
found in the literature.26:27] Since SEDD
is a new development, it is of interest to
check how it performs for such systems.
In particular, it is important whether it
can discriminate between aromatic and
non-aromatic systems just by using their
total electron densities. We have selected a
number of molecular systems containing a
carbon-membered flat ring. They are either
aromatic (benzene, C,H,"), anti-aromatic
(C,H,*, cyclobutadiene) or non-aromatic
(1,4-benzoquinone). In each case, SEDD
is plotted in a form of 2D color maps or
3D isosurfaces.

The C,H,” molecule is aromatic
whereas CH.* is anti-aromatic. Their
equilibrium  structures have D, and C,
symmetries, respectively. Figs 2a and 2b

Fig. 1. Color plots of SEDD for LiH (a), N, (b) and CO (c). Upper panel: STO/QZ4P basis set. Lower

panel: cc-pVQZ basis set.

show SEDD maps in the planes of corre-
sponding rings. Low values of SEDD (red
color) reveal approximately exponentially
decaying density, which is associated with
increased electron localization. In both
cases the C—C and C-H bonds are visible
as well as the innermost electron shells in
carbon atoms. For C,H,~ there is a con-
tinuous ring inside the molecule, while for
C,H," the ring seems to be disintegrated
into smaller basins. We stress here, that by
the continuous ring we mean only that it
appears continuous at the color scale we
have arbitrarily chosen. Additionally, other
regions of low SEDD values are present in
the vicinity of hydrogen atoms and outside
the molecule, close to C-C bonds. These
finding are in line with what was reported
in ref. [21], where SEDD was plotted for
the same systems, but calculated in a STO

basis set. Figs 3a and 3b show SEDD iso-
surfaces for the isovalue equal to 5.0. The
qualitative difference between these two
systems is readily apparent. For the aro-
matic C;H,~ a large delocalized structure
encompassing the whole ring is present,
while for C,H,* the SEDD isosurface is not
that complex and reveals only a few disjoint
basins outside the molecule. This example
suggests that SEDD can reveal two finger-
prints of aromaticity, namely the presence
of a continuous ring in the middle of the
carbon ring and a delocalized structure
encapsulating the whole aromatic system.
C.H, " systems differ mostly by two fac-
tors, i.e. number of electrons and the equi-
librium geometry. To grasp the influence
of these factors on SEDD profiles SEDD
maps were plotted for the two systems with
interchanged geometries, that is C.H,™ in

Fig. 2. Color plots of
SEDD for C,H," (a),
CH,* (b), C,H,in
C,H,* geometry (c)
and C,H.*in C,H.
geometry (d).
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the geometry of C,H,* and vice versa. The
results are collected in Figs 2c, 2d, 3c and
3d. From these figures it can be concluded
that the presence of the continuous SEDD
ring is a geometric effect not directly re-
lated to aromaticity. This statement is sup-
ported by the fact that the ring is broken
for C.H,” in C.H,* geometry (Fig. 2c) and
is continuous for C;H.* in C,H,” geometry
(Fig. 2d), which is clearly not aromatic. On
the other hand, SEDD contours in Figs 3c
and 3d strongly indicate that the presence
of delocalized SEDD structures can be a
signature of aromaticity. This delocaliza-
tion appears for CH,~ in C,H,* geometry
(Fig. 3c), while it is not present for C,;H,*
in C,H, geometry (Fig. 3d). Due to the dis-
tortion from the equilibrium D, geometry,
the isosurface is disintegrated into three
parts, however, it retains its characteristic
features.

To confirm that delocalized domains
are fingerprints of aromaticity, we compare
three systems containing a flat carbon-
membered ring, namely benzene, cyclobu-
tadiene and 1,4-benzoquinone, which are
aromatic, anti-aromatic and nonaromatic,
respectively. The 3D contour maps (Fig.
4) of SEDD for these molecules confirm
that the presence of a SEDD=5.0 isosur-
face that extends over the whole carbon
ring is a fingerprint of aromaticity, at least
for this class of systems. For benzene (Fig.
4a) this structure is composed of rings em-
bracing C—C bonds, which merge together
to form a single localization domain. For
the anti-aromatic cyclobutadiene (Fig. 4b)
only small localization domains are vis-
ible, which are located in the vicinity of
the formally double bonds, but do not form
a ring around them. In case of the non-
aromatic 1,4-benzoquinone (Fig. 4c) two
rings around the double bonds are present.
They are connected with a structure inside
the carbon ring however there is no delo-
calization over other C—C bonds.

Conclusions

The present work shows that SEDD is a
meaningful descriptor of bonding patterns
in molecular systems. It is robust with
respect to the type of the basis set used,
provided that it is sufficiently large. The
comparison of the results between STO/
QZAP and GTO/cc-pVQZ basis sets re-
veals that in both cases SEDD gives a co-
herent picture of bonding. A more detailed
discussion of basis set effects is beyond the
scope of this work and will be published
elsewhere.[22!

Application of SEDD to delocalized
systems shows that aromaticity can be
detected just by analyzing the total elec-
tron density without referring to molecu-
lar orbitals. The analysis shows that some

Fig. 3. Isosurfaces of
SEDD (isovalue=5.0)
for C,H, (a), C,H,* (b),
C,H, in CH,* geom-
etry (c) and C,H,* in

! C,H,~ geometry (d).

Fig. 4. Isosurfaces of SEDD (isovalue=5.0) for benzene (a), cyclobutadiene (b) and 1,4-benzoqui-

none (c).

features of SEDD in aromatic systems are
a direct consequence of the geometry and
are triggered by bond equalization in the
aromatic ring. This applies to the emer-
gence of the continuous central ring in
SEDD maps. Another signature of aroma-
ticity, which is revealed by SEDD, is the
appearance of domains with low SEDD
values that are delocalized over the whole
aromatic ring. This feature is clearly an
electronic effect, which persists when the
geometry is distorted from the equilibrium
structure.

Since SEDD depends only on the elec-
tron density, in principle, it can be deter-
mined experimentally. This opens a new
way for a direct comparison of theoreti-
cal and experimental results in the field of
bonding analysis. We believe that such
applications will appear in the near future
and will help to bridge the theory with the
experiment.
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