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Abstract
This paper presents the development of a relatively cost and rapidly applicable

methodology to simulate the spatio-temporal ocewreeof groundwater flooding in chalk
catchments. In winter 2000/01 extreme rainfall kesliin anomalously high groundwater
levels and groundwater flooding in many chalk catehts of northern Europe and the
southern United Kingdom. Groundwater flooding watessive and prolonged, occurring in
areas where it had not been recently observedimamigces, lasting for six months. In many
of these catchments the prediction of groundwdterding is hindered by the lack of an
appropriate tool, such as a distributed groundwatedel, or the inability of models to
simulate extremes adequately. A set of groundwatdrographs is simulated using a simple
lumped parameter groundwater model. The numberaafets required is minimised through
the classification and grouping of groundwater ldirae-series using principal component
analysis and cluster analysis. One representatideoraph is modelled then transposed to
other observed hydrographs in the same group bytbeess of quantile mapping. Time-
variant groundwater level surfaces, generated usiagliscrete set of modelled hydrographs
and river elevation data, are overlain on a didealain model to predict the spatial extent of
groundwater flooding. The methodology is appliedi® Pang and Lambourn catchments in
southern England for which monthly groundwater ldirae-series exist for 52 observation
boreholes covering the period 1975 to 2004. Theltesre validated against observed
groundwater flood extent data obtained from aet@veys and field mapping. The method is
shown to simulate the spatial and temporal occegai flooding during the 2000/01 flood

event accurately.
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(1) Introduction
Groundwater flooding was widespread across muchoothern Europe (Korkmaz et al.,

2009; Pinault et al., 2005) and the southern Uritiedjdom (Adams et al., 2008; Finch et al.,
2004; Robinson et al., 2001) during and after tkeeptionally wet winter of 2000/01. This
particular flood event resulted from a combinatidrinigh antecedent groundwater levels due
to higher than average rainfall during the threbssgquent winters from 1997-1999 and
extreme meteorological conditions, whereby mondorainfall between September and
December 2000 was more than 180% of the long tererage value across much of
Southern England (Marsh & Dale, 2006). Flooding vpaslonged, in some catchments
lasting for up to six months, and resulted in ficiahlosses in excess of £1 million in the UK
alone (Green at al., 2006). It is possible that tis& of groundwater flooding will be
exacerbated by anthropogenic climate change whtgrding to current climate models, is
very likely to cause an increase in the frequentcyeavy precipitation events over most
areas of the globe during the *2tentury (Bates et al., 2008). Chalk catchments are
particularly affected by groundwater flooding duetheir characteristic dual permeability
and low storativity which allows significant andord increases in the level of the water table
following prolonged and/or extreme rainfall. Thevdmpment of a modelling tool for
groundwater flood prediction is therefore requireddrder to: predict the likely impacts of
climate change; quantify the risk in areas mosherdble to groundwater flooding; and

facilitate more accurate flood forecasting.

Flood frequency analysis has previously been useestimate thé-year hydraulic head,
which characterises the groundwater surge for angreturn period], in a Mediterranean
carbonate aquifer, allowing the magnitude of triggg rainfall events to be determined
(Najib et al., 2008). However, groundwater floodiisggenerally strongly dependent on
antecedent conditions and continuous simulatiortherefore necessary to predict the
temporal occurrence of flooding accurately. Fummane, due to the complex processes
involved in the generation of groundwater floodstlea@ Chalk, an accurate flood prediction
tool would also require determination of the spaegatent of flooding. A modelling
approach, whereby system processes are represbgtddansfer functions that define
relationships between the input and output dats,pnaviously been undertaken to simulate
groundwater flooding in a karstic aquifer in south&rance (Marechal et al., 2008). This

approach was unable to produce an accurate simnlatithe water table surface to simulate
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the amount of overflow but was able to simulate tbecurrence of overflow during high
rainfall events allowing determination of a raihfdahreshold for flooding. Regional
numerical groundwater models are able to predietgpatial and temporal distribution of
storage in an aquifer and have potential applinatioflood risk assessment. Korkmaz et al.
(2009) applied a coupled surface—unsaturated—gweated model (MODCOU) to simulate
the 2000/01 floods in the Somme River Basin obtgna satisfactory representation of
groundwater behaviour, its effect on surface flavd ahe magnitude and spatial extent of
groundwater emergence at the surface during the flaf 2000/01. However, distributed
groundwater models are expensive to develop amh @fifficult to calibrate to groundwater
levels in chalk aquifers because of their spatekfogeneity. At present, no cost effective
and rapidly applicable tool exists for the accursitaulation of the spatial and temporal
extent of groundwater flooding in chalk catchments.

This paper presents a relatively simple and widgdglicable tool for the simulation of the
spatio-temporal occurrence of groundwater floodimgchalk aquifers. The methodology
involves the generation of time-variant groundwdéeael surfaces from a series of point
models and river elevation data which can be oireda a digital terrain model, highlighting
areas of groundwater emergence. The number of meodguired is minimised through the
classification and grouping of groundwater levehdiseries using principal component
analysis (PCA) and cluster analysis. PCA is a fofrfactor analysis that is commonly used
to reveal variations and patterns in datasets allpwariables with the highest correlation to
be grouped together. In the field of hydrologicaieace, PCA has previously been used to:
(1) define patterns in groundwater hydrographsraeonto understand the areal distribution
of different recharge characteristics and to deteenif fewer wells can be measured for
long-term groundwater monitoring without signific¢alnss of information (Winter et al.,
2000); (2) classify diurnal stream hydrographs baracterize seasonal and downstream
changes in diurnal outflow in glacier basins (Hanegal., 2000); and (3) identify the spatial
distribution of homogenous recharge zones frommplaater hydrographs displaying similar
fluctuation patterns (Moon et al., 2004). In thigdy, PCA is used to combine groundwater
hydrographs into a small number of groups displgyimilar fluctuation patterns, for which
one representative hydrograph can be modelled. Ezchihe representativamaster
hydrographs is simulated using a simple lumpedmpatar model. Modelled hydrographs are
then transposed to other locations using quantdepimg, allowing spatial interpolation of
3



groundwater levels at any given point in time. Thethodology is presented with reference
to the Pang and Lambourn catchments in southertaithgwhich experienced widespread
flooding during the winters of 2000/01 (Finch et, aR004) and 2002/03. Monthly

groundwater level time-series are available for &2servation boreholes across the
catchments for which four representative modelsdaweloped. The models are calibrated
over the period 1989-2002, incorporating the exe&efiood event of 2000/01, and are
validated over the period 1975-1989 and againsiviheer 2002/03 groundwater flood event.

(2) Study Area

The Pang and Lambourn catchments are situatedeinB#rkshire Downs on the north
western margin of the London Basin, UK (Figure These catchments are typical of many
chalk catchments in the UK and northern Europe lzank been the subject of numerous
hydrogeological studies. As a result, the extenfiladding during the winter of 2000/01 is
well documented providing observational data adgawkich this methodology can be
evaluated. The catchments are predominantly rw@ering an area of approximately
400 knf. Average annual rainfall is 730 mm (1975-2005Ytminterfluves of the Lambourn
catchment, decreasing to an average of 678mtme lower Pang catchment. The Pang and
Lambourn rivers are tributaries of the Thames arahri€t, respectively. Groundwater—
surface water interactions have been studied aextpsn both catchments (Griffiths et al.,
2006; Grapes et al., 2005). River—aquifer intecatiare highly complex and dependent on
groundwater level, the thickness, extent and coitipnf superficial deposits, the presence
of springs and dry valleys, and the developmenivafer management structures such as
weirs. Flow accretion is continuous along the Rit@mbourn with base flow indices
ranging from 0.84 in the lower reaches to 0.97hm tipper reaches (Griffiths et al., 2006).
Accretion is more variable along the length of Riger Pang. There is a marked difference
in the perennial and ephemeral heads of the twergjvhighlighting the importance of
seasonal groundwater discharge to the rivers (Brdd2002).Springs also form important
discharge points for the Chalk and are concentrakenlg the base of the Chalk escarpment
in the north, along the valleys of the main rivensd their tributaries, and along the

Palaeogene—Chalk contact in the south-east ofrze a

The geology of the area is dominated by Cretacé&healk which dips gently towards the
south-east forming a scarp slope along the northrergin of the catchments. The Chalk is

4



underlain by the Albian age Upper Greensand sandsdad is overlain by Palaeogene clay,
sand and gravel deposits of the Thames and Lan@retinps, which are locally confining in
the south (Figure 1). Flow within the saturatedezofthe Chalk occurs predominantly in the
upper 50 m of the profile through primary and se@g fractures (Allen et al., 1997).
Lateral and vertical variations in transmissivitydastorativity exist due to variation in the
fracture density, which is controlled by depth dochtion within the catchment (Allen et al.,
1997; Williams et al., 2006). Hydraulic conductyis generally highest in the zone of water
table fluctuation and in the major valleys and dmglleys where fractures have been
developed by dissolution, and is lowest at depth @m the interfluves (Allen et al., 1997).
The Chalk stratigraphy also exerts a control orifagproperties. For example the basal Zig
Zag and West Melbury Chalk members are relativédyey and have a lower hydraulic
conductivity. Data from 117 pumping tests carried at 74 boreholes in the Kennet Valley
give transmissivity values ranging from 0.5 to 8G6&". The data has a geometric mean
equal to 620 ™ and a median value of 830%dt; 25% of the data are less than 38%it
and 75% are less than 150C0°dh (Allen et al., 1997). Regional groundwater flow is
controlled by the base levels set by the River Témand River Kennet and is predominantly
to the south-east. The Pang and Lambourn rivers ramderous springs act as local,

seasonally variable controls on groundwater flow.

The primary mechanism for flow in the unsaturatedezof the Chalk has been the subject of
many studies since the 1980s (for example see Wgslli1984; Price et al., 2000; Mahmood-
ul-Hassan and Gregory, 2002; Mathias et al., 20@Spn et al., 2006; Ireson et al., 2009). It
is generally accepted that fluxes within the unsdad zone are transmitted through the
matrix until they exceed the saturated hydraulindeactivity of the matrix, at which point
fracture flow becomes dominant (Ireson et al., 20Péevious studies have shown, however,
that the generation of fracture flow is rare and tlee majority of the time fluxes are
transmitted by the matrix (Mathias et al., 2005gpBPnding on the water content of the
unsaturated zone, transfer of recharge througmtteix may occur by flow through the pore
space or by the piston displacement mechanism fteal., 2006). Transfer by piston
displacement allows for a rapid response of theenwtable without the generation of fracture
flow and the response time will decrease furthérai€ture flow is initiated. This, along with
the low storage capacity of the unsaturated zome yesult in significant and rapid increases
in the level of the water table following prolongedid extreme rainfallGroundwater
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flooding in response to extreme rainfall can odeyrtwo mechanisms (Finch et al., 2004):
(1) emergence onto a floodplain from saturatedvalludeposits; (2) emergence at the
surface in the upper reaches of streams or rivera permeable strata. Unconfined chalk
aquifers are particularly susceptible to groundwdleoding by the second mechanism
whereby the water table reaches the land surfadepagraphically higher regions of a

catchment resulting in ephemeral stream flow oraittevation of springs.

During the floods of 2000/01, peak monthly rainfadicurred in October 2000 in the Pang
and Lambourn catchments. Groundwater levels ihit@¢aked between December 2000 and
January 2001 but remained high through to Marchl2@dd river flows peaked between

December 2000 and February 2001 but remained hitjaer average throughout much of
2001 due to increased baseflow. Groundwater flgpdiccurred due to rising water tables
within the upper, normally dry valleys. The areawst affected in the Lambourn catchment
include Upper Lambourn village and the dry vallayGreat Shefford, and in the Pang
catchment include West and East llsley and Hamgsidarreys (Figure 1). There was

extensive flooding of land, roads and propertiesnes of which were continuously pumped

out until May 2001 (Robinson et al., 2001).

(3) Hydrograph Classification

3.1 Statistical Methods
Groundwater level time-series represent an integrabf recharge, storage and flow
processes within a catchment. Differences betwhalk tiydrographs can be quantified in an
objective, efficient and repeatable way using st&atl methods of hydrograph classification.
Hydrograph classification and grouping has beenerallen according to the method
outlined by Hannah et al. (2000) using a combimatibprincipal component analysis (PCA)
and cluster analysis (CA). A brief explanation @A and CA are given here; a detailed
explanation can be found in Davis (1986). PCA feran of factor analysis that decomposes
a correlation or covariance matrix to express langdtivariate datasets in a reduced number
of variable dimensions, termed principal componetitss commonly used in exploratory
data analysis to reveal variations and patterrdatasets allowing variables with the highest
correlation to be grouped together. In this studiee¢ components are required to retain
>95% of the variance of the original dataset. Hehcal cluster analysis (using Pearson’s
correlation coefficient and the complete linkagethod) is then carried out on the
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component loadings, which are effectively a measdithe similarity between each original
variable and each principal component. A clustdiditg index (based on the root mean
square standard deviation) is calculated for ehatter at each step of the process, giving a
measure of the homogeneity of the clusters tha¢ Iveen formed. This allows groundwater
hydrographs to be combined into an optimum numbergups displaying similar

fluctuation patterns for which one representatiydrbgraph can be modelled.

Groundwater hydrographs from 52 observation boeshelithin the Pang and Lambourn
catchments have been analysed. The frequency ehai®ons is not consistent in time or
space therefore groundwater levels are initiallierpolated onto the first day of every
month. Interpolation is only allowed when the tiperiod between successive observations
Is less than 60 days. Where this is not the casaytrograph is considered to be incomplete.
Approximately two thirds of the hydrographs haveryway lengths of missing data,
commonly between 1983 and 1989 and from 1997 orsvémcbrder to maximise the number
of data points available, three time periods aeatified during which the greatest number of
boreholes have complete observational records: -1983 and 1989-1997 (each with 40
complete records), and 1991-2004 (27 complete dsyoGroundwater levels are normalised
and a principal component analysis is performedefach of the three time periods. The
covariance matrix of the normalised dataset isailyt calculated and the eigenvectors and
values of this matrix are found. These are thenl usecalculate the component scores and
loadings. Separate cluster analyses are then @amieon the component loadings from each
of the three principal component analyses and éselts are combined. PCA and CA is
carried out using the R software environment. Thelservation boreholes are distributed at
an average density of approximately 1 per & knowever there is a greater concentration

across the western part of the Pang catchmentnaihe lower Lambourn catchment.

3.2 Classification Results
Initial cluster analysis of the component loadindsntifies two statistical anomalies (the
time-series for the Longacre and Winterbourne balest) which consistently form stray
strands on the dendrogram plot. These are remawed fthe analysis and considered as
single entities. The cluster analysis results basedhe component loadings of the 1975-
1983 PCA time period are presented in a dendroguaanvalidity index plot (Figure 2). The
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results from all three analyses, indicate that fisuthe optimum number of groups as this
gives the smallest number of clusters without siggutly increasing the intra cluster root

mean square standard deviation (RMSSTD).

Figure 3 shows the standardised hydrographs inpgrauand 4 identified by PCA and CA.
Hydrographs within group 1 display relatively camdgt minima with high amplitude
fluctuations. Group 4 hydrographs display greateteri annual variability and small
amplitude fluctuations. Groups 2 and 3 represenbr@inuum from group 1 to group 4.
Variations in the groundwater fluctuation pattemi be determined by a range of factors
that are difficult to characterise, for exampledbcecharge patterns, the thickness of the
unsaturated zone, the structure of the Chalk acal loydrogeological controls such as rivers.
However, a broad spatial distribution of the growas be seen in Figure 4. There is a
concentration of group 1 boreholes in the Upper hamn and group 4 boreholes in the
Upper Pang. Groups 2 and 3 are distributed acrbss interfluves with a greater
concentration of group 2 in the Lambourn catchnaewt group 3 in the Pang catchment. The
anomalous boreholes are situated in major dry y&ll®ne borehole for which a complete
time-series is available is randomly selected fremech hydrograph group (Baydon Hole,
group 1; Inholmes, group 2; Gibbet Cottages, grdupvoodend, group 4). Groundwater
hydrographs from each borehole listed above, aleitiy the two anomalous boreholes, are
simulated individually using a simple lumped partanenodel.

(4) Groundwater Hydrograph Simulation & Transposition
4.1 Model Structure
The model used in this study is a coupled rechargefer model based on the models
presented by Calver (1997) and Keating (1982). Regghfrom the base of the soil zone has
been derived from a previous modelling study (Jacket al., 2005), which applies the
distributed recharge model, ZOODRM (Mansour & Hugh2004), to the regional aquifer
system of the Marlborough and Berkshire Downs andtl&West Chilterns. This model
takes into account daily rainfall derived from Td8en polygons of 57 rain gauges and
gridded long-term average rainfall, monthly potehgvaporation, and monthly run-off to
determine the amount of excess rainfall. It thepliap the Penman—Grindley Soil Moisture
Deficit method (Penman, 1948; Grindley, 1967), gsgridded land-use distribution and
associated crop root constants and wilting poitts;alculate the evapo-transpiration and
8



recharge. Recharge is also influenced by surfacerwan-off (surface water as percentage
of rainfall) and run-on (recharge to the adjacesdenas a percentage of run-off). The model
outputs a distributed, monthly-averaged rechardechwhas been extracted at the borehole

locations, providing a monthly time-series.

A commonly applied transfer function as used byw€a(1997) is the basis for the transfer
of recharge from the base of the soil zone thraihghunsaturated zone to the water table.
Recharge from the base of the soil in each mon#épdied to the water table over a number
of subsequent months. The number of months, n, edéch recharge is distributed is a
model parameter. The distribution of recharge diiern months is specified using a two-
parameter Weibull probability density function, wihi can represent exponentially
increasing, exponentially decreasing and positivetyl negatively skewed distributions.
These distributions are smooth and have been usemlibe they are considered to be more

physically justifiable than randomly selected maytleights.

The aquifer is represented by a block that is assuta be unconfined and is drained by a
stream with a perennial (Qand ephemeral ) flow component (Figure 5). A third
discharge component {Qis added at the base of the system to represeningwater
discharge below the level of the perennial streaon.this model, groundwater head may fall
beneath the level of the perennial strean) fut will always be above the base level of
groundwater discharge flh Hydraulic conductivity and storativity are dibited with depth

so the section of the aquifer discharging to thieeereral stream is characterised by high
hydraulic conductivity (k) and storativity (), representing the more permeable zone
within the range of water table fluctuation. Thgsgameters decrease with depth so the
perennial stream is fed by a zone of lower hydcacdinductivity and storativity (Kand $).
Hydraulic conductivity and storativity decreaseelnly from the base of the ephemeral

stream level () to a defined level above that of the perenniaash level (b).

The lumped parameter model is based on the maasdeaéquation:

RAxAy-Q, —Q, —Q, =SAxAy[dh/at [1]



where R is recharge [, Ax andAy are the length and width of the aquifer [L}, @d Q
are the groundwater discharge to the ephemerabfa) perennial (p) stream components
[LT], Qais groundwater outflow [T, S is the storage coefficient [§h is the change in
groundwater head [L] over timét [T] and h is the groundwater head [L]. The disgea

terms, Q, are calculated using equations of tha:for

Q= TAy
0.5Ax

Ah (2]

whereAh [L] is the difference between the groundwaterchaad the elevation of the outlet
below or the difference in elevation between twatleis, depending on the current

groundwater head, and T is the appropriately catedltransmissivity [tT™].

4.2 Model Application

The lumped parameter model utilises a Monte Canulsition to identify model parameter
sets that give the best fit to the observed datie. 0 the equifinality thesis (Beven, 2003) no
attempt is made to search for an optimum paranseteusing, for example, automatic global
optimization techniques (see for example Duan.etl8P2; Kuczera and Parent, 1998; Vrugt
et al., 2003a and b, 2005). The recharge—groundwatelel has an eleven-dimensional
parameter space (parameters are listed in Tablé has been suggested that in order to
comprehensively sample the entire parameter spsaaEh parameter should equate to an
order of magnitude increase in the number of magles (Beven, 2001). A Monte Carlo run
of 1000 simulations of the 14 year calibration pérusing a monthly time step requires a
computational time of approximately 3 minutes; utaking 16" simulations is therefore not
feasible. Instead, a two-stage Monte Carlo approscidopted. The initial stage gives an
indication of the parameter values that are ablprtaluce a good fit to the observed data,
allowing preferential sampling of parameters in theal stage. Six groundwater
hydrographs, including one representative hydrdgifapm each of the four groups and the
two statistically anomalous hydrographs, are sitedlaFor the first stage (referred to as the
initial Monte Carlo run) a set of 100,000 model simulations is undertakan each
hydrograph. Broad parameter ranges are defaardlori for each input parameter (Table 1).
The ranges for the eight aquifer parameters aleetbbased on hydrogeological knowledge

of the Chalk (Allen et al., 1997) and values arenglad randomly from a uniform
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distribution of the predefined ranges. The threzhaege model parameters include: (1) the
maximum number of months, n, over which recharge lsa distributed; (2) the shape
parameter, k, of the Weibull distribution; (3) tlseale parameter), of the Weibull
distribution. The Weibull distribution parameteksanda, are randomly selected to generate
different forms of the distribution, which are catesed to be more physically justifiable
than the generally irregular distributions derildrandomly selecting the monthly recharge
weightings. The maximum number of months, n, inmed by calculating the cross
correlation function between each groundwater lered recharge time-series. The cross
correlation is a measure of the similarity of tia ttime-series as a function of a time lag
applied to one of them. The number of months oveickv recharge is distributed in the
Monte Carlo run varies between 1 and n and is agadomly selected from a uniform

distribution.

The model outputs from the initial Monte Carlo rare evaluated against the observed
groundwater time-series using two objective fundiothe root mean square error (RMSE)
calculated on the extremes of the hydrograph gbeve or below the mean +/- one standard
deviation) and the Nash Sutcliffe criterion. Thigeg an indication of the model fit to both
the full range and extremes of the observed hydgpdgrScatter diagrams of parameter values
versus the objective functions of each model sitiafaindicate the parameters that are
identifiable, i.e. tend towards a global optimuneyBn, 2001). For those parameters that are
shown to be identifiable, the feasible parametacsps reduced such that the new parameter
range brackets the best model from the initial Mo@arlo run. Where multiple optima exist
within the parameter space, thepriori range is maintained. A final Monte Carlo run of
100,000 simulations is made using the reduced pateanspace to produce a final set of
calibrated models. This two stage approach allovesepential sampling of the parameter
space that is initially shown to produce a gooddithe observed data, removing the need to

undertake 18 model simulations for each hydrograph.

In order to ensure accurate simulation of the hgdrph extremes and to avoid complexities
of transposing models outside the calibration rafdjecussed in section 7), models are
calibrated over the period 1989-2002, incorporatirgmost extreme flood event of 2000/01.
Models are validated over the period 1975-1989 against the winter 2002/03 groundwater
flood. The single best model from the final simigatis run over the validation period, and
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then transposed to the other hydrographs withinsdrae group by the process of quantile

mapping.

It is beyond the scope of this paper to undertakdehprediction (i.e. simulations outside the
observed time period) therefore no formal assessmemodel predictive uncertainty is

made. However, in order to make a preliminary asseat of model uncertainty, and to
address the issue of multiple parameter sets pioglec good fit to the observed data, the
best 50,000 calibrated models, based on the RMSEedfiydrograph extremes, are run over
the validation period for one of the modelled hytephs (e.g. Baydon Hole in group 1) and
evaluated against the observed data. In order desasmodel uncertainty when simulated
hydrographs are transposed to other observed hyapiog, the set of validated models is then
transposed to the other boreholes in the groupthbymethod of quantile mapping, and

evaluated against the observed data using thetodgdanctions as above.

4.3 Model Transposition
The quantile mapping technique is often used taecbra model output based on the
empirical cumulative distribution functions (ECD&Y the observed and simulated datasets
(Hashino et al., 2007). Each value within the sated dataset is associated with a particular
percentile in the simulated distribution. This arale is mapped onto the ECDF of the
observed dataset and the associated observed hetoenes the bias corrected value in the

simulated dataset.

Here quantile mapping is used to translate the fepresentative simulated hydrographs to
multiple locations around the catchments. Comparied the ECDF of two time-series

requires that the data be for equivalent time pritherefore the missing sections of
hydrographs are initially reconstructed from theresentative hydrograph in each group.
This is achieved by rescaling using the mean aaddstrd deviation and is based on the
assumption that the hydrographs in each group hdergical standardised forms over the
entire observational record (1975-2004). The roeamsquare error (RMSE) is calculated
for each reconstructed hydrograph within the tineziqu for which observed data are
available, providing an estimation of the errortbé reconstructed missing section. The

minimum error (RMSE) for the reconstructed hydr@disin groups one to four is 0.42 m,
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0.17 m, 0.62 m and 0.51 m, respectively; the marinRMSE for each group is 2.01 m,
2.39m, 2.34 mand 1.32 m.

The percentile of each value in the simulated gdaater time-series, over the entire
calibration (1989-2002) and validation (1975-198002-2004) period, is determined from
the ECDF of the simulated time-series over thebcatfion period only. This percentile is

mapped onto the ECDF of an observed groundwates-sienies (of the calibration period

only) from another location and the associated esddleacomes the groundwater level in the
constructed hydrograph for that location. The u$eth® quantile mapping technique

transposes simulated hydrographs such that theapilgp distribution of the bias corrected

values closely resembles that of the observed detare should not, however, be a
significant change in the signal of the simulatedadet, i.e. a simulated peak will always
map onto a high observed value, and therefore Heeal the hydrograph groupings for
transposition should improve the fit of the biasreoted values to the observed data.

(5) Results of Hydrograph Simulation

5.1 Model Results
The parameter ranges defined for the initial andlfMonte Carlo runs are shown in Table 1.
The results from the initial Monte Carlo run forckamodelled hydrograph show that, in
general, permeability and storativity controllingpgndwater head at greater depths in the
profile (K, and §) tend towards a global optimum and permeabilitg atorativity of the
upper profile (Ky and §) display multiple optima over the entire ranggefmissible values.
This is highlighted in Figure 6, which shows sacafilots of each aquifer parameter versus
the RMSE calculated on the hydrograph extremeshiinitial Monte Carlo run of Baydon
Hole (representative hydrograph of Group 1). Inegah the results from the initial Monte
Carlo run for each simulated hydrograph indicatat tihe best model results are obtained
from a skewed normal distribution of recharge. Hoave different weightings of recharge
over a varying number of months are able to proceaqeally good model results therefore
the recharge parameters are sampled fronatheori ranges in the final Monte Carlo run.
The recharge distributions for the 200 best mofitels the final Monte Carlo run of Baydon
Hole are shown in Figure 7. In these models montdarge is distributed over three to five
months, with the highest proportion of rechargeliagpto months two and thre&he non-
identifiability of certain parameters and the dbilbf multiple values to produce an equally
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good fit to the observed data highlight the compgleeraction between model parameters.
The sensitivity of the model to the higher permkighiK,,, and storativity, & is related to
the discharge levels (hh, and k). The feasible range ofyHies close to the maximum
groundwater level therefore accounts for a smalteportion of the total hydrograph range.
Few model parameter sets therefore result in thesrbalance being controlled by discharge,
Qu. For each simulated hydrograph, the goodnesg of iimproved in the final Monte Carlo
run by reducing the parameter space for those pessmthat are shown to be identifiable.
This is highlighted in Figure 6, which shows theulés from both the initial and final runs for
Baydon Hole.

The simulated hydrographs of Baydon Hole (groupatyl Woodend (group 4), which
represent the most diverse hydrograph groups, bBosvrs in Figure 8 over the entire
calibration and validation period. The RMSE (cadtatl on the hydrograph extremes) and
Nash Sutcliffe criterion for the calibration andligation time period of the 6 modelled
hydrographs are shown in Table 2. Within the catibn period, the Nash Sutcliffe criterion
is above 0.8 for the simulated hydrographs of Gsolipto 4 indicating a good fit to the
observed data. The hydrograph extremes are alsdatad well within the calibration period,
with an average RMSE (extremes) of 3m. The Naslli§atcriterion is lower (0.61 and
0.71) for the anomalous hydrographs however theywsh good fit to the hydrograph
extremes. There is a slight decrease in model pedoce over the validation period,
however, the Nash Sutcliffe criterions remain ab0x& (with the exception of Woodend and
the anomalous hydrographs) and the RMSE of theees remains below 3 m (with the
exception of Gibbet Cottages).

The flood peaks of the 2000/01 and 2002/03 flooeh&y are simulated well by all modelled
hydrographs. The modelled hydrograph of Baydon Hgteup 1) accurately simulates the
double peaks of the 2000/01 flood event (Januarg Btarch), both of which are
underestimated by less than 1 m. The January 268k i3 underestimated by 4 m on the
simulated hydrograph of Inholmes (group 2) howdterMarch peak is simulated to within
2 m. The main flood peak on the observed hydrogodbibbet Cottages (group 3) occurs in
March and is simulated to within 1.5 m. The modelhydrograph of Woodend (group 4)
underestimates the magnitude of the observed fimadk by only 0.8 m, however simulates
the peak in March not January. The observed peakbeanomalous hydrographs are both
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simulated to within 0.5 m. The 2003 flood peak, athis within the validation period, occurs
in February. The modelled hydrographs of Gibbett&ms and Woodend overestimate the
flood peak by less than 1 m and 2.5 m, respectivaly simulate the peak in March. The
modelled hydrograph of Baydon Hole also overesesdie flood peak by less than 1 m but
simulates the peak in January. The timing of thémkpis simulated accurately by the

Inholmes and Longacre models to within 0.25 m efdbserved value.

The spread of the simulated time-series of the@DlEst models for Baydon Hole, over the
calibration and validation time period, is shownHigure 8a. The difference in validated
results for the models is relatively small suggestihat the uncertainty of the validated
model results attributable to input parameter wag&y is low. It does not, however, follow

that predictive uncertainty would also be low, matrly if prediction involved simulation

outside the calibration and validation range. Tineutated values do not completely bracket
the observations because uncertainty related toarge error, model structural error and

observational error is not taken into account.

5.2 Quantile Mapping Results
Systematic bias is removed from a simulated hydyolyiby the process of quantile mapping,
however, it will retain its signal when transposétie fit of the transposed hydrograph is
therefore influenced by the shape of the origimalutated time-series and the similarity of
each observed hydrograph to the original modelkgdtdgraph. Table 2 shows the RMSE
(calculated on the hydrograph extremes) and Nastliffei criterion for several transposed
hydrographs in each group, highlighting an incresse decrease in error depending on the
observed dataset. Where sections of the observébdnaph have been reconstructed, the
error is calculated on the period of time for whatbserved data are available (i.e. not on the
reconstructed sections). The hydrograph for BlowBigne Cottage, which required no
reconstruction, transposed from Baydon Hole ismie an example (Figure 9). The peak of
1990 is comparatively high on the original modelBad/don Hole hydrograph (Figure 8) and
has therefore mapped to a high value on the obdeBl@ving Stone Cottage distribution.
The peak of 1990 at Blowing Stone Cottage was Iggmificant resulting in an
overestimation by the simulated hydrograph. Trdiwlaof the modelled hydrograph signal
will not always result in a decrease in model penfance. Poor simulation of the observed
maxima of Baydon Hole between 1977 and 1979 isskaéed to Blowing Stone Cottage.
15



However, the observed hydrograph of Blowing Stonétdge has a slightly different signal

to Baydon Hole and the error is therefore lowethantransposed hydrograph.

In order to assess the impact of the quantile nmgppiethod on model uncertainty the best
50,000 models based on the RMSE of the hydrograpieraes and thes1and 108 best
models based on the Nash Sutcliffe criterion foyd@m Hole are transposed to the other
observed hydrographs within group 1. The resules evaluated by calculation of the
objective functions as above (Table 3). The trasgjom process results in the removal of
systematic bias from each validated model and esisome of the model uncertainty so
there is less difference between tfieahd 50 006 models after they have been transposed.
This can be seen by the differences in the erroosvs in Table 3 and by comparison of
Figures 8 and 9.

(6) Water Table Construction

Transposition of each model to other observed hyduhs within the same group provides a
suite of modelled hydrographs for 52 boreholes sstbe Pang and Lambourn catchments
over the time period 1975-2004. Spatial interpotatof modelled groundwater levels and
river elevations allows a water table surface tocbestructed for different points in time.
The River Pang, Lambourn, Thames and Kennet admasrtant discharge points for
groundwater thereby exerting a control on the wtdbte surface. The River Thames and
Kennet are comparably large perennial rivers anaane relatively constant in time within
the study area, however, the lengths of the RivargPand River Lambourn are highly
dependent on groundwater level and therefore faietiseasonally. The river extents are
taken as the perennial river sections plus therapha sections that are known to be flowing
during average but not extreme winters (Figure .1Qming GIS, points are inserted at
regular intervals along each river and the elewatiare extracted from a 50 m digital terrain

model (Morris and Flavin, 1990) and incorporated ithe water table surfaces.

Water table surfaces are produced for the first afagvery month from November 2000 to
April 2001. Those for December 2000 and January€Na001 are shown in Figure 10. The
Universal Kriging method is employed using a ragéiloguadratic empirical semivariogram
model as this provides the best linear unbiasddchasbn for spatial interpolation. This has
been shown to be one of the most appropriate iol@iipn methods for contouring
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groundwater level data, which is generally a nati@bary variable (Gundogdu & Guney,
2007). The water table surfaces are compared tgrthend surface, represented by the 50 m
digital terrain model, allowing areas of groundwamergence to be determined (Figure 10).
The spatial extent of flooding is validated agamisserved flood extent data for the 2000/01
event (Figure 10a). The flood extent in the Lambocatchment is determined from field
mapping (Robinson et al., 2001). This provides adgandication of the longtitudinal
sections of the valleys that were inundated durmgter 2000/01 but contains no
information on the extent of flooding across théexs. The exact timing of this mapping is
also unknown. The flood extent in the Pang catchnsederived from an aerial photographic
survey which was carried out in mid January 200ing a more accurate representation of
the temporal and spatial distribution of floodimg.order to quantify the similarity between
the observed and simulated extent of flooding thegth of flooded sections in both
catchments is measured (Table 4). For the Lambcatchment, the length of the observed
and simulated flooded sections are measured aloagmain valley upstream of Upper
Lambourn village, the valley on the western sid¢hef main valley at Upper Lambourn, the
valley on the eastern side of the main valley ahhaurn village, the Great Shefford valley,
and the Winterbourne valley. In the Upper Panghoaent measurements are made of the

length of flooded sections in the western and eastalleys north of Compton.

The November water table surface does not gengratendwater emergence upstream of the
ephemeral river sections known to be flowing duravgrage winters. In December 2000 the
observed groundwater levels in the upper Lamboum a@bove the average winter
groundwater maxima and the modelled water tabléaserindicates a small amount of
emergence in the upper Lambourn catchment (Figue).1This is consistent with
observations by farmers located on the Chalk ssdope in the northern part of the
Lambourn catchment, who reported flooding as eadyNovember 2000. In the upper
Lambourn valley, extensive flooding can be seemftbhe modelling from January through
to March 2001 (Figure 10b-d), which is consisteithwhe timing of a double peak on the
observed hydrographs of nearby boreholes (e.g. @ajtble). Comparison with the mapped
flood extent (Figure 10a) shows there is genergibpd agreement at the top of the
Lambourn however there is an overestimation ofakient of flooding in the western dry
valley and an underestimation in the main valled aastern dry valley (Table 4). The
modelled hydrographs for boreholes in the Upper lhaumnn valley accurately simulate the
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magnitude of groundwater peaks during the 2000Mddfevent therefore discrepancies may
be due to insufficient control on the groundwatenface as a result of lower data density in
this area. Observed flooding in the main valleytlid upper Lambourn catchment is also
known to be related to localised spring dischaiff@s may result from lateral flow of

groundwater in perched horizons, which is not sated by the model and therefore not

incorporated into the water table surface.

Groundwater is initially observed at the surfacehe Great Shefford dry valley in January
2001 (Figure 10b). The timing of this initial emenge is consistent with the observed
hydrograph of Northfield Farm, which lies approxteisg 1.5 km upstream of Great Shefford
village. This hydrograph reaches a maximum valugammuary 2001 and remains at this level
until April 2001. The modelled flood extent expangsthe valley in February (Figure 10c)
and reaches a maximum in March (Figure 10d), whelosely resembles the mapped flood
extent (Table 4). Due to a lack of data the timofgflooding further up the valley is
unknown. The modelled flood extent also progresdgiggpands up the Winterbourne valley,
closely simulating the mapped flood extent in tipper valley in March and April (Figure
10d and Table 4). This timing is consistent wite tibserved hydrographs of Chapel Farm
and Chapel Wood which display maxima in late Fetytua

The modelled water table surfaces reproduce thmieg of groundwater emergence in the
Upper Pang in January, with an increase in Febraady March (Figure 10). The aerial
survey was flown on the f2January therefore the observed flood extent wbeléxpected
to lie between the simulated extent for 01/01/0d @1¥02/01. This is the case for the flooded
length in the western dry valley north of Comptbowever there is an underestimation of

the flooded length of the eastern dry valley (Table

(7) Discussion

As has been observed in past events, flooding damggroundwater emergence at the land
surface has the potential to cause significant d@naand prolonged disruption. There is a
current need for a simple and widely applicabld tocassess the risk in vulnerable areas,
enable better flood forecasting and allow an assessof the potential impacts of climate
change. The methodology developed here providaegpidly applicable tool for simulating a
water table surface without the need to developstly distributed numerical model for this
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purpose. This surface can be constructed for amt potime and used to identify potential
areas of groundwater emergence. As was demonsiaraty the winters of 2000/01 and
2002/03 chalk catchments are particularly susclkept groundwater flooding and there are
potential applications for this tool across sigrafit portions of the UK and Europe where

groundwater flooding is a risk.

At present the methodology has only been testetthentwo catchments described in this
paper. Further validation is therefore requiredassess its wider applicability. Additional
work is required to determine the dependence ofdkelts on the density of the observation
borehole network as this is likely to affect thecwacy of the interpolated groundwater
surface. While this is not addressed in the papeserved records could be removed from
the process in order to test the sensitivity ofrdslts to data density and the applicability of
the methodology to less intensively monitored catehts. Other factors such as topography
and catchment hydrogeology are likely to impact tbsults therefore more work is also
required to test the ability of the methodologyréproduce groundwater flood extents in
different hydrogeological settings. There is litjeoundwater abstraction in the Pang and
Lambourn catchments but abstraction could be irratpd into the lumped parameter
model for application of the methodology to exmditaquifers. In this study model
simulations are undertaken using a monthly timp-saed it is therefore possible that
groundwater extremes at the sub-monthly time-sozdg be missed. This is a limitation

imposed by the majority of available observatiateti.

Application of the methodology for the predictioh groundwater flooding under future
climate simulations could be used to assess patefuture flood risk. There are two
limitations of the methodology presented here whiciuld need to be addressed in such a
study. Firstly, the use of quantile mapping to $f@ose predicted groundwater hydrographs
requires comparison of simulated future groundwadtarels with simulated historic
groundwater levels, posing a problem where the éorhe outside the range of the latter.
Secondly, the use of Monte Carlo sampling raisesstjpns about model predictive
uncertainty which would require further exploratimn predictive purposes. Several methods
have been suggested for applying quantile mappimgrevfuture simulated values lie outside
the range of historic simulated values. Hamletle2902) suggest that where future values
are within +3.5 standard deviations of historicues, a fitted log normal distribution can be
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used to extend the distribution of the historicadat. Where future values lie outside +3.5
standard deviations of historic values a simpleaksg based on the fraction of the long
term mean can be used to translate between fututrénigtoric datasets. Model uncertainty
related to the variation in the input parameteisinat been quantified in this paper, however
it is shown to be relatively small over the caliima and validation period and reduces when
quantile mapping is applied. However, this canririferred for model prediction, therefore

the multicriteria or GLUE methodologies could bediso quantify predictive uncertainty for

future application of the method in order that pdtential groundwater scenarios are

addressed when assessing the future flood risk.

(8) Conclusions

Groundwater hydrographs in chalk catchments areriafsly difficult to model because of

the particular hydraulic properties of the mateaiatl the spatial heterogeneity of the aquifer.
The classification of groundwater hydrographs usprgcipal component analysis and

cluster analysis provides a quantification of thgatml and temporal variations in

groundwater behaviour, allowing representative bgdxaphs to be modelled. The method of
quantile mapping has been shown to effectivelysjppase simulated hydrographs to other
observed hydrographs providing a relatively fasthoé for producing a suite of point

models. The spatial interpolation of point modelghich are based on a simplified

representation of the Chalk, allows a time-variavdter table surface to be created.
Comparison with the ground surface enables areagrofindwater emergence to be
determined for different points in time. The metblody has been shown to accurately
represent the spatio-temporal occurrence of groateiwlooding in the Pang and Lambourn
catchments during the 2000/01 flood event. It tfeeeehas potential application as a flood
risk assessment tool, particularly under futurenate scenarios, and would also be

applicable to studies of drought conditions.
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Table 1: Parameters and ranges used in the iaitidlfinal Monte Carlo run for each model

(all groundwater level (Gwl) and elevation (h) vedtin m aOD; all K values in i

M odel Initial Final Range
Par ameter Range Baydon Inholmes Gibbet Woodend Longacre Winterbourne
Hole Cottages
Gwl 130-155 102-120 102-132 74-95 124-135 86-94
Range
ha As Gwl 130-135 102-104 102-104 74-75 124-125 86-87
Range
hy As Gwl 135-140 106-108 110-112 82-84 127-128 86-89
Range
hp As Gwl 140-154 112-119 122-126 87-91 128-133 87-94
Range
hy As Gwl 150-155 113-119 126-132 88-95 128-135 92-94
Range
Ky 0.1-200 40-70 88-96 22-28 20-27 139-155 135-170
Kw 0.1-200 1-200 1-200 1-200 1-200 1-200 390-500
S 0.001-0.09 0.007-0.02 0.01-0.03 0.009-0.02 0.012-0.03 0.0%-0.0 0.04-0.09
Sy 0.001-0.09 0.001-0.09 0.001-0.09 0.001-0.09 0.001-0.09 0.009-0 0.001-0.09
n Same as 5 5 6 5 6 5
k final range 1-7 1-7 1-7 1-7 1-7 1-7
A 9 01n 0.1-n 0.1-n 0.1-n 0.1-n 0.1-n
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Table 2: Results of the best calibrated model @¢mnined by the RMSE calculated on the
hydrograph extremes for each simulated hydrogregsults when this model is run over the
validation period (V); best and worst example ofd@eldransposition from each group when
the model of the validation period is transposediiserved hydrographs by the process of
guantile mapping. Blowing Stone Cottage is alsonshim Group 1 as this is given as an
example in Figure 9.

Hydrograph RM SE of hydrograph Nash Sutcliffe Criterion
Extremes
Group 1 Baydon Hole (C) 1.83 0.83
Baydon Hole (V) 2.07 0.82
Marsh Benham 0.60 0.74
Kingston Hill Barn 2.79 0.77
Blowing Stone Cottage 1.59 0.78
Group 2 Inholmes (C) 1.06 0.88
Inholmes (V) 1.25 0.82
Northfield Farm 0.89 0.74
The Barracks 2.27 0.74
Group 3 Gibbet Cottages (C) 2.98 0.86
Gibbet Cottages (V) 3.26 0.81
Brightwalton Common 1.36 0.72
Malthouse 2.50 0.78
Group 4 Woodend (C) 1.72 0.81
Woodend (V) 2.03 0.60
Springfield Road 1.05 0.34
Lower Chance Farm 2.83 0.67
Anomalies  Winterbourne (C) 0.35 0.61
Winterbourne (V) 0.78 0.53
Longacre (C) 0.66 0.71

Longacre (V) 2.12 0.32




Table 3: Model results when a suite of calibratextieils for Baydon Hole are validated and
transposed to other observed hydrographs withinmio(best and worst results are shown).

Calibrated M odel Baydon Hole Baydon Hole Marsh Benham  Kingston Hill Barn
Calibrated Validated Transposed Transposed
RMSE NS RMSE NS RMSE NS RMSE NS

1* (RM SEXxt) 1.83 0.83 2.07 0.82 0.60 0.74 2.79 0.77
100" (RM SExt) 1.93 0.79 2.20 0.79 0.54 0.79 2.82 0.77
1000" (RM SExt) 1.94 0.84 2.17 0.82 0.58 0.75 2.80 0.76
10 000" (RM SExt) 2.18 0.77 2.32 0.78 0.59 0.75 2.82 0.76
50 000" (RSM Ext) 2.35 0.85 2.58 0.83 0.69 0.68 2.83 0.75
1% (Nash Sutcliffe) 2.02 0.86 2.26 0.85 0.67 0.70 2.71 0.77
100" (Nash Sutdliffe) 2.25 0.86 2.50 0.83 0.67 0.69 2.71 0.77

Error Range 052 0.09 051 0.07 015 0.11 0.12 0.02




Table 4: Length of the flood extent in the Uppendand Lambourn catchments from the
observed data and modelled water table surfaceBdoember 2000 and January — March
2001.

Lambourn Flooded L ength (m)

Observed 01/01/01 01/02/01 01/03/01 01/04/01
Winterbourne 11041 7986 7986 11570 11442
Valley
Great Shefford 4744 3849 4585 5135 4444
Dry Valley
Lambourn Dry 2777 1057 0 1057 0
Valley
Upper Lambourn 2939 1968 1968 1968 1258
Main Valley
Upper Lambourn 668 2630 1891 2630 1009
Dry Valley
Pang Flooded L ength (m)
Observed 01/01/01 01/02/01 01/03/01 01/04/01
North of Compton
(Eas) 5278 0 3512 3595 3595
North of Compton 5924 0 6246 6276 6355

(West)




