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Abstract

Recommender System is a subclass of information filtering system which predicts the rating

given to an item by any user. Collaborative filtering is a key technique in recommender systems.

This technique predicts the user rating of an item by collaboration of other users who have

similar interests with this user.

Collaborative filtering approaches can be categorized as Memory-based, Model-based and Hy-

brid approaches. In memory-based approach similarity is computed between users or items

which is used to make recommendations. Memory-based approach can be further classified as

Item-based and User-based recommendations. Pearson correlation scheme belongs to user-based

scheme and Slope one family of algorithms belong to item-based scheme. Slope one family con-

sists of Normal slope one, Weighted slope one and Bipolar slope one. In model-based approach

models are developed for making predictions of real-time data. Algorithms belonging to this

approach are Singular value decomposition, Regularized Singular value decomposition, Proba-

bilistic Matrix Factorization and Latent dirichlet allocation. In hybrid approach combination of

memory-based and model-based approaches are used for making recommendations.

In this thesis an attempt has been made to analyze various algorithms in Memory-based and

Model-based approaches. In model based algorithms, we analyzed Singular Value Decomposi-

tion (SVD) and Regularized Singular Value Decomposition (RSVD). By taking three different

dataset sizes, we observed that RSVD outperforms SVD for all three dataset sizes. In memory

based algorithms, we analyzed Pearson correlation scheme which takes the correlation between

user vectors as similarity measure and Slope one family of algorithms. In slope one algorithms,

we proposed an improvement to the existing scheme for determining Threshold value of Bipolar

slope one algorithm. We used Median of user ratings and Average of min-max ratings which out-

performs the existing user average scheme. Finally, we made an analysis of all these algorithms

and concluded that RSVD outperforms rest of the algorithms in terms of accuracy of predictions.

Keywords: Collaborative filtering, SVD, RSVD, Slope one, Recommender systems
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Chapter 1

Introduction

The growth of the internet and the cloud sources have made it difficult to extract the required

useful information from all the available information. This large size of data require techniques

for efficient extraction of necessary information. This is called information filtering. An infor-

mation filtering system is a system that removes redundant and unwanted information from an

information stream using some automated or computerized methods before presenting it to the

users.

Recommender systems or recommendation systems are a sub class of information filtering

systems that are used to predict the rating or the preference given by the user to an item.

There are different kinds of approaches for implementing the recommender systems among them

collaborative filtering is one such approach.

In this report we make a comparative analysis of different collaborative filtering algorithms

and their nature on different datasets.

1.1 Introduction to Recommender Systems

Recommender systems are the sub-class of the information filtering systems that are used to

predict the user’s rating or preference for a particular item. Recommender systems are applied

in a wide variety of applications such as movies, news, music, books, search queries, research

articles and products.

Recommender systems uses two ways for producing a set of recommendations. One is Col-

laborative Filtering and other is Content-based Filtering.
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CHAPTER 1. INTRODUCTION

1.2 Collaborative Filtering

1.2.1 Introduction to Collaborative Filtering

Collaborative filtering is a technique used by some of the recommender systems in which pre-

dictions are made automatically about the interest of the user by the information collected from

users with similar interests.

Example: A group of users’ rate different items (like videos, images, games). Generally,

users do not give ratings for all the items. System predicts the ratings of items which are not

yet rated.The motivation for CF is that people often get the best recommendation from the

persons of similar interests. CF explores techniques of matching interests of different people and

developing patterns in order to get recommendations.

1.2.2 Work flow of CF algorithms

Typically the work flow of CF system is

1. A user gives some rating to an item. This rating represents user’s interest in that item .

2. The system searches for other users who gave similar ratings to this item .

3. Now, using the similarity information system predicts the ratings of items for which this user

has not given any rating yet.

1.2.3 Types

Memory Based:

This computes the similarity between users or items based on user rating data which is used for

making recommendations.

Advantages of this approach are implementation is easy and effective, results are explainable,

new data can be added easily and scales well with co-rated items.

Disadvantages are its performance decreases when sparsity in data increases and even though it

handles new users efficiently adding new items becomes complicated because it relies on a data

structure.

Examples: User-based, Item-based recommendations.

2



CHAPTER 1. INTRODUCTION

Model based:

In this approach several algorithms are used to find patterns based on training data to develop

models which are used to make predictions of real-time data.

Advantages of this approach are it handles sparsity better than memory-based algorithms, im-

proves prediction performance and also gives an intuitive rationale for the recommendations.

There are some disadvantages with this approach which are expensive model building and loss

of information.

Examples: Singular value Decomposition and Probabilistic latent semantic analysis.

Hybrid:

This approach is the combination of memory-based and model-based ones. Advantages with this

approach are this overcomes the limitations of native CF approaches, problems such as sparsity

and loss of information.

Disadvantage with this approach is that it is highly complex and expensive to implement.

1.2.4 Challenges of CF

Data Sparsity

In practice many data sets are very large as a result the user-item matrix is extremely large and

a sparse one.

Sparsity in the data causes the cold start problem. In collaborative filtering methods recom-

mendations are made based on users’ previous preferences. Newly added users will have to give

ratings for a number of items so that the system can give reliable recommendations. Similarly,

there exists same problem with new items. New items have to be rated by substantial number

of users to recommend them to users who have similar tastes with the ones rated them. In

content-based recommendation, the recommendation of an item is based on its discrete set of

descriptive qualities rather than its ratings. So new item problem doesn’t occur in those systems.

Scalability

As the number of users and items grow CF algorithm suffer scalability issues i.e. the complexity

of the algorithm is very high and there is a need for immediate response to the users hence it

requires to maintain a large clusters of machines for making preferences.

3



CHAPTER 1. INTRODUCTION

Grey sheep

Grey sheep are the users whose opinion constantly differ from the other users’ preferences which

makes them not get benefitted by collaborative filtering. Black sheep are the ones those make

opposite preferences which makes it almost impossible for the prediction.

Shilling attack

In a recommendation system it is possible that people give high ratings for their own items and

very low ratings for their competitors. Hence there is a necessity for taking precautions to avoid

such kind of manipulations.

1.3 Problem Statement

If a database collects preferences of n users and m objects as scores which is a rating between

a range of values Rmin to Rmax. Usually a user does not score all the objects. Let A Rn*m be

the matrix collected by the scores in the database. In most cases A is sparse because many

users score only a few objects. The existing scores in A work as training data and the goal is to

predict the missing values in the database.

1.4 Our Contribution

• In this thesis we implement a few Collaborative filtering algorithms on a particular dataset,

analyze each of them and compare their performance with each other.

• We propose an improvement to the existing threshold selecting technique of Bipolar slope

one algorithm.

1.5 Organization of the Thesis

• In Chapter 2, we have given the Literature Survey which includes the review of some

memory-based and model based approaches and what are the existing algorithms in these

approaches.

• In Chapter 3, we have discussed the work proposed and algorithms used in the implemen-

tation.

4



CHAPTER 1. INTRODUCTION

• In Chapter 4, results of the various implemented algorithms and the proposed algorithms

are discussed as well as the results are analyzed.

• In Chapter 5, we have the results and the conclusions drawn from the results as well as

the scope for future work is discussed.

5



Chapter 2

Literature Survey

2.1 Memory Based Approaches

Notation:

Following notation is used in implementing the following schemes [2].

The ratings from a given user called an evaluation is represented as an incomplete array u, where

ui is the rating of this user given to item i. The subset of set of items consisting of all those

items which are rated in u is S(u). The set of all evaluations in the training set χ. The number

of elements in a set S is called card(S). The average of ratings in an evaluation u is denoted by

u . The set Si(χ) is the set of all evaluations uεχ such that they contain item i (iεS(u)). Given

two evaluations u and v, we define the scalar product < u, v > as
∑

iεS(u)∩S(v) Ui ∗ Vi. P(u)i is

the prediction of item i in evaluation u.

2.1.1 Pearson Correlation Scheme

In this method correlation between user rating vectors is calculated to predict the rating of a

user for an item.

Concepts:

In Pearson scheme, prediction function takes the form of weighted sum over all evaluations in

χ.

6
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P (u)i = u+

∑
vεSi(χ)

γ(u,v)(vi−v)∑
vεSi(χ)

|γ(u,v)|

Where γ is a similarity measure computed from Pearson correlation [2].

Pearson correlation is computed as follows [2],

Corr(u,w) = <u−u,w−w>√∑
iεS(u)∩S(w)(ui−u)2

∑
iεS(u)∩S(v)(wi−w)2

γ(u,w) = Corr(u,w)|Corr(u,w)|ρ−1

Where ρ is the Case Amplification Power which reduces the noise in the data.

2.1.2 Slope one family of algorithms

Slope one is a rating based collaborative filtering algorithm family predicting how a user would

rate a given item from other users’ ratings. Slope one works on the intuitive principle of a

popularity differential between items for users. This includes Normal slope one, Weighted slope

one and Bipolar slope one [5].

Normal Slope one

Given a training set χ and any two items j an i with ratings uj and ui respectively in some

evaluation u, then average deviation of item i with respect to item j is defined as,

devj,i =
∑

uεSj,i(χ)
uj−ui

card(Sj,i(χ))

Note that any user evaluation u not containing both uj and ui is not included in the summation.

The symmetric matrix defined by devj,i can be computed once and updated quickly when new

data is entered. So given devj,i and rating of other items in the evaluation ui , prediction of uj

is computed as follows,

P (u)j = 1
card(Rj)

∑
iεRj

(devj,i + ui)

Where Rj = {i|iεS(u), i 6= j, card(Sj,i(χ)) > 0} is the set of all relevant items [2].

Normal slope one doesn’t depend on how the user rated individual items, but only on the user’s

average rating and crucially on which items the user has rated.

7
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Weighted Slope one

In weighted slope one, the number of ratings observed are taken into consideration while cal-

culating the prediction of a user for an item. Suppose to predict the user A’s rating of item L

given user A’s rating of items J and K, if 2000 users rated the pair of items J and L where only

20 users rated pair of items K and L, then user A’s rating of item J is likely to be far better

predictor for item L than user A’s rating of item K is.

Thus, the prediction function for weighted slope one is defined as follows,

PwS1(u)j =
∑
iεS(u)−{j}(devj,i+ui)cj,i∑

iεS(u)−{j} cj,i

Where cj,i = card(Sj,i(χ)).

Bipolar Slope one

In Bipolar slope one prediction is divided into two parts. One prediction is derived from items

users liked and another prediction using items that users disliked. Threshold for deciding whether

an item is liked by a user or not is calculated by taking user’s average.

The deviation function for liked or disliked items is defined as follows,

devlikej,i =
∑

uεSlikej,i (χ)
uj−ui

card(Slikej,i (χ))

Now, the prediction of an item i in user evaluation u for Bipolar slope one is computed as follows,

P bpS1(u)j =

∑
iεSlike(u)−{j} p

like
j,i c

like
j,i +

∑
iεSdislike(u)−{j} p

dislike
j,i cdislikej,i∑

iεSlike(u)−{j} c
like
j,i +

∑
iεSdislike(u)−{j} c

dislike
j,i

Where the weights clikej,i = card(Slike
j,i) and cdislikej,i = card(Sdislike

j,i).

2.2 Model-based approaches

In Model based approaches, a model is developed by applying machine learning algorithms on

training data. This model is used to predict ratings in real world. Model based approaches

are slow processes as it takes too much time to train a model. Some of the popular model

based approaches are Singular Value Decomposition (SVD) and Regularized Singular Value

Decomposition (RSVD) [7].

8
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2.2.1 Singular Value Decomposition

Introduction

Singular Value Decomposition is a process of decomposing a matrix into its factor matrices.

Suppose M is a real or complex matrix of size m * n. Then singular value decomposition of M

is defined as

M = UΣV*

Where U is a m*m unitary matrix, Σ is a m*n rectangular diagonal matrix and V* is conjugate

transpose of n*n unitary matrix V. m columns of U are called left-singular vectors, n columns

of V are called right-singular vectors, diagonal entries of Σ are called singular values of M [1].

Concepts

Given an input rating matrix M of size m*n which consists of ratings of m users and n movies.

Low-rank matrix approximation of M using singular value decomposition gives two feature ma-

trices corresponding to users and movies. User feature matrix P is of size m*k represents the

associativity of a user with k features. Movie feature matrix Q is of size k*n represents the

associativity of a movie with k features. To obtain P and Q, matrix M is decomposed into three

matrices U, S, V. U is a m*m matrix, S is a m*n diagonal matrix and V is a n*n matrix. Now

only the k left most columns are taken from U, k top most rows are taken from V and only k

singular values are taken from S. Now P and Q are calculated as following,

P = U *
√
S, where dimension of U is m*k and S is k*k

Q =
√
S * V, where dimension of S is k*k and V is k*n

After obtaining P and Q, rating of user i for movie j is calculated as following,

Pred(i,j) = dot product of Pi and Qj

Where Pi is user feature matrix for user i, Qj is movie feature matrix for movie j.

P and Q are updated using gradient descent approach in which negative gradients are calculated

by differentiating objective function with respect to both user and movie feature matrices [1].

Objective function and negative gradients are defined as follows,

9



CHAPTER 2. LITERATURE SURVEY

E = (1/2) ∗
∑m

i=1

∑n
j=1 Iij ∗ (Mij − Pred(i, j))2

−∆Pi =
∑n

j=1 Iij ∗ (Mij − Pred(i, j)) ∗Qj ,i=1. . . m

−∆Qj =
∑m

i=1 Iij ∗ (Mij − Pred(i, j)) ∗ Pi,j=1. . . n

Now,

Pi = Pi + α ∗∆Pi

Qj = Qj + α ∗∆Qj

Where α is learning rate which is usually taken as 0.02, 0.01 etc.

2.2.2 Regularized Singular Value Decomposition

Regularized SVD is a technique used for collaborative filtering proposed by Simon Funk which

includes regularization constants along with learning rate [3]. In this technique objective function

and negative gradients are defined as follows,

E = (1/2) ∗
∑m

i=1

∑n
j=1 Iij ∗ (Mij − Pred(i, j))2 + (β/2) ∗ (

∑m
i=1 |Pi|2 +

∑n
j=1 |Qj |2)

−∆Pi =
∑n

j=1 Iij ∗ (Mij − Pred(i, j)) ∗Qj − β ∗ Pi,i=1. . . m

−∆Qj =
∑m

i=1 Iij ∗ (Mij − Pred(i, j)) ∗ Pi − β ∗Qj ,j=1. . . n

Now,

Pi = Pi + α ∗∆Pi

Qj = Qj + α ∗∆Qj

Where α is learning rate which is usually taken as 0.02, 0.01 etc. and β is regularization

coefficient which is taken as 0.002, 0.001 etc.

10



Chapter 3

Proposed Work

3.1 Memory-based approaches

3.1.1 Pearson Correlation Scheme

Algorithm 1 : Pearson Correlation

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate Indicator matrix which indicates Iε{0, 1}m*n which user have rated the item.

3: Calculate the prediction matrix PεRm*n by taking the weighted sum over all user

vectors in the input matrix and correlation between user feature vectors.

P (u)i = u+
∑
vεSi(χ)

γ(u,v)(vi−v)∑
vεSi(χ)

|γ(u,v)|

Where γ is a similarity measure computed from Pearson correlation.

4: Pearson correlation is computed as follows,

Corr(u,w) = <u−u,w−w>√∑
iεS(u)∩S(w)(ui−u)2

∑
iεS(u)∩S(v)(wi−w)2

γ(u,w) = Corr(u,w)|Corr(u,w)|ρ−1

Where ρ is the Case Amplification Power which reduces the noise in the data.

Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.

11
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3.1.2 Slope One Algorithms

Normal Slope one

Algorithm 2 :Normal Slope one

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate Indicator matrix which indicates Iε{0, 1}m*n which user have rated the item.

3: Calculate the prediction matrix PεRm*n by taking the average rating differences be-

tween ratings of item j and rest of the items.

P (u)j = 1
card(Rj)

∑
iεRj

(devj,i + ui)

4: Calculate the Root Mean Square Error (RMSE) of Existing and Predicted ratings.

RMSE(P,A) =

√∑m
i=1

∑n
j=1 Iij(Aij−Pij)2∑m
i=1

∑n
j=1 Iij

Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.

Weighted Slope one

Algorithm 3 :Weighted Slope one

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate Indicator matrix which indicates Iε{0, 1}m*n which user have rated the item.

3: Calculate the prediction matrix PεRm*n by taking the weighted average rating differ-

ences between ratings of item j and rest of the items.

PwS1(u)j =
∑
iεS(u)−{j}(devj,i+ui)cj,i∑

iεS(u)−{j} cj,i

Where cj,i = card(Sj,i(χ)).

4: Calculate the Root Mean Square Error (RMSE) of Existing and Predicted ratings.

RMSE(P,A) =

√∑m
i=1

∑n
j=1 Iij(Aij−Pij)2∑m
i=1

∑n
j=1 Iij

12
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Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.

Bipolar Slope one

Algorithm 4 :Bipolar Slope one

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate Indicator matrix which indicates Iε{0, 1}m*n which user have rated the item.

3: Calculate the prediction matrix PεRm*n by taking the average rating differences be-

tween ratings of disliked pairs or liked pairs of items for each user.

P bpS1(u)j =
∑
iεSlike(u)−{j} p

like
j,i c

like
j,i +

∑
iεSdislike(u)−{j} p

dislike
j,i cdislikej,i∑

iεSlike(u)−{j} c
like
j,i +

∑
iεSdislike(u)−{j} c

dislike
j,i

Where the weights clikej,i = card(Slike
j,i) and cdislikej,i = card(Sdislike

j,i).

4: Calculate the Root Mean Square Error (RMSE) of Existing and Predicted ratings.

RMSE(P,A) =

√∑m
i=1

∑n
j=1 Iij(Aij−Pij)2∑m
i=1

∑n
j=1 Iij

Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.

Improvised Threshold:

• Threshold Value: Determines whether an item is liked or disliked by a user.

• Existing scheme: Threshold value is computed by taking user rating averages.

• Proposed scheme: Threshold value is computed by taking Median of user ratings and by

taking the average of min-max ratings.

13
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3.2 Model-based approaches

3.2.1 Singular Value Decomposition (SVD)

Algorithm 5 :Singular Value Decomposition (SVD)

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate the indicator matrix Iε{0, 1}m*n that indicates which movies are rated by

users.

3: A is given as input to SVD to get the feature matrices UεRk*m and MεRk*n , where k

is no. of features.

4: Calculate the prediction matrix as follows,

p(Ui,Mj) =


a if UT

i Mj < 0

a+ UT
i Mj if 0 ≤ UT

i Mj ≤ b− a
b if UT

i Mj > b− a

where p is the prediction function which takes Ui, Mj are the feature vectors as

arguments and computes the prediction value which lies in the range of (a, b).

5: Calculate the RMSE from the obtained prediction matrix.

6: To optimize the error, we use gradient descent approach i.e. the partial derivative of

the squared error with respect to each parameter Uki and Mkj.

Uki(t+1) = Ukit + α ∗ (2 ∗ (Aij − Pij) ∗Mkit)

Mki(t+1) = Mkit + α ∗ (2 ∗ (Aij − Pij) ∗ Ukit)

Where α is the learning rate.

7: goto step4 until the RMSE is minimum.

Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.
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3.2.2 Regularized Singular Value Decomposition (RSVD)

Algorithm 6 :Regularized Singular Value Decomposition (RSVD)

1: Form the input matrix AεRm*n from the given dataset.

2: Calculate the indicator matrix Iε{0, 1}m*n that indicates which movies are rated by

users.

3: A is given as input to SVD to get the feature matrices UεRk*m and MεRk*n , where k

is no. of features.

4: Calculate the prediction matrix as follows,

p(Ui,Mj) =


a if UT

i Mj < 0

a+ UT
i Mj if 0 ≤ UT

i Mj ≤ b− a
b if UT

i Mj > b− a

where p is the prediction function which takes Ui, Mj are the feature vectors as

arguments and computes the prediction value which lies in the range of (a, b).

5: Calculate the RMSE from the obtained prediction matrix.

6: To optimize the error, we use gradient descent approach i.e. the partial derivative of

the squared error with respect to each parameter Uki and Mkj.

Uki(t+1) = Ukit + α ∗ (2 ∗ (Aij − Pij) ∗Mkit − β ∗ Ukit)

Mki(t+1) = Mkit + α ∗ (2 ∗ (Aij − Pij) ∗ Ukit − β ∗Mkit)

Where α is the learning rate and β is regularization coefficient.

7: goto step4 until the RMSE is minimum.

Explanation:

This algorithm takes a m*n rating matrix as input and produces the Root Mean Square Error

of Existing and Predicted ratings.
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Chapter 4

Analysis and Results

Dataset:

Here, we have taken the Movie lens dataset which consists of 100,000 movie ratings in the range

of 1-5 given by 943 users for 1600 movies. After that we have considered 300, 3000 and 30000

ratings as different instances.

Error Metrics:

The performance of Collaborative Filtering can be measured by the error between prediction

values and the ground-truth. A common and efficient measure is Root Mean Square Error

(RMSE). Consider the prediction matrix PεRm*n and the ground-truth answer AεRm*n . Let

Iε{0,1}m*n be the indicator of A.

RMSE(P,A) =

√∑m
i=1

∑n
j=1 Iij(Aij−Pij)2∑m
i=1

∑n
j=1 Iij

Results:

Figure 4.1: RMSE of SVD for dataset of size 300
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Figure 4.2: RMSE of SVD for dataset of size 3000

Figure 4.3: RMSE of SVD for dataset of size 30000

Figure 4.4: RMSE of RSVD for dataset of size 300

Figure 4.5: RMSE of RSVD for dataset of size 3000

Figure 4.6: RMSE of RSVD for dataset of size 30000

Figure 4.7: RMSE of Pearson for all datasets of size 300,3000 and 30000
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Figure 4.8: RMSE of Normal Slope one for all datasets of size 300,3000 and 30000

Figure 4.9: RMSE of Weighted Slope one for all datasets of size 300,3000 and 30000

Figure 4.10: RMSE of Bipolar1 for all datasets of size 300,3000 and 30000

Figure 4.11: RMSE of Bipolar2 for all datasets of size 300,3000 and 30000

Figure 4.12: RMSE of Bipolar3 for all datasets of size 300,3000 and 30000
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Figure 4.13: RMSE of All algorithms for all datasets of size 300,3000 and 30000

19



Chapter 5

Conclusion and Future Work

In this thesis we proposed different techniques for the calculation of the threshold value in the

bi-polar slope one algorithm apart from the user average which has been used. We used median

and min-max procedure for calculating the threshold value and it gives better performance i.e. a

lower value of RMSE. We have conducted a comparative analysis of the different memory based

and model based algorithms and deduced that the accuracy of the Model based algorithms are

better when compared with Memory based algorithms. This is because we train the data in case

of model based algorithms. But memory based algorithms are easier to implement and are faster

when compared to the Model based algorithms although their performance is lesser. Memory

based algorithms deals better with the problem of sparsity and the scalability when compared

to that of Model based algorithms.

In future research can be done on implementing a hybrid approach which consists of both model

based and memory based algorithms in order to increase the performance of the system as well

overcome challenges such as sparseness and scalability.
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