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Abstract

Analysis of document images for information extraction has become very prominent

in recent past. Wide variety of information, which has been conventionally stored

on paper, is now being converted into electronic form for better storage and intelli-

gent processing. This needs processing of documents using image analysis, processing

methods. The objective of Document Image analysis is to recognize the text and

graphics components in image of documents and to extract intended information

from them.

We are surrounded by text everywhere: window signs, commercial logos and phone

numbers plastered on trucks, flyers, take-away menus - and yet to capture and use

all this information we essentially resort to typing these phone numbers and websites

manually into a phone or computing device. We thought we should help change that,

with the help of the mobile phone camera and OCR applications extracting the rele-

vant textual information in these images.

Basically, the problem can be seen as a two step process:

• Extract characters/words from the image by OCR

• Classify the words as Name, Email, Phone No, etc.

Our work was more focussed on the first step - to reduce/minimize the time needed

to perform the step given we want to make it usable for mobile computing devices.

However, computing under handheld devices involves a number of challenges. Because

of the non-contact nature of digital cameras attached to handheld devices, acquired

images very often suffer from skew and perspective distortion. In addition to that,

manual involvement in the capturing process, uneven and insufficient illumination,

and unavailability of sophisticated focusing system yield poor quality images. Since

we have to separate text from graphics/background, segmentation/binarization al-

gorithms play a vital role in the process, we studied, analyzed and impelemented

existing standard algorithms. A number of thresholding techniques have been previ-



ously proposed using global and local techniques. Global methods apply one threshold

to the entire image while local thresholding methods apply different threshold values

to different regions of the image. The value is determined by the neighborhood of

the pixel to which the thresholding is being applied. An early histogram-based global

segmentation algorithm, Otsu’s method is widely used. Other techniques use vari-

ous iterative methods to arrive at a suitable threshold.OCR is done using Tesseract,

which is an open-source OCR engine that was developed at HP between 1984 and

1994. Processing follows a traditional step-by-step pipeline.

The second step involves applying appropriate heuristics in order to achieve cor-

rect classification. Given a line of text, Named-Entity Recognition(NER) is in itself a

different domain of research. We have come up heuristics to identify named-entities,

the output of Step 1 is given as input and it displays the information in the relevant

field.
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Chapter 1

Introduction

One picture is worth more than ten thousand words. In modern sciences and tech-

nologies, images have gained much broader scopes due to the ever growing importance

of scientific visualization. With fast computers and signal processors available, digital

image processing has become the most common form of image processing and gener-

ally, is used because it is not only the most versatile method, but also the cheapest.

There is a growing demand of image processing in diverse applications areas such as

multimedia computing, secured image data communication, biomedical imaging, bio-

metrics, remote sensing, texture understanding, pattern recognition, content-based

image retrieval, compression, and so on.

Analysis of document images for information extraction has become very promi-

nent in recent past. Wide variety of information, which has been conventionally stored

on paper, is now being converted into electronic form for better storage and intelli-

gent processing. This needs processing of documents using image analysis, processing

methods. Various methods used for digital image processing have three main com-

ponents: Pre-processing , Feature extraction and the Classification. Pre-processing

includes Image acquisition, Binarization, identification, Layout analysis, feature ex-

traction and classification. Classification is an important step in Office Automation,

Digital Libraries, and other document image analysis applications.

Document image analysis refers to algorithms and techniques that are applied to
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Introduction

images of documents to obtain a computer-readable description from pixel data. A

well-known document image analysis product is the Optical Character Recognition

(OCR) software that recognizes characters in a scanned document.

The objective of Document Image analysis is to recognize the text and graphics

components in image of documents and to extract intended information from them.

Two categories of document image analysis can be defined.

Text Processing deals with the textual components of a document image and its

task are:

• Determining the skew (any tilt at which the document may have been

scanned in the computer).

• Finding columns, paragraphs, textual lines, words, recognizing the text

(possibly its attributes such as size, font etc) by OCR

Graphical processing deals with the non-textual elements (tables, lines, images,

symbols, delimiters, company logo etc) Pictures are also included in this cate-

gory; they are different from graphics in that they are often photographically or

artistically generated.

Basic Steps in Document Image Processing

Pre-Processing stage that enhances the quality of the input image & locate the

data of interest. It includes

1. Image Acquisition

2. Binarization

3. Noise Reduction

4. Skew Detection and correction

Feature extraction stage that captures the distinctive characteristics of the doc-

ument under processing.

Classification stage that identifies the document; groups them according to certain

classes & helps in their efficient recognition

2



1.1 Problem Overview Introduction

1.1 Problem Overview

The huge amount of information in all areas of science is overwhelming. If you live

active business and social life, contact partners, conduct negotiations, make business

deals, you usually exchange business cards. As these cards essentially reflects who

the person is with very useful information like Name, email, phone number, website,

it seeds a scope of any future communication, if needed. Because of the magnitude

of the cards one exchanges each day, it becomes really difficult to store, search and

remember important contacts. To ease out the process of remembering and retriev-

ing for future reference, the representation and organization of the information items

should provide the user with easy access to the information in which he is interested.

Document image understanding techniques have been widely used in many ap-

plication domains. Various kinds of documents have been researched and different

methods are developed for information retrieval purpose.

Piles of receipts, stacks of business cards, reams of paper, Of course, what we

really need is the information trapped inside them. The thesis work is focussed in

information extraction from business card images. Given a business card image, our

objective is to help people change from manually typing these email address, phone

numbers, etc. to an automated one with the help of the mobile phone camera and

OCR applications extracting the relevant textual information in these images.

1.2 Applications and Importance

Automatic named-entity recognition has got a number of applications. Starting from

having ones information organized such that retrieval can be easy and fast, one can

also send the captured card or created contact to any friend.

Adding to the Address Book

The first thing you can do as soon as you get the information from text results is to

add the contact to address book, with reviewing and possibly editing the text results.

3



1.3 Overview of the Project Introduction

Send Contact to Friend

Once the contact is created you can send it to your friends so they can have the

information with them to help them network with better people.

Network on LinkedIn

Everyone wants to save time and the process to be easy. Using the information in the

created contact, you can fire up an invitation to the new contact to join his LinkedIn

network.

Web-Sync

The most appealing advantage is that one can sync contact book to a web based

account, which might be further synced to multiple devices. Even if you lose your

mobile phone, you just need to sign in to your account and download to the new

mobile.

1.3 Overview of the Project

Looking closely at the problem it can be considered as a two-step process

• Extract characters/words from the image by OCR

• Classify the words as Name, Email, Phone No, etc.

Although, such applications are commercially available in some recent mobile

phones, the accuracy is yet to be extended to be really useful in practice.

Our work was more focussed on the first step - to reduce/minimize the time needed

to perform the step given we want to make it usable for mobile computing devices.

However, computing under handheld devices involves a number of challenges. Be-

cause of the non-contact nature of digital cameras of handheld devices, the images

acquired very often suffer from skew and perspective distortion. In addition to that,

uneven and insufficient illumination, manual involvement in the capturing process,

4



1.4 Thesis Organization Introduction

and unavailability of sophisticated focusing system yield poor quality images. Since

we have to separate text from graphics/background, segmentation/binarization algo-

rithms play a vital role in the process, we studied, analyzed and implemented existing

standard algorithms.

1.4 Thesis Organization

The rest of the thesis is organized as follows.

Chapter 2 gives a brief review of basic approaches towards the problem namely

thresholding and edge-detection methods. Brief descriptions of existing algorithms

and existing methodology for our target system are given.

Chapter 3 describes the proposed Foreground-Background technique.

Chapter 4 presents the output of the algorithms to show the contrast between them

in terms of recognition.

Finally Chapter 5 presents the concluding remarks, with scope for further research

work.
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Chapter 2

Literature Review

Image segmentation is the process of partitioning a digital image into multiple

segments (sets of pixels). The goal of segmentation is to simplify and/or change

the representation of an image into something that is more meaningful and easier

to analyze. More precisely, image segmentation is the process of assigning a label

to every pixel in an image such that pixels with the same label share certain visual

characteristics. We focus on two basic forms of Segmentation -

Thresholding methods The simplest method of image segmentation is called the

thresholding method. This method is based on a threshold value to turn a gray-

scale image into a binary image. The key of this method is to select the threshold

value (or values when multiple-levels are selected). Image binarization involves

separation of pixel values into two groups, black as foreground and white as

background. Thresholding plays a major role in binarization of images.

A number of thresholding techniques have been previously proposed using global

and local techniques. In images with uniform contrast distribution of back-

ground and foreground like document images, global thresholding is more ap-

propriate. In degraded document images, where considerable background noise

or variation in contrast and illumination exists, there exists many pixels that

cannot be easily classified as foreground or background. In such cases, bina-

rization with local thresholding is more appropriate. Global methods( Basic

Global Thresholding, Otsu’s method) apply one threshold to the entire image

while local thresholding methods (Niblack, Sauvola, etc.) apply different

6
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threshold values to different regions of the image based on local conditions. The

value is determined by the neighborhood of the pixel to which the thresholding

is being applied.

Edge detection methods Edge detection is a well-developed field on its own within

image processing. Region boundaries and edges are closely related, since there

is often a sharp adjustment in intensity at the region boundaries. Edge de-

tection techniques have therefore been used as the base of another segmenta-

tion technique. The edges identified by edge detection are often disconnected.

To segment an object from an image however, one needs closed region bound-

aries. The desired edges are the boundaries between such objects. Segmentation

methods can also be applied to edges obtained from edge detectors. Lindeberg

and Li developed an integrated method that segments edges into straight and

curved edge segments for parts-based object recognition, based on a minimum

description length (MDL) criterion that was optimized by a split-and-merge-

like method with candidate breakpoints obtained from complementary junction

cues to obtain more likely points at which to consider partitions into different

segments.

Basu et al.[2] presented a novel text/graphics separation methodology for business

card images acquired with a cell-phone camera. At first, based on intensity variance,

they eliminate the background at a coarse level which made the foreground compo-

nents distinct from each other. Then using various characteristic features of text and

graphics, they remove the non-text components. Finally, the text regions are skew

corrected and binarized for further processing.

A number of research works on mobile OCR systems have been found. Mollah

et al.[1] present a complete Optical Character Recognition (OCR) system for camera

captured image/graphics embedded textual documents for handheld devices. At first,

they extract the text regions and skew correct it. Then, they binarize and segment

these regions into lines and characters. And then they pass it to character recognition

module. Moreover, their developed technique is computationally efficient and con-

sumes low memory so as to be applicable on handheld device.

7
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Shiva et al. [3] proposed a hybrid method to overcome the problem of isolating the

foreground text in document images with complex background. According to their

three stage proposed approach, In the first stage they identify the candidate text

regions using edge detection followed by a connected component analysis. There are

chances that because of background complexity the non text regions may get detected

as text region. In the second stage they eliminate the false text regions by extracting

the texture feature and thereby analyzing the feature value of candidate text regions.

In the final stage they separate the text from the background by locally thresholding

the image segments narrow down to contain only text. In a nutshell, their approach

combines connected component analysis and an unsupervised thresholding to separate

foreground text from the complex background in color document images.

Bhaskar et al.[4] presented an algorithm for accurate recognition of text on a

business card, given an Android mobile phone camera and image of the card in vary-

ing environmental conditions. Reliably interpreting text from real-world photos is a

challenging problem due to variations in environmental factors. Even the best open

source OCR engine available (Tesseract) gets easily thwarted by uneven illumination,

off-angle rotation and perspective, and misaligned text, among others. They showed

that by correcting for these factors it is possible to dramatically improve an OCR

technologys accuracy. A simple adaptive thresholding technique was used to reduce

the effect of illumination gradients. Rotation and perspective were determined by

processing a Hough transform. Text alignment was improved by performing vertical

segmentation.

First a MATLAB implementation of the algorithm is described where the main

objective is to optimize the image for input to the Tesseract OCR (optical charac-

ter recognition) engine. Then a simplified reduced-complexity implementation on the

DROID mobile phone is discussed. The MATLAB implementation is successful in

a variety of adverse environmental conditions including variable illumination across

the card, varied background surrounding the card, rotation, perspective, and variable

horizontal text flow. Direct implementation of the MATLAB algorithm on DROID

proved time-intensive, therefore, a simplified version was implemented on the phone.

8
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In summary the paper by Chetan et al. [5] reveals that only few work have

been reported towards Graphic separation and Skew correction for Mobile captured

documents. In their work they have presented vertical and horizontal projection

methods to remove graphics from documents and finally skew correction is performed

using Hough transform. Experiments have been performed for documents containing

graphics and without graphics and also for noisy images. Experimental results reveal

that it works better for both types with graphics and without graphics and there-

fore proposed method is efficient, novel and accurate for mobile captured documents.

Whereas in the case of noisy images the proposed method performance degrades as

the noise density increases. A comparative analysis is performed for the existing and

proposed method. However proposed method as well as the existing method failed to

work for document of low resolution and illumination images.

Garain et al.[6] presented an efficient approach for foreground/background sepa-

ration in document images with an emphasis on processing of low quality color docu-

ments. Algorithm was tested on variety of documents starting from grayscale to color,

printed and handwritten manuscripts, documents with well contrasted text as well as

those suffering from degradations like uneven illumination, etc. which quite often

observed in historical documents. Test documents contained several samples scanned

from handwritten manuscripts of famous writers. The manuscripts were written with

quill, pencil, etc. and generate low contrast between background and foreground.

Results show enormous adaptability of the proposed approach with the uneven illu-

mination or local changes in background and foreground color. The method finds its

application in the area of binarization, locating text in documents, image enhance-

ment in digital preservation of ancient documents, compression of documents where

foreground and background layers are separated to achieve better compression etc.

However, the algorithm has so far been tested on text dominant documents only.

Moreover, proper assessment of the extraction results needs benchmarking of fore-

ground and background pixels in sample documents.

9



2.1 Existing Algorithms Literature Review

2.1 Existing Algorithms

2.1.1 Otsu’s Method

In Otsu’s method we exhaustively search for the threshold that minimizes the intra-

class variance (the variance within the class), defined as a weighted sum of variances

of the two classes:

σ2
w(t) = w1(t)σ

2
1(t) + w2(t)σ

2
2(t) (2.1)

weights wi are the probabilities of the two classes separated by a threshold t and

σ2
i variances of these classes.

Otsu shows that minimizing the intra-class variance is the same as maximizing

inter-class variance:

σ2
b (t) = σ2 − σ2

w(t) = w1(t)w2(t)[µ1(t)− µ2(t)]
2 (2.2)

which is expressed in terms of class probabilities wi and class means µi.

The class probability wi(t) is computed from the histogram as t:

wi(t) =
t∑
0

p(i) (2.3)

while the class mean µ1(t) is:

µ1(t) =
[ t∑

0

p(i)x(i)
]/

w1 (2.4)

where x(i) is the value at the center of the ith histogram bin. Similarly, you can

compute w2(t) and µt on the right-hand side of the histogram for bins greater than t.

The class probabilities and class means can be computed iteratively.

10



2.1 Existing Algorithms Literature Review

2.1.2 Sobel Operator

The operator uses two 3 × 3 kernels which are convolved with the original image

to calculate approximations of the derivatives - one for horizontal changes, and one

for vertical. If we define A as the source image, and Gx and Gy are two images

which at each point contain the horizontal and vertical derivative approximations,

the computations are as follows:

Gx =


+1 0 −1

+2 0 −2

+1 0 −1

 ∗ A (2.5)

Gy =


+1 +2 +1

0 0 0

−1 −2 −1

 ∗ A (2.6)

where ∗ denotes two 2-dimensional convolution operation.

G =
√
G2

x +G2
y (2.7)

2.1.3 Niblack’s Method

The method can be described like:

pixel = (pixel > mean+ k ∗ standard deviation)?object : background (2.8)

T (i, j) = m(i, j) + k ∗ s(i, j) (2.9)

Where ’m’ is the mean of the number of pixels in that window, ’k’ is any constant

that can be different for different type of documents and ’s’ is the standard deviation.

11



2.1 Existing Algorithms Literature Review

2.1.4 Sauvola’s Technique

This efficiently removes the effect of stains in a thresholded image. In our experiments,

we used R=128 with 8-bit gray level images and k=0.5 to obtain good results. Below

presents the textual binarization formula.

T (x, y) = m(x, y).
[
1 + k.

(s(x, y)

R
− 1
)]

(2.10)

where m(x, y) and s(x, y) are as in Niblack’s formula. R is the dynamic range of

standard deviation, and the parameter k gets positive values.

12



Chapter 3

Proposed Work

3.1 Existing Methodology for our Target System[1]

3.1.1 Text Extraction

The input image I is, at first, partitioned into m number of disjoint blocks Bi, i =

1, 2, ...,m such that Bi ∩ Bj = ∅ and I = ∪mi=1Bi. Each individual Bi is classified

as either Information Block (IB) or Background Block (BB) based on the intensity

variation within it. After removal of BBs, adjacent/contiguous IBs constitute isolated

components called as regions. These regions are then classified as TR(Text Region)

or NR(Non-text region or Graphics region) using various characteristics features of

textual and non-textual regions such as dimensions, aspect ratio, information pixel

density, region area, coverage ratio, histogram, etc.

3.1.2 Skew Correction

Camera captured images very often suffer from skew and perspective distortion. These

occur due to unparallel axes and/or planes at the time of capturing the image. The ac-

quired image does not become uniformly skewed mainly due to perspective distortion.

Skewness of different portions of the image may vary between +α to -β degrees where

both α and β are +ve numbers. Therefore, the image cannot be de-skewed at a single

pass. On the other hand, the effect of perspective distortion is distributed through-

out the image. Its effect is hardly visible within a small region (e.g. the area of a

13



3.1 Existing Methodology for our Target System[1] Proposed Work

Image

Text
Extraction

Skew
Correction

Binarization

Segmentation

Recognition

Text

Figure 3.1: Block Diagram of the present system

character) of the image. So, these text regions are de-skewed using a computationally

efficient and fast skew correction technique

3.1.3 Binarization

A skew corrected text region is binarized using a simple yet efficient binarization

technique before segmenting it. The algorithms have been described later. In these

algorithms, the immediate neighbors around the pixel subject to binarization are also

taken as deciding factors for binarization. This type of approach is especially useful

to connect the disconnected foreground pixels of a character.

14



3.1 Existing Methodology for our Target System[1] Proposed Work

3.1.4 Text Region Segmentation

After binarizing a text region, the horizontal histogram profile fi, i = 1, 2, · · · , HR

of the region is analyzed for segmenting the region into text lines. Here fi denotes

the number of black pixel along the ith row of the TR and HR denotes the height

of the de-skewed TR. At first, all possible line segments are determined by thresh-

olding the profile values. The threshold is chosen so as to allow over-segmentation.

Text line boundaries are referred by the values of i for which the value of fi is less

than the threshold. Thus, n such segments represent n-1 text lines. After that the

inter-segment distances are analyzed and some segments are rejected based on the

idea that the distance between two lines in terms of pixels will not be too small and

the inter-segment distances are likely to become equal. A detail description of the

method is given in [18]. Using vertical histogram profile of each individual text lines,

words and characters are segmented.

3.1.5 OCR - Tesseract Algorithm

The Tesseract OCR algorithm has the following steps:

Input A Grayscale or color image is provided as input. The input data should ideally

be a ”flat” image from a flatbed scanner or a near parallel image capture. No

rectification capability it provided to correct for perspective distortions

Adaptive thresholding (Otsu’s method) performs the reduction of a grayscale

image to a binary image. The algorithm assumes that in an image there are

foreground (black) pixels and background (white) pixels. It then calculates the

optimal threshold that separates the two pixel classes such that the variance

between the two is minimal.

Connected-component labeling - Tesseract searches through the image, identifies

the foreground pixels, and marks them as ”blobs” or potential characters.

Line finding algorithm - lines of text are found by analyzing the image space adja-

cent to potential characters. This algorithm does a Y projection of the binary

15



3.2 Proposed Technique Proposed Work

image and finds locations having a pixel count less than a specific threshold.

These areas are potential lines, and are further analyzed to confirm.

Baseline fitting algorithm - finds baselines for each of the lines. After each line

of text is found, Tesseract examines the lines of text to find approximate text

height across the line. This process is the first step in determining how to

recognize characters.

Fixed pitch detection - the other half of setting up character detection is find-

ing the approximate character width. This allows for the correct incremental

extraction of characters as Tesseract walks down a line.

Non-fixed pitch spacing delimiting - characters that are not of uniform width or

of a width that agrees with the surrounding neighborhood are reclassified to be

processed in an alternate manner.

Word recognition - after finding all of the possible char- acter ”blobs” in the doc-

ument, Tesseract does word recognition word by word, on a line by line basis.

Words are then passed through a contextual and syntactical analyzer which

ensures accurate recognition.

3.2 Proposed Technique

The proposed Foreground-Background technique works as follows:

pixel = (pixel > variance− k)?object : background (3.1)

T (i, j) = var(i, j)− k (3.2)

Where ’var’ is the variance of the number of pixels in that window, ’k’ is a constant

that can be different for different type of documents/cards. In our experimentation

we found that business cards responded well for k=100.
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Chapter 4

Results and Analysis

Figure 4.1: Output - Otsu’s method

Experimenting with different kind of business cards and varying the value of ’k’ we

found that for k 100, the cards respond well and give better recognition of characters.

At the moment our algorithm doesn’t give 100% accurate results but it performs better

that some of the existing algorithms like - Otsu’s , Niblack’s and Edge operator but

in general Sauvola’s technique outperforms our technique.
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Results and Analysis

Figure 4.2: OCR Result - Otsu’s method

Figure 4.3: Output - Sobel Operator
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Results and Analysis

Figure 4.4: OCR Result - Sobel Operator

Figure 4.5: Output - Sauvola’s method
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Results and Analysis

Figure 4.6: OCR Result - Sauvola’s Method

Figure 4.7: Output - ForegroundBackground method
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Results and Analysis

Figure 4.8: OCR Result - ForegroundBackground method

Figure 4.9: Output - Otsu’s method
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Results and Analysis

Figure 4.10: OCR Result - Otsu’s method

Figure 4.11: Output - Sobel Operator
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Results and Analysis

Figure 4.12: OCR Result - Sobel Operator

Figure 4.13: Output - Sauvola’s method
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Results and Analysis

Figure 4.14: OCR Result - Sauvola’s Method

Figure 4.15: Output - ForegroundBackground method

24



Results and Analysis

Figure 4.16: OCR Result - ForegroundBackground method
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Chapter 5

Conclusion

This thesis proposes a new thresholding technique based on local variance of a block

of pixels from an image. It follows similar framework as by Mollah et al.[1]

And as mentioned earlier, experimenting with different sample of business cards

and varying the value of ’k’ we found that for k ∼ 100, the cards respond well and

give better recognition of characters. At the moment our algorithm doesn’t give

100% accurate results but it performs better that some of the existing algorithms like

- Otsu’s , Niblack’s and Sobel operator but in general Sauvola’s technique outperforms

our technique.

5.1 Future Work

We look forward to improve our thresholding technique so that it works for all kinds

of documents/cards and to achieve better character recognition so that it can be used

as a tool for automatic named-entity recognition from business cards. Though there

are applications available by ScanBizCards for iPhone, Android, Windows Phone,

we are looking for a faster and effective algorithm so that the whole process can be

made fast and easy to use for he user.
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