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Abstract

Wireless sensor networks (WSNs) have a wide range of applicability in many in-
dustrial and civilian applications such as industrial process monitoring and control,
environment and habitat monitoring, machine health monitoring, home automation,
health care applications, nuclear reactor control, fire detection, object tracking and
traffic control. A WSN consists of spatially distributed autonomous sensors those
cooperatively monitor the physical or environmental conditions including tempera-
ture, sound, vibration, motion, pressure or pollutants. In sensor networks where the
environment is needed to be remotely monitored, the data from the individual sensor
nodes is sent to a central base station (often located far from the network), through
which the end-user can access data. A number of routing protocols for WSN are
designed in this context.

Energy utilization and network life time are key issues in design of routing proto-
cols for Wireless sensor network. Many algorithms have been proposed for reducing
energy consumption and to increase network life time of the WSN. Clustering algo-
rithms have gained popularity in this field, because of their approach in cluster head
selection and data aggregation. LEACH (distributed) is the first clustering routing
protocol which is proven to be better compared to other such algorithms.

TL-LEACH is one of the descendants of LEACH that saves better the energy
consumption by building a two-level hierarchy. It uses random rotation of local clus-
ter base stations (primary cluster-heads and secondary cluster-heads) to better dis-
tribute the energy load among the sensors in the network especially when the density
of network is higher. As the clusters are adaptive in LEACH and TL-LEACH, poor
clustering set-up during a round will affect overall performance. However, using a cen-
tral control scheme for cluster set-up may produce better clusters by distributing the
cluster head nodes throughout the network. LEACH-C (centralised) is another mod-
ification to LEACH that realizes the above idea and provides better results through
uniform distribution of cluster heads avoiding redundant creation of cluster heads in

a small area.



In our project, we propose a centralized multilevel scheme called CML-LEACH
for energy efficient clustering that assumes random distribution of sensor nodes which
are not mobile. The proposed scheme merges the idea of multilevel hierarchy, with
that of the central control algorithm providing uniform distribution of cluster heads
throughout the network, better distribution of load among the sensors and improved
packet aggregation. This scheme reduces energy consumption and prolongs network
life time significantly as compared to LEACH, TL-LEACH and LEACH-C. The simu-
lation results show comparisons of our scheme with the existing LEACH, TL-LEACH

and LEACH-C protocols against chosen performance metrics, using Omnet-++-.
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Chapter 1

Introduction

With the advancement in micro-fabrication technology, Wireless Sensor Networks
(WSNs) have started to play a vital role in our daily lives. It is because of the
reduction in cost of the sensor nodes, leading to increasing deployments of WSNs to a
larger extent. Potential applications for wireless sensor networks exist in a variety of
fields, including industrial process monitoring and control, environment and habitat
monitoring, machine health monitoring, home automation, health care applications,
nuclear reactor control, fire detection, object tracking and traffic control. Efficient
design and implementation of wireless sensor networks have become a hot area of
research in recent years, due to the immense capacity of sensor networks to enable
applications connecting the physical world with the virtual world.

It is possible to obtain data about physical or environmental phenomena by net-
working large number of tiny sensor nodes that was difficult or impossible to obtain

in more conventional ways.

1.1 Wireless Sensor Network

A wireless sensor network consists of spatially distributed autonomous sensors those
cooperatively monitor the physical or environmental conditions such as temperature,
sound, vibration, motion, pressure or pollutants. The WSN is built of "nodes”- from
a few to several hundreds or even thousands, where each node is connected to one (or

sometimes several) sensors. A structure of a WSN is shown in Figure 1.1.
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Figure 1.1: Wireless Sensor Network

In sensor networks where the environment is needed to be remotely monitored, the
data from the individual sensor nodes is sent to a central base station (often located

far from the network), through which the end-user can access data.

The main characteristics of WSNs include,

e Fase of use

Ability to cope with node failures

e Communication failures

Scalability to large scale deployment

e Power consumption constrains for nodes that use batteries or Energy harvesting

Ability to cooperate with harsh environmental conditions, etc.

1.2 Routing in WSN

WSNs are intended for monitoring an environment. The main aim of a wireless sensor

node is to collect data from a certain domain, process them and forward it to the sink,
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where the application lies. However, by guaranteeing the direct communication be-
tween a sensor and the sink may drain the nodes’ power very quickly, because of higher
energy requirement in transferring messages. Therefore, it is sometimes required that
the nodes are collaborated to ensure communication of distant nodes with the sink. In
this way, messages are propagated through intermediate nodes by establishing a route
to the sink. Routing protocols for WSN are in charge of discovering and maintaining

the routes in the network [1].

According to the participation style of sensor nodes, routing protocols in WSN

can be classified into three categories.

Direct Communication:

In the case of direct communication, any node can send information directly to
the Base Station (BS). Applying this routing technique in a very large network may
drain the energy of sensor nodes quickly. Its scalability is very small. Example: SPIN.

Flat:
In this type of protocols, if any node desires to transmit data, it first searches for
a route to the BS and then transmits the data. In this way, nodes around the BS may

drain their energy quickly. Its scalability is average. Example: Rumor routing.

Clustering:
According to the clustering routing protocols, the total area is divided into num-
bers of clusters. Each cluster has a cluster head (CH) and this cluster head directly

communicates with the BS. Nodes in a cluster send their data to their corresponding

CHs. Example: TEEN.
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1.3 Key Issues in the Design of Routing Protocols
for WSIN

There are some issues in the design of routing protocols for WSNs because of sev-
eral constraints in the network. WSNs suffer from the limitations of several network
resources such as, energy, bandwidth, computation power and storage. The design

challenges in sensor networks involve the following key aspects [2]:

Limited energy capacity:

Since the sensor nodes are battery powered having limited energy capacity, energy
is a big challenge for the network designers in hostile environments. For example, in
a battlefield, it is almost impossible to access the sensors and recharge their batter-
ies. Also, when the energy of a sensor reaches a certain threshold, it may become
faulty and may not be able to function properly, which can have a major impact on
the network performance. Thus, routing protocols designed for WSN should be as
energy efficient as possible to extend the lifetime of the sensors and hence prolong the

network lifetime while guaranteeing decent overall performance.

Sensor locations:

Another challenge that is faced during the design of routing protocols is to manage
the locations of the sensors. Most of the protocols assume that the sensors either are
equipped with GPS receivers or use some localization technique to learn about their

positions.

Limited hardware resources:

The processing and storage capacities of sensors are also limited as the energy
capacity. Thus, they can only perform limited computational functionality. These
constraints give rise to many challenges in network protocol design for WSN, which
must consider not only the energy efficiency of sensor nodes, but also the processing

power and storage capacities.
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Massive and random node deployment:

Sensor node deployment in WSNs is application dependent and affects the perfor-
mance of the routing protocol. Sensor nodes can be scattered randomly in a specified
area or dropped massively over a remote or hostile region in most of the applications.
When the resultant distribution of nodes is un-uniform, optimal clustering helps in

connectivity and enabling energy efficient network operation.

Network characteristics and dynamic environment:

A sensor network generally operates in a dynamic and unreliable environment.
The network topology, defined by the sensors and communication links between them,
changes frequently because of sensor addition, deletion, damages, node failures or en-
ergy depletion. Furthermore, the sensor nodes are linked by a wireless medium, which
is noisy, susceptible to errors and time varying. Therefore, routing protocols should
consider network topology dynamics to maintain particular application requirements

in terms of coverage and connectivity.

Data Aggregation:

Sensor nodes may generate significant redundant data. So, similar packets from
multiple sensors can be aggregated to reduce number of transmissions. Data aggre-
gation techniques are used to achieve energy efficiency and to optimize data transfer

in the routing protocols.

Diverse application requirements:

WSNs have a wide range of applications each having different requirements. No
network protocol can meet all the requirements of every application. Hence, routing
protocols should guarantee data delivery and its accuracy to provide the sink with

the required knowledge about the physical and environmental condition on time.

Scalability:

Routing protocols should be capable of scaling with the network size. Also, sen-
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sors need not necessarily have the same capabilities in terms of energy, processing and
communication. So, communication links between sensors may not be symmetric (i.e.
a pair of sensors may not be able to have communication in both directions). This

should be taken care of in the design of routing protocols.

1.4 Clustering in WSN

The major advantage of WSN is the ability to deploy it in an ad-hoc manner[3], as
organizing these nodes into groups pre-deployment is not feasible. For this reason, a
lot of research has been conducted into ways of creating these organizational struc-
tures (or clusters)[4]. A clustering scheme divides the sensor nodes in a WSN into
different virtual groups, according to some set of rules. In a cluster structure, sensor
nodes may be assigned a different status or function, such as cluster head or cluster

member[5].

=57 .~ Internet link

PDA terminal
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| O | Base Station
\ |
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Figure 1.2: Clusters in WSN
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We can see in the Figure 1.2, the architecture of a generic WSN, and examine how

clustering is an essential part of the organizational structure [4].

Sensor Nodes: Sensor nodes are the building blocks of a WSN. They can play mul-

tiple roles in a WSN; such as simple sensing, data processing, data storage and routing.

Clusters: Clusters are the organizational unit of WSNs. The dense nature of WSNs

requires them to be broken down into clusters to simplify tasks such as routing.

Cluster heads: Cluster head is the organizational leader of a cluster. It organizes
the activities in a cluster. The activities include data-aggregation, diffusion, organiz-

ing the communication schedule of the cluster, etc.

Base Station: The base station is often located far from the network. It provides

the communication link between the WSN and the end-user.

End User: The data obtained from sensor network can be used for a wide-range
of applications. A particular application can make use of the network data over the
internet, using a PDA, or even a personal computer. In a queried sensor network,

queries are generated by the end user.

1.5 Clustering Algorithms

Many algorithms have been proposed for routing in WSN. Clustering algorithms have
gained popularity in this field. Clustering algorithms can be classified as:

e Distributed algorithm,
e Centralized algorithm &

e Hybrid algorithm
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In distributed clustering techniques, any node can choose itself as a CH or join an
already formed cluster on its own initiative, independent of other nodes. Distributed
clustering techniques are further classified into four sub types based on the cluster
formation criteria and parameters used for CH election as identity based, neighbour-
hood information based, probabilistic and iterative. In centralized methods [6], the
BS requires global information of the network to control the network. CHs are elected
by the base station. Hybrid schemes are composed of centralized and distributed ap-
proaches. In a hybrid environment, distributed approaches are used for coordination
between CHs, and centralized schemes are followed for CHs to build individual clus-

ters.

In design of routing protocols for WSN, clustering algorithms have following advan-

tages:
e Clustering reduces number of nodes taking part in long distance transmission.
e Clustering algorithms are scalable for large number of nodes.
e They reduce communication overhead.

e Energy is utilized properly by the use of clustering algorithms.

1.6 Problem Statement

The objective of this project is to develop a new clustering algorithm for WSN, im-

proving on the existing LEACH Algorithm and its variations to outperform:
e The network life time.
e Consumption of energy in the network.

e Number of data signals received at the BS.



Chapter 2

Literature Review

LEACH (Low-Energy Adaptive Clustering Hierarchy) is the first clustering routing
protocol which is proven to be better compared to other clustering algorithms. It is a
distributed clustering algorithm, first proposed in 2000 by W. R. Heinzelman et al. [7].
The authors have suggested a hierarchical adaptive approach in which CHs are selected
with a random probability independent of others to organize the nodes into clusters.
TL-LEACH is one of the descendants of LEACH proposed by V. Loscri et al. in the
year 2005 [8], which introduces a two level hierarchy for cluster formation. It uses
random rotation of local cluster base stations (primary cluster-heads and secondary
cluster-heads) to better distribute the energy load among the sensors in the network,
especially when the density of network is higher. As the clusters are adaptive in
LEACH and TL-LEACH, poor clustering set-up during a round will affect overall
performance. However, using a central control scheme for cluster set-up may produce
better clusters by distributing the cluster head nodes throughout the network. In
2007 Taewook Kang et al. [9] proposed a centralized clustering algorithm, LEACH-C
that realizes the above idea and provides better results through uniform distribution

of CHs avoiding their redundant creation of in a small area.

2.1 LEACH

The main objectives of LEACH, was to find a way to low consumption of energy in
the cluster and to improve the life time of WSN.
LEACH adopts a hierarchical and adaptive approach to organize the network into
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a set of clusters, managed by selected CHs. The CH carries out multiple tasks, such
as periodic collection of data from the members of the cluster, aggregation of data
to remove redundancy among correlated values, transmission of the aggregated data
directly to the base station through a single hop method, creation and advertisement
of a TDMA schedule. In the schedule created by the CH, each node of the cluster
is assigned a time slot that can be used by non-CH nodes for transmission. The
CHs broadcast the schedule to their corresponding cluster members. For reducing
the likelihood of collisions among sensor nodes, LEACH nodes use a code division
multiple access (CDMA) based scheme for communication. The network model used

by LEACH is depicted in Figure 2.1.

((eg)

Data Sink

@ Cluster Member @ Cluster Head

Figure 2.1: A Network Model of LEACH
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Figure 2.2: Two Phases of LEACH

2.1.1 Operations of LEACH

The basic operation of LEACH consists of many rounds, each round being divided
into two phases. The phases of LEACH are illustrated in Figure 2.2.
The first phase called the setup phase consists of three steps,

(i) Cluster-head advertisement,
(ii) Cluster set-up and
(iii) Transmission schedule creation.
The second phase, the steady-state phase, focuses on,
(i) Data transmission to cluster heads,
(ii) Signal processing (data aggregation/fusion) and
(iii) Delivery to the base station.

To minimize the protocol overhead, the duration of the setup phase is assumed to be

relatively shorter than the steady-state phase.

11
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At the beginning of the setup phase, cluster-head selection takes place. The role
of CH rotates among sensor nodes, thereby distributing energy consumption evenly
across the network nodes. To determine if it is its turn to become a CH, a node

n, generates a random number x (between 0 and 1), and compares it with the CH

selection threshold T(n).

P .
—F—~ ifnedG
T(TL) _ 1—P*<7"mod%) (21)
0 otherwise
Where,
P is the desired percentage of cluster heads,

r is the current round and

G represents the set of nodes that have not been selected as CHs in last 1/P rounds.

The node becomes a CH if its generated value, x, is less than T(n). The CH selection
threshold, T(n) is aimed to ensure with high possibility that a predetermined fraction
of nodes, P, should be elected as CHs at each round. Further, the threshold ensures
that the nodes, those have been CHs in last 1/P rounds, will not again be selected in
the current round. At the completion of the CH selection process, every node that is
selected as a CH, advertises its new role to the rest of the network. Upon receiving
the advertisements, each remaining node selects a cluster to join based on the received
signal strength (or Euclidian distance). Then the nodes inform their corresponding
CHs of their desire to become a member of the cluster. Once the cluster is formed, each
CH creates and distributes a TDMA schedule that specifies the time slots allocated
to each member of the cluster for transmission. CHs also select CDMA code so as
to reduce inter-cluster interference, which is then distributed to all members of its
cluster [10].

The completion of the setup phase signals the start of the steady-state phase. In
this phase, nodes collect the required data and use their allocated slots to transmit
those to the CH. Data collection is performed periodically. Then, the CH nodes re-
ceive all the data, aggregate them before sending to the base-station. The network

goes back into the setup phase after a certain time, which is determined a priori.

12
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2.1.2 Advantages and Drawbacks of LEACH

Major advantages of LEACH include,
e [t incorporates data fusion into routing protocol.

e [t is 4-8 times effective over direct communication in prolonging the network

lifetime.
Some drawbacks of LEACH are
e [t may lead to large number of clusters.
e CHs are un-uniformly distributed in the network.

e There is less number of data signals received at BS.

2.2 TL-LEACH

The main objectives of TL-LEACH was to find a way to minimize the consumption
of energy than LEACH and hence to improve the life time of WSN.

TL-LEACH uses the concept of data-fusion rigorously through a two-level hierar-
chy in order to avoid the overloading of data. Large energy gain can be resulted from
data fusion, as less data is needed to be transmitted to the base station. TL-LEACH

uses the following techniques to realise energy and latency efficiency:
e Randomized, adaptive and self-configuring cluster formation,

e Localized control for data transfer.

TL-LEACH introduces a two-level hierarchy: a top level represented by cluster-
head called primary cluster-head or master cluster head (MCH), a second level repre-
sented by secondary cluster-head or CH and simple nodes. The two-level hierarchy of

TL-LEACH is shown in the Figure 2.3. In TL-LEACH, a partial local computation

13
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starts in each secondary CH and completes at primary CHs at the top level, from

where data is transmitted to the base station directly.

Base Station O = Normal Node

@ = Cluster Head Node
& = Master Cluster Head Node

®

| \ %
o o, &°

¢

o

Figure 2.3: A Network Model of TL-LEACH

2.2.1 Operations of TL-LEACH

As LEACH, the basic operation of TL-LEACH consists of many rounds, each round

being divided into two phases.

In the setup phase initially each node decides if it wants to be, in current round,
primary cluster-head (MCH), secondary cluster-head (CH) or simple node. A node
that has elected itself as MCH has to advertise other nodes. The mechanism used
in this phase is the CSMA. Subsequently CHs send the advertisement to the simple
nodes. In the cluster set-up step each CH decides which primary cluster it belongs
to and each simple node decides its secondary cluster based on the received signal
strength of advertisement (or Euclidian distance), and both confirm their joining. A
MCH knows which nodes are in its group (either simple nodes and CH) and creates
a TDMA schedule, assigning each node a slot to transmit. It also chooses a CDMA
code and informs all the nodes at the second level in its group to transmit using this
code. Each CH transmits the information to nodes in its cluster, both the code to be

used use to transmit and the schedule.

14
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In the steady-state phase, each node transmits according to the TDMA sched-
ule decided by its corresponding primary CH. Non-CH nodes transmit data to their
respective secondary cluster heads. CHs retransmit the aggregate data to their re-

spective primary cluster heads. MCHs forward the fused data to the Base Station.

2.2.2 Advantages and Drawbacks of TL-LEACH
Major advantages of TL-LEACH include,

e The use of two-levels of clusters for data transmissions is advantageous as com-
pared to LEACH because of the small transmit distances for more nodes. In
this way only a few nodes are required to transmit through a long distances to

the base station.
e It incorporates improved data aggregation and fusion than LEACH.

e Number of primary clusters in TL-LEACH is less, so it can be applied for larger

networks.
TL-LEACH also has some drawbacks, like
e [t may lead to non-uniform distribution of CHs in the network.

e No. of cluster heads formed in each round are not uniform, which may otherwise

have increased the network lifetime to some extent.

2.3 LEACH-C

The main objectives of LEACH-C was to produce better performance in terms of
energy consumption, by dispersing the cluster heads throughout the network and
hence to improve the life time of WSN.

LEACH is distributed cluster formation algorithm, which offers no guarantee
about the placement and/or number of cluster head nodes. LEACH-centralized

(LEACH-C) is a protocol that uses a centralized clustering algorithm for cluster set-up

15
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and the same steady-state phase as LEACH [11, 9]. Leach-C tries to avoid redundant
creation of cluster heads in a small area. It attempts to minimize the amount of

energy for the ordinary nodes to transmit their data to the cluster head.

2.3.1 Operation of LEACH-C

As LEACH and TL-LEACH, the basic operation of LEACH-C consists of many

rounds, each round being divided into two phases.

In the set-up phase of LEACH-C, information about a node’s current location and
residual energy level is sent to the BS [11]. The BS ensures better distribution of en-
ergy load among all the nodes, in addition to determining good clusters. To do this,
BS computes the average energy of nodes, and determines the nodes having energy
above this average as candidates for CH. BS selects CHs from the candidate nodes in
a random basis such that a CH does not lie inside a predefined radius of any other
CH [9]. In the CH selection process shown in Figure 2.4 (a), node a, b, ¢, and d are
elected for candidate nodes for CHs among the sensor nodes. First, the BS selects
node a as CH. As node b is within radius r of a, it is ruled out of the qualification of
candidate nodes. Similarly, node d is also ruled out of the qualification. As a result,
node a and c are actually selected as CHs as shown in Figure 2.4 (b). This approach
does not find the optimal clusters but one of the beneficial parts is the computation,
which is not NP-hard anymore as in conventional LEACH-C [I11]. Once the CHs
and associated clusters (formed on the basis of Euclidian distance) are found, the BS
broadcasts a message that contains the CH ID for each node. If the node ID matches
with the CH ID, then it becomes a cluster head; otherwise the node determines its
TDMA slot for data transmission, from the TDMA schedule and goes to sleep until

its time to transmit data.

The steady-state phase of LEACH-C is identical to that of the LEACH proto-
col, i.e. the nodes collect data and send them to their CHs during the TDMA slot

allocated, where the data are aggregated or diffused. The diffused data is then trans-

16
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Figure 2.4: Basic Concept Used in LEACH-C for CH Selection

mitted to the BS.

2.3.2 Advantages and Drawbacks of LEACH-C

Major advantages of LEACH-C include,

e CHs are evenly distributed among the nodes in the network.

e No. of cluster heads formed in each round are almost uniform, which results in

more number of nodes being alive till the end of the network lifetime.

e Life time of network will be more compared to LEACH.

LEACH-C has also a drawback of being a single hop protocol that will not be able to
provide more data aggregation and fusion. And hence BS may receive more number

of redundant data causing wastage of energy.
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Chapter 3

Proposed Work

The study conducted on LEACH and some of its variants motivated us in the following

perspectives.

[. Poor clustering set-up during a round will affect the overall performance in case
of adaptive clusters. But using a central control algorithm to form the clusters,
as in LEACH-C can produce better clusters by distributing the cluster head

nodes throughout the network.

II. A multilevel approach for cluster formation improves packet aggregation /diffusion.
It decreases the number of nodes taking part in long distance transmission.

Hence energy is consumed to a greater extent in this approach.

Through the motivations obtained and as a solution to the problem described in
Chapter 1, we propose a centralized multilevel scheme called CML-LEACH, for en-
ergy efficient clustering, which merges the idea of multilevel hierarchy and centralised

scheme for cluster formation, to provide a better solution.

3.1 CML-LEACH

The main objectives of this scheme is to have a multilevel hierarchy in routing,
that incorporates more data aggregation and fusion (even performing better in denser
networks) and requires only a few nodes to transmit through far distances, along with
following a centralised approach of cluster formation to get better distribution
of CHs throughout the network hence providing with better energy utilization. Both

the objectives help in better distribution of load among the sensors in the network.
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3.1 CML-LEACH Proposed Work

3.1.1 Operation of CML-LEACH

The basic operation of CML-LEACH consists of a number of rounds each round being
divided into two phases.

The setup phase of CML-LEACH is almost similar to that of LEACH-C, but the
only difference comes because of the multilevel hierarchy as two types of CHs (primary
and secondary) are selected in it. So, in the set-up phase of CML-LEACH, first, the
information about a node’s current location and residual energy level is sent to the BS.
Then the BS computes the average energy of nodes, and determines the nodes having
energy above this average as candidates for secondary CH. From this candidate set,
it selects candidates for primary CHs again based on average energy criteria. This
time, the energy of the candidate nodes for CH is only taken into consideration for
calculating the average energy. Then the BS selects MCHs from the candidates for
MCHs, in a random basis, such that a MCH does not lie inside a predefined radius
(for primary clusters) of any other MCH. Out of the remaining candidate nodes for
secondary CH (leaving the selected MCHs), the base station choses some as secondary
CHs on the predefined radius for secondary cluster heads. Once the CHs, MCHs and
their associated clusters (formed on the basis of Euclidian distance) are found, the
sink broadcasts a message that obtains the CH ID (for both primary and secondary
CHs) for each node. If a CH ID matches its own ID, the node is a cluster head (either
primary or secondary). A MCH knows which CHs come under its primary cluster
and creates a TDMA schedule, assigning each of them a slot to transmit. Secondary
CHs create TDMA schedules for the sensor nodes belonging to the corresponding
secondary cluster.

The steady-state phase of CML-LEACH is same as that of TL-LEACH. In this
phase each node transmits its data according to the TDMA schedule created by its
corresponding primary cluster- head. Non-CH nodes transmit data to their respective
Secondary Cluster Heads (CHs).CHs retransmit the aggregate data to their respective
Primary Cluster Heads (MCHs). MCHs forward the fused data to the base station.

19



Chapter 4

Implementation

4.1 Omnet+-+

The implementation of the clustering algorithms including the proposed CML-LEACH

is done using omnet++-.

4.1.1 What is OMNeT++7?

OMNeT++ is a discrete event simulation environment. Now a days it is becoming
very much popular as a network simulation platform in the scientific community. It

is also used for industrial settings, and building up a large user community [12].

4.1.2 Features of OMNET-++:

Some important features of omnet+-+ include,
(i) Flexibility
(ii) Programming model
(iii) Model management
(iv) Debugging, tracing, and experiment specifications

(v) Simulation modes
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4.1 Omnet++ Implementation

Flexibility:

e Omnet++ is a core framework for discrete event simulation having different

add-ons for specific purposes.
e [t is fully implemented in C++.

e Functionality can be added by deriving classes following some specified rules.

Programming model:
e Simulated objects in omnet++4 are represented through modules.

— Modules can be simple or compound.

— The modules communicate with each other by message passing (directly

or via gates).

— The programming model in omnet+-+ consists of interface description

(through .NED files) and functional description (through C++ class).
e Modules, gates and links in omnet++ can be created,

— Statically, at the beginning of the simulation (NED file) or

— Dynamically, during the simulation.

Model management:
e There is clear separation among the simulation kernel and the developed models.
e [t is easy to make packages from developed modules for reuse.

e Patching the simulation kernel is not needed to install a model.

Debugging, tracing, and experiment specifications:

e Omnet++ supports,
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4.2 Assumptions Implementation

— Recording of data vectors and scalars in output files.
— Random numbers having several distribution and different starting kernels.

— Displaying information about the activities, snapshots and breakpoints of

modules.
e [t is easy to configure using .ini file.

e [t also includes batch execution of the same simulation for different parameters.

Simulation modes:

Omnet++ simulations can be done using two different modes,
e Command line and

e Interactive GUI.

4.2 Assumptions

We have taken into account the following assumptions for implementing the clustering

algorithms for WSN.
1. The network is homogeneous i.e initial energy of each node is the same.
2. Nodes are static.
3. Nodes are assumed to have sufficient transmission range to reach other nodes.
4. Homogeneous distribution of nodes.
5. Nodes always have to send the data.

6. BS is located far from the sensor network.
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4.3 Parameters

Implementation

4.3 Parameters

The parameters and their values taken for simulation of each algorithm is shown in

the following table 4.1.

SI. Parameters Values LEACH| TL- LEACH| CML-
No LEACH| -C LEACH
1. Environment Size 100mx100m | O O O O
2. Number of nodes 100 0 0 0 0
3. Position of BS [150,50] 0 O O O
4. Packet Size 4000bits ] H H H
D. Election  probability | 0.15 U U U U
value of CHs(P)
6. Election  probability | 0.05 U U U U
value of MCHs(P,,)
7. Maximum number of | 4000 [l H H H
rounds(7az )
8. Initial energy per node | 2J U U U l
(£o)
9. FEee 50nJ /bit 0 0 O O
10. Eomp 10pJ /bit/m? | O O O O
11. EDA 5nJ/bit O O O O
12. CH,qdius 20m O O O O
13. MCH, 4dgius 40m O O O O
14. DRcy 5 O O O O
15. DRycn 3 O O O O

Table 4.1: Parameters Used in Simulation of Different Clustering Algorithms

%k

Fgje denotes the amount of energy consumed per bit of message in the transmit-

ter/receiver circuitry. Eg,, is the amount of energy consumed per bit per metre square by

the transmit amplifier. EDA refers the amount of energy required in diffusion per bit by the

CHs. DRcpy and DRycop represent the diffusion ratios at CHs and MCHs respectively.
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4.4 Sitmulation snapshots Implementation

4.4 Simulation snapshots

In this section we show some screenshots of the simulation of our proposed algorithm

CML-LEACH through Omnet++.

Figure 4.1: The Network Structure and BS in Omnet++
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4.4 Simulation snapshots

Implementation
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Figure 4.4: Nodes Processing CH Selection Message from BS

Figure 4.1 represents the homogeneous network structure in omnet++ consisting

of 100 nodes along with the base station located at position [150, 50]. Figure 4.2 shows

a message from a node to the base station that contains information about its current

position and energy level. After the BS has selected the primary and secondary CHs,

it broadcasts their ids to the network, to form clusters as shown in Figure 4.3. Figure

4.4 represent processing of the information send by BS at nodes to decide whether it

will become a MCH, a CH, or a simple node for the current round.
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Chapter 5

Results and Analysis

This section shows the simulation results and analysis of LEACH, TL-LEACH, LEACH-
C and the proposed CML-LEACH in omnet++. The parameters taken into consid-

eration for evaluating all the four algorithms are as follows:

e Time v/s Number of primary CHs formed,
e Time v/s Number of nodes alive,
e Time v/s Total energy dissipation,

e Time v/s No of data signals received at BS.
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Figure 5.1: Time v/s Number of primary CHs formed

It is observed from the graph in Figure 5.1 that the primary CHs formed in LEACH-C
and CML-LEACH are almost uniform in each round, unlike LEACH and TL-LEACH.
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Results and Analysis

This is because of the centralised scheme used for cluster formation that selects CHs
based upon position and average energy of nodes instead of the probabilistic approach

followed in LEACH and TL-LEACH.
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Figure 5.2: Time v/s Number of nodes alive

Graph in Figure 5.2 shows that the proposed scheme, CML-LEACH outperforms
others in terms of network life time and number of nodes alive, which decreases
less with time as compared to others. This is because of the uneven distribution
and undesired number of primary CHs formed in LEACH and TL-LEACH. In case of
LEACH-C (single-hop) some specific nodes die sooner because of the long transmission
distance needed to be covered. On the other hand, in CML-LEACH, primary CHs
are evenly distributed and as it is centralised, BS forms an appropriate number of

clusters. It even uses multi-hop scheme.

27



Results and Analysis
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Figure 5.3: Time v/s Total energy dissipation

Graph in Figure 5.3 shows that the total energy dissipation increases linearly in
LEACH-C and CML-LEACH compared to that of LEACH and TL-LEACH. Because
in LEACH-C and CML-LEACH BS creates desired number of primary and secondary
CHs and evenly distribute them, so that appropriate clusters can be formed and hence
change in total energy dissipation is less compared to that of LEACH and TL-LEACH.
As LEACH follows probabilistic approach of CH selection, uneven distribution of CHs

may be possible sometimes which leads to sudden increase in energy dissipation.
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Figure 5.4: Time v/s No. of data signals received at BS
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Results and Analysis

Graph in Figure 5.4 conveys that as the time increases, number of data signals re-
ceived at BS through CML-LEACH and LEACH-C linearly increase compared to that
of LEACH and TL-LEACH. CML-LEACH is able to deliver more no of data signals
compared to that of LEACH and TL-LEACH because, in CML-LEACH, BS knows

the network topology and hence it can form good clusters compared to others.

From the analysis of above results following conclusions can be made about the pro-

posed CML-LEACH:

1. Primary and secondary CHs are evenly distributed throughout the network and
number of CHs formed in each round are almost uniform. In this way each
node gets enough TDMA slots to transfer, hence improving the number of data

signals received at BS.

2. The uniformity in number of CHs formed and the multilevel approach allow less
number of nodes to participate in long distance transmission, resulting in less
energy consumption in the network and more number of nodes being alive till

the end of network lifetime.
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Chapter 6

Conclusions

Wireless Sensor Networks, which may be spread over a vast geographical area, have
their applications in many fields. In this context, there is a need of approaches which
can manage these WSNs in a better way possible. In this regard, this thesis, presents
an improved clustering routing protocol to overcome several limitations of WSNs.
Detailed discussion about the existing well-known protocol for WSNs called LEACH
and some of its variants is provided. The proposed scheme is an improvement on
it, that merges the ideas of multiple levels in the cluster (we have considered two
levels in our version of protocol) and the centralised scheme of cluster formation. The
simulation results in Omnet++ (shown in Chapter 4) demonstrated that the proposed
algorithm CML-LEACH outperforms the existing protocols LEACH, TL-LEACH and
LEACH-C in energy consumption and network lifetime. Also this scheme allows more
no. of nodes to be alive till the end of network lifetime. We obtained that our protocol
is able to deliver more data signals to the BS than the others. So, leaving apart the
criticism that multilevel level approach may lead to wastage of cost and effort in cases
of smaller and less dense network, our proposed scheme gives high performance under

the tight constraints of wireless channel.
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