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ABSTRACT

Resilient network is a network, which does not taitler any circumstances. It is
the ability of the network to provide and maintaimacceptable level of service in
the face of various challenges to normal operatsjoint routing strategies are
used to calculate disjoint paths, which can be usethe network to route the
packet in case of some failure to the existing prinpath.

Packets arrive at a node in the network in a vangdom manner. The probability
density function for describing the number of swhivals during a specific
period follows the Poisson distribution. The inéerival time and the service time
at a node follow exponential distribution. As a lpetdravels from one node to the
subsequent node along its path, the packet sudftarsdifferent types of delays at
each node along the path. Thus the total node @ealaye calculated by summing
up all the different types of delays. With the mase in traffic and therefore the
congestion, the average cost of transmission angnsamission (in the event of a
failure) suffers. This varies according to the tetgg used for resilience.

Routing protocols inherently provide a basic lewélresiliency. The ability to
“route” around the problem areas defines the efficy of a routing protocol.
However, the time to re-converge the network cany gaeatly depending on the
protocol being used. When a failure occurs, eitherpackets can be resent or a

new path can be followed from the failure point.
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1.1 INTRODUCTION

1.2 Resilience:
The word “resilience” means the ability to adaptliwe stress. It means that,
overall you remain stable and maintain healthy Ieewé physical functioning in

the face of disruption or chaos.

A resilient network is a network, which does nat fander any circumstances.
Failure refers to a situation where the observétbieur of a system differs from
its specified behaviour. A failure occurs due toearor, caused by a fault. Faults
can be hard or soft. For example a cable break hsrd failure whereas an

intermittent noise in the network is a soft failure

Resilience in the context of resilient network e tability of the network, a
device on the network, or a path on the networkespond to failure, resist
failure, handle flux in demand and easily shift amhfigure — with little or no

impact on service delivery. A resilient network tiee agent that can help to

diminish the loss of employee productivity in thest of a major disaster.

Now we discuss the importance of Resilience in stdes.

1.3 Need for Resilient Network:

Businesses in all the industries are becoming digp@non Information
Technology (IT) and the intra- and inter- organiaal online communication
and collaboration it enables. Digitization and worke mobilization, automation
and embedded computing have changed the way estgpdo business and
interact with their customers, employees and bgsipartners. The requirements
for business infrastructure have also changed. n@ssi infrastructure must
provide a stable IT foundation for the internatganization as well as allow
integration with a virtual value chain of suppliensd customers. To effectively

support the needs of today’s businesses, busingastructure must, in effect, be



RESILIENT. Resilient implies flexible and adaptiyet at the same time fortified
against all types of threats. Resilient networkigiess the key component of

Resilience.

Resilient networks incorporate many of the elemewitsa highly available
network. The resilient network architecture shoumdude redundant (multiple)
components that can take over the function of omheer if one should fail. How
the network, device or path reacts to failure stidad determined before hand so

that predictable network, device or paths are prtesieer response to failure.

1.4 Typesof Failures:

Single point failure It indicates that a system or a network can dredered

inoperable, or significantly impaired in operatidoy the failure of one single
component. For example, a single hard disk faibmeld bring down a server; a

single router failure could break all connectivity a network.

Multiple points of failure It indicates that a system or a network can pelessd

inoperable through a chain or combination of fatirFor example, failure of a
single router plus failure of a backup modem linkuld mean that all the
connectivity is lost for a network. In generalstmuch more expensive to cope

with multiple points of failure and often finandialmpractical.

Disaster recovery is the process of identifyingpaltential failures, their impact

on the network as a whole, and planning the meanscover from such failures.

In our project we have implemented two types diifass:

* Link failure: In case of link failure if one link between two resdfails
then only that link gets failed. It won't affect yarother nodes in the
network.

* Node failure : In case of node failure if any node fails, thehtlad links

connected to it also falil
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2. LITERATURE SURVEY
2.1 Digoint Path Strategy

Networks are expected to meet a growing volumeeglirements imposed by
new applications such as multimedia streaming aidéov conferencing. Two
essential requirements are support of Quality af/iSe (QoS) and resilience to
failures. In order to satisfy these requirementspmmon approach is to use two
disjoint paths between the source and the desimaibdes, the first serving as a
primary path and the second as a restoration Satth an approach, referred to as
path restoration, has several advantages, the magbeing the ability to switch
promptly from one path to another in the event daidure. The disjoint path
strategy has many additional advantages. Firallatvs using various protection
schemes, such as 1+1 protection or 1:1 protectMith 1+1 protection, traffic is
simultaneously transmitted on both paths, whicbvedl instantaneous recovery
from link failures. Alternatively, with 1:1 protaon, traffic is transmitted along a
primary path, and upon failure of one of its linkke traffic is switched to a
restoration path. Second, the disjoint path stsategguires minimal network
support, because failure detection and restoratem be implemented at the
application level of the source. Finally, the disjopath strategy provides a
greater flexibility to application designers, asytttan choose a protection scheme
that is most adequate for a particular applicataS constraints can be divided
into bottleneck constraints, such as bandwidth, ahditive constraints, such as

delay or jitter.

There are 2 different types of disjoint path stads:
* Node-disjoint path strategy
» Edge-disjoint path strategy

2.1.1 Node digjoint path strategy
Node disjoint path problems have attracted muadntitin in both mathematical
terms and interconnection network studies due sonumerous applications in

fault tolerant routing and so on. In what followse will use disjoint path for



node disjoint path. Node-disjoint path strategysuee network, which is left

after the removal of the nodes along with all tesogiated links, present in the
primary path between a source destination paicotopute the restoration path.
The minimum energy k node disjoint S-D paths probtan be stated as follows :
Given an energy cost graph G = (V,E) with weigiit§ and source destination
pair S,D belonging to V, find a set of k-node dis{®-D paths, P = pl,p2, ... pk,
such that sum Energy(P) is minimized. The set ¢hg#® is shown in fig. 1.1

below with nodes colored gray being in both thénpat

primary path

O

destination

source

O O

restoration path

Figure 2.1 : Node disjoint paths

2.1.2 Edgedigoint path strategy

According to [C. Chekuri, A. Gupta, A. Kumar, J.dMaD. Riaz] the model of
edge-failures is adversial. They make the assumpghat there is some fixed
value k such that only k edge failures can happethe network at any given
instant of time. This should be contrasted with finebabilistic models, where

edges are allowed to fail with some specified phbiliges. This assumption is



commonly used in practice and seems to work reddpnaell. Another
pragmatic reason for this assumption is that mesivorks are k-connected for
some small k, and hence they cannot tolerate nhaire k adversial edge failures.
Furthermore, it is interesting to note that theul&sy optimization problems are
already hard for the case of k=1. In the followntigcussion, we have restricted
our attention to the single edge failure case df; kwhere appropriate, we will
indicate how the ideas for k=1 extend to generaN&te that for k=2. both
primary as well as backup edges are allowed toRakilience against single edge
failures can be built into the network by providilog each edge e , a backup path
P(e), which is used when the edge e fails. Howesce on ly one edge is
guaranteed to fail, making the backup paths foiff2zrént edges intersect each
other and share the same amount of bandwidth sesulbackup networks of
lower cost. This multiplexing is one of the factatsat make this problem
especially difficult.

We consider the design of resilient networks that fault tolerant against link
failures. Resilient against link failures can bdltbnto the network by providing
backup paths, which are used in the eventualignoédge failure occurring on a
primary path in the network.

Edge disjoint path strategy uses the network, wiadaft after the removal of the
edges present in the primary path between a sal@stnation pair, to compute
the restoration path. The minimum energy k linkalig S-D paths problem can
be stated as follows : Given an Energy cost graph(,E) with weights Wij and
source destination pair S,D belonging to V, finseaof link disjoint S-D paths, P
= pl,p2,...pk, such that sum Energy (P) is minihizEhe set of paths P is shown
in fig 2.2 below with nodes colored gray being coomto both the paths



Primary path

Source

Destination

Restoration path

Figure2.2: Edge disjoint paths

2.2 Implementation of the Strategy

Dijkstra’s algorithm solves the problem of finditige shortest path from a point
in a graph (the source) to a destination. It twuasthat one can find the shortest
paths from a given source to all points in a graplthe same time; hence this
problem is sometimes called the single-source shbpath problem. For a graph
G = (V,E) where V is a set of vertices and E ietas edges, Dijkstra’s algorithm
keeps 2 sets of vertices : S the set of verticasse/lshortest paths from the source
have already been determined and V-S the remaw@ntices. While there are
still vertices in V-S, sort the vertices in V-S aoding to the current best estimate
of their distance form the source. Add u, the dbsertex in V-S to S. Relax all
the vertices still in V-S connected to u relaxatidhe relaxation process updates
the costs of all the vertices v, connected to a@ewer, if we could improve the
best estimate of the shortest path to v by inclyidinv) in the path to v.

Dijkstra’s algorithm is given in detail below:

TableEntry = record

Header : list;



Known : Boolean;
Dist : DistType;
Path :Vertex;

end;

Table =array[Vertex] of TableEntry;

/************************************************** K*kkkkkkkkkkhkhkhkk

********************/

procedure InitiTable (Start :Vertx ; var G: Graphr T: Table);
va i: integer,

begin

ReadGraph(g,t); {read graph somehow.}
fori:=1 to NumVertx do begin

T[i].Know := false;

T[i].Dist := MAXINT;

T[i].Path :=0;

end,

T[Start].Dist:=0;

end,

/************************************************** *kkkkkkkkkkkkkk

********************/

{ print shortest path to V after Dijkstra has riin..
{ Assume that the path exists}

procedure Printpath( V: Vertex; var T :Table);
begin

if T[V].path<> 0 then

begin



PrintPath( T[V].path ,T);
write (‘to");

end,

write(V);

end,

/************************************************** kkkkkkkkkkkkkkk

********************/

procedure Dijkstra(var T: Table);
var

i ;integer;

V,W :Vertex;

begin

for i:=1 to NumVertex do begin

V:= Smallest Unknown Distance Vertex;
T[V].known:=true;

for Each W Adjacent to V do

if not T[W].known then

begin

if T[V].Dist +C(V,W)< T[w].Dist then
begin { Update W.}

Decrease T[W].Dist tp

T[V].Dist +C(V,W);

T[W].path:=V;

end,;

end,

end,

end;

After finding the shortest path, the next edgeailgjshortest path is computed by
removing the links from the network that are préserthe primary shortest path.

Similarly for node disjoint shortest path we remabhe nodes present in the

10



shortest primary path. Removal of nodes resulthénremoval of the associated
links. This implements the node and edge disjoath strategy successfully.

11
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3. PROPOSED SCHEMES

In this project we proposed 2 types of schemesdage packet loss due to faults

in the network. They are
1. Source retransmission
2. Intermediate node forwarding

Faults were introduced in the network and recoveasy initiated. Two recovery

schemes were implemented namely:

3.1 Sourceretransmission strategy

In this method when fault is encountered at a nad@ault packet is sent back to
the source node. The source node then finds aehff@ptimal path to retransmit
the packet. We illustrate this strategy with a b#lenNSFNET as shown in fig
3.1. Let node A be the source node and node Jdkendtion node. Then the
shortest path between the source and destinatidn—H® — E - G — H — J. And
the second shortest path between source and destinga A — D — 1 — M - .
Suppose there is a fault between node G and nodie tHis strategy node G will
generate a fault packet and send it to the souwrde A. The source on receiving
the fault packet will select a new path. The retraission pathisA—-D -1 - M —
J.

Since retransmission is done, this method regairesmparatively more recovery
time because the fault packet has to be sent tedbece from the intermediate
node where the fault is detected. Moreover, duttiegrecovery period, the source
will transmit more number of packets to the destomanode where some packets

may be lost at the intermediate node due to bofferflow.

This can be diagrammatically viewed as :

13



Fig 3.1 Source retransmission

Sour ce Retransmission algo:-
1. Find shortest path from source to destinationguBijkstra’s algorithm.
2. If failure occurs then
a) Sent control signal to source node.
b) Reconfigure the network
3. Goto step 1.

14



3.2 Intermediate node forwarding

In the source retransmission strategy, packetshedgst due to buffer overflow.

Packets may experience an additional delay ofébevery time.

Next we propose a scheme, where the intermediate that detects the fault will
find a path to the destination. We consider thexdde NSFNET as shown in fig.
3.2. Let node A be the source and node J the @#istin Suppose there is a fault
at G-H link. So according to this strategy nodeggdmes the new source and the
destination remains the same. And from node G wenfy an optimal path is
calculated and the packet is sent through that gah optimal path from node G
tonode JisG—-E-F—-K-J. So the packetisahe-D-E-G-E-F-K -
J. Recovery time is less in comparison to the forsteategy because no fault

packet/control signal needs to be sent back tsdhece.

This can be diagrammatically viewed as:

Fig 3.2 Intermediate node forwarding

15



I nter mediate node forwar ding algo:-
1. Find shortest path from source to destinationguBijkstra’s algorithm.
2. If failure occurs then

a) Go back to the previous router.

b) Reconfigure the network

c) Set current node = new source

3. Go to step 1.

16
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SIMULATIONSAND RESULTS

i)Packet generation
i)Random graph generation
IINSFNET
iv)Delay calculation
V)Results
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4. Simulations and Results

This section is divided into 2 subsections A andinBsection A we give :

i) Packet generation

ilRandom graph and fault generation

ii)NSFNET

And in section B we give the results of the simola&and delay calculation such
as:

i) Processing delay

i) Queuing delay

iii) Transmission delay

iv)Propagation delay

Section A
4.1 Packet Generation

Packets arrive at a node in a network in a totalydom fashion, that is, there is
no way to predict when the packets will arrive nekhe probability density
function for describing the number of such arrivdlgring a specified period
follows Poisson Distribution. Poisson process isaatival process in which the
interarrival time and the processing time at thelenare exponential random
variables. If the Poisson process has an arrival ear, then its corresponding
inter-arrival time A1,A2 are exponential random ightes with mean (1/r).
Poisson Queuing model assumes that both arrivaldepdrture rates are state-

dependent, meaning that they depend on the nunhipaickets at the nodes.
Exponential Distribution can be expressed by tmmida -
X = (-1/nIn(1-R)

where R is the uniformly distributed random numbetween 0 and 1. Let y be

the number of packet arrivals that take place duaiispecified time unit.

18



The Poisson probability density function is given:b
P(y=k) = exp(r,k) . exp(e,-r)/ k!

where k=0,1,2 ...

Mean E(y) =r

Variance Var(y) = r

Congestion of packets results at a node becauspaitiets cannot be serviced
immediately on arrival and each new arrival hasvéat for some time before it

gets serviced. A reasonably long waiting queue maault in the loss of packets.
Thus the size of the queue should be optimum tacedhe congestion as far as
possible.

4.2 Random Graph Generation

A random graph is generated for a network with dixeamber of vertices and
fixed number of edges by randomly generating thgeeatonnecting the vertices.

Thus each time this graph is simulated we getfareifit network.

In our project initially, we have generated a ramdby generating the vertices
randomly and evening them out on the computer scréée did this using a

linked-list data structure

However we obtained all our desired results frostamdard NSFNET 14 node

network.

4.3 NSFNET
In the beginning there was ARPA net, a wide arepesmental network

connecting hosts and terminal servers togethecdeoes were set up to regulate
the allocation of addresses and to create volurstydards for the network. As
local area networks became more pervasive, martg hesame gateways to local
networks. A network layer to allow the interopevatiof these networks was
developed and called IP (Internet Protocol). Oueetother groups created long
haul IP based networks (NASA,NSF,states ...). Thests, too, interoperate

19



because of IP. The collection of all of these operating networks is the
Internet. Cornell University temporarily operateSFRNET (called the National
Science Foundation network).NSFNET is a high speetivork of networks

which is hierarchical in nature. The network candygesented as :

a0

e
P . K 7/7

500

ato \ R'n\lll\ 1100

2000

Fig 4.1 : NSFENET

In our project, we have taken NSFNET as the prinmetyvork and have done all

the simulations on this network.
Section B
4.4 Delay Calculation

A packet starts in a host (the source), passesdhra series of routers, and ends
its journey at another host (the destination). Ameket travels from one node to

the subsequent node along its path, the packe¢rsuffom different types of

20



delays at each node along the path. These delagglennodal processing delay,
queuing delay, transmission delay and propagat&layc together these delays

accumulate to give a total nodal delay.

4.4.1 Processing Delay

The time required to examine the packet's headgrdatermine where to direct
the packet is part of the processing delay. Thegesing delay can also include
other factors, such as the time needed to checkifdevel errors in the packet
that occurred in transmitting the packet's bitsteAfthis nodal processing, the

router directs the packet to the queue that prectdelink to the next router.
4.4.2 Queuing Delay

At the queue, the packet experiences a queuiny dslé waits to be transmitted
onto the link. The queuing delay of a specific aokill depend on the number
of earlier-arriving packets that are queued andimgaior transmission across the
link. The delay of a given packet can vary sigmifity from packet to packet. If
the queue is empty and no other packet is currdrglgg transmitted, then our
packet's queuing delay is zero. On the other hitigg traffic is heavy and many

other packets are also waiting to be transmitteslqueuing delay will be long.
4.4.3 Transmission Delay

As the packets are transmitted in the first com& Served manner, a packet is
transmitted only after all the packets that haveved before it have been
transmitted. Denote the length of the packets bybits and denote the
transmission rate of the link by R bits sec. Tlamsmission delay (also called the
store and forward delay) is L/R. This is the amoahttime required to push
(transmit) all of the packet's bits into the linkhis delay is a function of the

packet's length and the transmission rate of the li
4.4.4 Propagation Delay

Once a bit is pushed onto the link, it needs tpagate to the router. The time
required to propagate from the beginning of thek lto the router is the
propagation delay. The bit propagates at the pmrtp@ay speed of the link. The

21



propagation speed depends on the physical mediutheolink and is of the
degree of 2*1078 to 3*10"8 metres/sec. The propagadelay is the distance
between 2 routers divided by the propagation spébi. delay is a function of

the distance between the 2 routers.
Thus the total nodal delay is given by,
d(nodal) = d(proc) + d(queue) + d(trans) + d(prop)

When a router receives a packet, it sends a shessage to the source. Similarly,
when the destination host receives the packegtitrms a message back to the
source. The source records the time elapsed froenwhsent a packet till it

receives the corresponding message. In this mativeesource can determine the

round trip delays to all the intervening routers.

4.5 Results
We have calculated the delays in three cases:

. In an NSFNET with no faults

. By source retransmission

. By intermediate node forwarding
4.5.1 No fault

If there is no fault in the network, the packetéls in the path A-D-E-G-H -
J to the destination node J with cost 4000

4.5.2 Sour ce retransmission

If there is a fault in the network and in case ofiree retransmission, cost to
travel back to the source node is 2600. And thé tcosavel to the destination in
the second shortest path is 4700. So the totalisd&00 + 4700 = 7300. This
pathisA-D-1-M-J.

4.5.3 Intermediate node forwar ding

If there is a fault in the network and in caserdérmediate node forwarding, the
optimal path from the node G (where the fault ieedied) isG - E- F-K - J. The
cost to travel this is 4000. And the cost to re@ctiom A is 2600. So total cost =

22



2600 + 4000 = 6600.

4.5.4 Comparison

We plotted a graph for 2 cases: a network withmitdid buffer and one with
buffer of 20 to analyze the performance of the rategies. These are shown
below. What we can infer from these is that for tase of unlimited buffer,
intermediate node forwarding is very efficient. Afod the case of limited buffer,

intermediate node forwarding’s efficiency startstdfer for large no. of packets.

fig 2: With unlimited buffer capacity at each router
30

T T T T T T T
solid line-without failure
dotted line-Intermediate node forwarding
dashed line-Source retransmission
I

25}
B

(Average packet transmisson delay)

0 5 10 15 20 25 30 35 40 45 50
(no. of packets)

Fig 4.2 Performance analysis of a network withmrtkd buffer
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fig 1: With limited buffer capacity at each router(20)

45 T T T T T T T T T
(Total
Average solid line-without failure K
Transmisi 3|  dotted line-Intermediate node forwarding |
on Delay) dashed line-Source retransmission &

oat I I I | | I I I I
0

5 10 15 20 25 30 35 40 45 50
(No. of packets)

Fig 4.3 Performance analysis of a network with tedibuffer
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5. CONCLUSION

In this project work we proposed 2 schemes folliezgie in the network. Mainly

i) Source retransmission strategy

i) Intermediate node forwarding.

In the source retransmission strategy fault isaletkat the intermediate node and
informed to the source. The source then finds semrative path to the destination
and routes the packet on the alternative path.

In the intermediate node forwarding strategy, darahtive path is found to the
destination by the node where the fault arises. paxckets are forwarded by this
node. We have simulated both the strategies witd-aode NSFNET standard
network. Basically, we have calculated delays dased with each packet. Such
as

1) Processing delay

2) Queuing delay

3) Transmission delay

4) Propagation delay

Packets are generated at each node in our simulediotinuously and randomly
and propagate to their destination. In case ofufed, we have done the
performance analysis of the above discussed 2egtest and conclude that
intermediate node forwarding behaves better witlnetwork with unlimited

buffer. But in a limited buffer network, as the muf. packets increase, source

retransmission proved better.

26
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