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ABSTRACT

Countless organizations around the world have dgeel commercial and educational
applications for the World Wide Web, the best kncawample of a hypermedia system.
But developing good Web applications is expenswestly in terms of time and degree
of difficulty for the authors. Our study tries taeplict the effort needed for the
development of web pages of a particular cateduye we have restricted our self to the
domain of news web sites.

We try to forecast the average effort requiredddeca page of a new site belonging to
the same category based on the analysis of theadaiiable from the existing sites. Here
we have considered the data from Top Ten News.Sites number of pages in the site ,
Average Number of Lines per Page, Average Numb&copts per Page, Link Density,
and Media Density are taken into account while jgted) the effort required to code a
page of the site. We consider the effort requiceld directly proportional to the number
of lines of code. It can be expressed to be in haurs only when we have information
about the actual effort in man-hours required tectine site.

We use Multiple Linear Regression, Stepwise Regyasend Polynomial Regression to
analyze the data and obtain the graphs which séé 1o predict the approximate effort
required to code a web page of a news site.

Finally we devised a method to estimate the effeguired or the number of lines of code
required for a webpage of a news site. These sesalt be used to devise a standard for
the coding of newer news web sites. If they areonperated in to a web authoring
software it would help the author to stick to theidglines and the standards

automatically.

Vi
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1.1 Introduction

Effective software project estimation is one of tmest challenging
and important activities in software developmertt us first define what software is.
Software is (1) instruction that when executed pevdesired function and
performance, (2) data structures that enable tbgrams to adequately manipulate
information, and (3) documents that describe theragon and use of programs. The
technological and managerial discipline concerneith wystematic production and
maintenance of software products that are develapeldmodified on time and with
in the cost estimates is known as software engimgetrhe primary goals of software
engineering are to improve the quality of softwameducts and to increase the

productivity and job satisfaction for software emagrs .

Software cost estimation is the process of predictine effort required
to develop a software system. Estimating the cbstsoftware product is one of the
most difficult and error—prone tasks in softwargiarering. It is difficult to make an
accurate cost estimation during the planning pleis®ftware development because
of the large number of unknown factors at that tiget contradicting practice often
require a firm cost commitment as part of the feiéisi study.

Accurate software cost estimate in project is nesgsto develop a

reliable software system. Underestimating a prdgsaus to

» under-staffing it (resulting in staff burnout),

» under-scoping the quality assurance effort (runrtimg risk of low quality
deliverables), and

e setting too short a schedule (resulting in lossredibility as deadlines are
missed).

Over-estimating a project is likely to
» cost more than it should (a negative impact orbtiteom line),
» take longer to deliver than necessary (resultingshopportunities), and

» delay the use of your resources on the next project
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1.2 Difficultiesin Software Effort Estimation

Software effort estimating has been growing in ingrace up to today.

When the computer era began back in the 19401 there few computers in use and
applications were mostly small, one person projeststime moved on, computers

became widespread. Applications grew in number siad importance; costs to

develop software grew as well. As a result of tjratwth, the consequences of errors
in software cost estimation became more severeStilbtoday, a lot of cost estimates

of software projects are not very accurate, mastiylow. This is not a surprising fact

if we look at the various difficulties we have &cé when estimating software costs.
The by far greatest amount of the total costs fogect arises from the salaries of the
personnel. Other costs, as license fees or nevpeguit for example, occur only once
and are not too hard to estimate. The costs fohtiman workers on the other hand
are highly correlated to the effort we need to qenfthe project. Therefore we have
to get an accurate enough estimate of the totalteffi order to make a reasonable
estimate of the costs. The effort is estimated dasethe size and complexity of the
project, which both derive from the specificati@ecause the requirements of the
software are likely to change, we have to take ithtis account too when estimating

the effort. The big difference in productivity obfsvare developers is one of the
hardest problems to solve during the estimatiorcgss. An experienced developer
will produce far more than a beginner. But becaemseh project is unique, uses it's
own tools and languages, the experience level efdévelopment team is hard to

judge. Another problem appears when humans emaatitig.

We all tend to underestimate immaterial things Bodtware. This is
also a reason why software is considered to bensipe by most people, although
there is nothing to compare its costs with. Todayosld would not be the same if

there was no software.
1.3 Objective of the Estimate

Software cost estimating performs more than theenardicates. It's
not just the total costs that are of interest blatt anore. Quite a few things other than

costs are being estimated during the process. @f imzrest are the following :
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» Size off all deliverables

» Staff needed

* Schedule

» Effort

» Cost to develop

» Cost for maintenance/enhancement

*  Quality

* Reliability

But in this paper we are mainly concerned with sbtware effort in

person-month, project duration in calendar time ewst to develop in dollar (or local

currency).

1.4 Benefits of Software Effort Estimation

The major benefits of a good software cost estwnatnodel that it
provides a clear and consistent universe of dissowithin which to address a good
many of the software engineering issues which attiseughout the software life

cycle .

A well-defined software cost estimation model calphavoid the
frequent misinterpretations, underestimates, oxpe&ations, and outright buy-ins
which still plague the software field. In a goodstestimation model, there is no way
of reducing the estimated cost without changingesamjectively verifiable property
of the software project. This does not make it isgdole to create an unachievable

buy-in, but it significantly raises the thresholdceedibility.

A related benefit of software cost estimation textbgy is that it
provides a powerful set of insights on how a sofewarganization can improve its
productivity. Many of a software cost model’s cdsivers attributes are management
control labels: Use of software of tools and modawgramming practices, personnel
capability and experience aravailable computer speed, memory and turn around
time, software reuse. The cost model helps us m&ter how to adjust these

management controllable to increase productivity further provides and estimated
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of how much a productivity increase we are likedyaichieve with a given level of

investment.

1.5 Effort Estimation Of Web Based Hypermedia
Applications

By using measurement principles to evaluate thditgyuend development of existing
Web applications, we can obtain feedback that Wwélp us understand, control,
improve, and make predictions about these produutistheir development processes.
Prediction is a necessary part of an effectivensa# process, whether it be authoring,
design, testing, or Web development as a wholewi#fs any software project, having
realistic estimates of the required effort earlyainWeb application’s life cycle lets
project managers and development organizations geamasources effectively. As
shown in Figure 1, the prediction process involwepturing data about past projects or
past development phases within the same projeentifging size metrics and cost
drivers and formulating theories about their relaship with effort, generating
prediction models to apply to the project, and eas#g the effectiveness of the
prediction models. This article focuses on effaedaction for the design and authoring
processes. Design covers the methods used forajengethe structure and functionality
of the application, and typically doesn’t includgpacts such as hypermedia application
requirements analysis, feasibility consideratiomd aapplications maintenance. In
addition, our design phase also incorporates thgicapion’s conceptual design,
reflected in map diagrams showing documents ang limhe data we used to generate
our prediction models came from a quantitative cstsely evaluation, in which we
measured a set of suggested size metrics and mestsdfor effort prediction. Some of
our complexity metrics are adaptations from therditure of software engineering and
multimedia. The metrics we propose characterize Vépplication size from two
different perspectives—Ilength and complexity. Ouwediction models derive from
statistical techniques—specifically linear regressand stepwise multiple regression.

We also use Polynomial regression to study theediethe predictors individually.
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1.6 Conclusion

Software cost estimation and particularly that ebvibased applications is a
very complex process. There are a lot of factoas hlave an influence on the costs of
a project. Therefore estimation tools are necegsapyoduce reliable estimates.
Those tools still require some subjective inputs grey also make sure, that no
important factor is omitted in the estimating prezeBecause every project is unique
and there is a best method to estimate softwats,dego use several estimation
methods. With various regression techniques as foolpredictions we try to

estimate the effort required in terms of lines coslguired per page.
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Chapter 2

Regression Analysis: An Overview

2.1 Introduction
2.2 History of regression
2.3 Definitions and notation used in
regression
2.4 Types of regression
2.4.1 Linear regression
2.4.2 Nonlinear regression models
2.4.3 Non-continuous variables
2.4.4 Other models

2.4.5 Nonparametric regression
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Regression analysis

In statisticsyegression analysis examines the dependence of a random variable,
called a dependent variable (response variablegsegr), on other random or
deterministic variables, called independent vaeslfpredictors). The mathematical
model of their relationship is thiegression equation. Well-known types of regression
equations are linear regression, the logistic issyo@ for discrete responses (both

generalize in the generalized linear model), andinear regression.

Besides the dependent and independent variabéesedginession equations usually
contain one or more unknowegression parameters (constants), which are estimated

from given data.

Applications of regression include curve fittingrécasting of time series, modeling
of causal relationships, and testing scientificdtippses about relationships between

variables.

* In real-world applications, data could come framy aombination of public or

private sources.
2.1 Introduction

Regression analysis estimates the strength of &ieddelationship between one or
more response variables (also called dependerablasi, explained variables,
predicted variables, or regressands) (usually na¥jieahd the predictors (also called

independent variables, explanatory variables, cbmariables, or regressors, usually

Xiyee -‘}LP). These strengths of the relationships giventtiamodel is

named
correct are parameters of the model, which arenastid from a sample. Other
parameters which are sometimes specified incluae eariances and covariances of

the variables. The theoretical population paramnsedez commonly designated by

Greek letters (e.@), their estimated values by a "hatted" Greekde{tteg..ﬁ), and
the sample coefficients by a Latin letter (dag.This stresses the fact that the sample
coefficients are not the same as the populatioarpeters, but the distribution of

those parameters in the population can be infdroed the estimates and the sample
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size. This allows researchers to test for thesdieail significance of estimated

parameters and to measure goodness of fit of tltemo

Still more generally, regression may be viewed sgexial case of density estimation.
The joint distribution of the response and explanatvariables can be constructed
from the conditional distribution of the responseiable and the marginal

distribution of the explanatory variables. In sgpneblems, it is convenient to work

in the other direction: from the joint distributicthe conditional distribution of the
response variable can be derived. Regressiondemede extrapolated, where the line
is extended to fit the model for values of the expltory variables outside their
original range. However extrapolation may be vegccurate and can only be used

reliably in certain instances.
2.2 History of regression

The term "regression” was used in the nineteenttucgto describe a biological
phenomenon, namely that the progeny of exceptiodaliduals tend on average to
be less exceptional than their parents, and mkeetlieir more distant ancestors.
Francis Galton studied this phenomenon and apgiedlightly misleading term
"regression towards mediocrity" to it. For Galtoegression had only this biological
meaning, but his wofk was later extended by Udny Yule and Karl Pearsanrhore

general statistical contet.
2.3 Definitions and notation used in regression

The measured variablg,is conventionally called the "response variab@ther

terms include "endogenous variable," "output vdeabcriterion variable," and

"dependent variable." The controlled or manipula}tadables,.?—?', are called the

explanatory variables. Other terms include "exogenariables,” "input variables,"

"predictor variables" and "independent variables."
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2.4 Types of regression

Several types of regression analysis can be digghgd; all of these can be seen as

special cases of the Generalized Linear Model.
2.4.1 Linear regression

Linear regression is a method for determining wameters of a linear system, that
is a system that can be expressed as follows:
”
> Gifi(F)

i=1

wherep; is called the parameter ahi only a function oZ . This can be rewritten in

matrix form as
Y= X"I'?J

Where)'_L£ is a row vector that contains each of the functibat is,
X = {fltqj):f?(ﬂ! Tt fﬁtfﬁ)}and.ﬁis a column vector containing the

3 T
parameters, that |ﬁ = (B, By - - :.ﬁﬁ} .

The explanatory and response variables may berseal@ectors. In the case, where
both the explanatory and response variables atarscthen the resulting regression
is called simple linear regression. When therew@oee than one explanatory variable,
then the resulting regression is called multiphedir regression. It should be noted

that the general formulae are the same for bothscas

Two common techniques for solving linear regressmalels is using least squares

analysis or robust regression.We use least sgagregssion for all cases.

10



Effort Estimation Of Web Based Applications

2.4.2 Nonlinear regression models

A number of nonlinear regression techniques maydeel to obtain a more accurate
regression. It should be noted that an often-ultedhative is a transformation of the

variables such that the relationship of the traimsénl variables is again linear.

2.4.3 Non-continuous variables

If the variable is not continuous, specific teclugg are available. For binary (zero or
one) variables, there are the probit and logit rhotiee multivariate probit model
makes it possible to estimate jointly the relatitopdetween several binary
dependent variables and some independent varidesategorical variables with
more than two values there is the multinomial logdr ordinal variables with more
than two values, there are the ordered logit addred probit models. An alternative
to such procedures is linear regression based lgnhawic or polyserial correlations
between the categorical variables. Such procedliffes in the assumptions made
about the distribution of the variables in the dapan. If the variable is positive with
low values and represents the repetition of thei@we of an event, count models

like the Poisson regression or the negative binomael may be appropriate.
2.4.4 Other models

Although these three types are the most commore tilso exist supervised learning

and unit-weighted regression.
2.4.5 Nonparametric regression

The models described above are cafladametric because the researcher must
specify the nature of the relationships betweervér@ables in advance. Several non-
parametric techniques may be also used to estitmatienpact of an explaining
variable on a dependent variable. Nonparametriessipns, like kernel regression,

require a high number of observations and are ctetipually intensive.

11
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Chapter 3

M ethodology

12
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M ethodology

We first downloaded the top ten news sites from wWwld wide web.We only
consider the pages in its own domain for our study.
TOP TEN NEWS SITES
1. www.cnn.com
www.bbc.com

www.abcnhews.com

www.boston.com

www.xinhua.com

www.telegraph.com

www.sfgate.com

www.reuters.com

© ©®© N o g bk~ w DN

Www.nytimes.com

10.www.iht.com

We used a VBScript to list all downloaded web paged their directories of each
website in a text file.

Then a script in Matlab was run to count the nunddegpages, Average Number of
Lines per Page, Average Number of Scripts per Pag# Density, and Media
Density.

We assume the Number of Lines of Code to be dyrgmtbportional to the effort
required and is thus taken as the observation(g)the other four parameters as the
regressors(x). This regressor data was represastadmatrix x is a 10 * 4 matrix and
the observed data is taken as a 10 * 1 matrix (Y)

X =

21.0000 94.4100
10.0000 83.1100
16.0000 99.1800
4.0000 385.2500
1.0000 155.0000
5.0000 121.2000
1.0000 202.0000

29.5800 45.8710
3.8000 34.2000
41.8700 56.2500
6.5000 63.0000
12.0000 59.0000
15.8000 80.2000
54.0000 30.0000

13
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1.0000 387.0000 19.0000 26.0000
2.0000 204.0000 23.0000 21.5000
30.0000 108.7930 25.6970 57.6990

y:

518.9
686.9
613.9
1375.3
1643.0
772.8
1462.0
1585.0
1401.5
642.9

14
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Chapter 4

Analysisand Results

4.1 Multiple Linear Regression Analysis
4.2 Stepwise Multiple Linear Regression
Analysis

4.3Polynomial Regression Analysis

15
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Analysis and Results

4.1 Multiple Linear Regression Analysis
Mathematical Foundations of Multiple Linear Regress

The linear model takes its common form
y=Xp+e

where:
y is an n-by-1 vector of observations.
X is an n-by-p matrix of regressors.
B is a p-by-1 vector of parameters.
¢ is an n-by-1 vector of random disturbances.
The solution to the problem is a vector, b, whistinreates the unknown vector of
parameters} . The least squares solution is
b=p=(X"X)"XTy

This equation is useful for developing later statal formulas, but has poor numeric
propertiesregress uses QR decomposition of X followed by the badktslaperator to
compute b. The QR decomposition is not necessamgoimputing b, but the matrix R is
useful for computing confidence intervals. You @dung b back into the model formula
to get the predicted y values at the data points.
Y = Xb = Hy
X= (X™X)*X"

The residuals are the difference between the vedeand predicted y values.
r=y-y=(-H)y

The residuals are useful for detecting failurethe model assumptions, since they

correspond to the errors,in the model equation.

The formal definition of confidence interval is ange of values for a variable of
interest constructed so that this range has afgmkg@robability of including the true
value of the variable the specified probability aalled confidence level and the

endpoints are called confidence limits.

[b,bint,r rint,stats] = regress(y,X)

16
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stats= 1 4 0 82024

rint =

-799.6814 568.9189
-617.6864 234.0638
-797.5063 475.6233
-549.1791 402.6039
132.9485 777.8940
-675.1909 243.5107
-415.0570 507.8610
-619.1346 506.1871
-605.0391 713.1949
-129.1232 644.7917

r=
-115.3812
-191.8113
-160.9415
-73.2876
455.4213
-215.8401
46.4020
-56.4737
54.0779
257.8343
b=
1.0e+003 *

1082.2
-26.3

1.6

2.1
-2.3

17
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rcoplot(r,rint)

Residual Case Order Plot
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Figure 2
Figure 2 shows a plot of the residuals withoetrars showing 95% confidence
intervals on the residuals. The fifth error bar sioe pass through the zero line,

indicating that it is an outlier in the data.

4.2 Stepwise Multiple Regression Analysis

Stepwise Regression Stepwise regression is a tpehirfor choosing the variables,

i.e., terms, to include in a multiple regressiondelo Forward stepwise regression
starts with no model terms. At each step it addsntiost statistically significant term

(the one with the highest F statistic or lowestahse) until there are none left.

Backward stepwise regression starts with all thegein the model and removes the
least significant terms until all the remainingnter are statistically significant. It is

also possible to start with a subset of all thenteand then add significant terms or
remove insignificant terms. An important assumpti@hind the method is that some
input variables in a multiple regression do notéhax important explanatory effect on
the response. If this assumption is true, thea & convenient simplification to keep

only the statistically significant terms in the nebdOne common problem in multiple

18
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regression analysis is multicollinearity of theunpariables. The input variables may

be as correlated with each other as they are Wéhrésponse. If this is the case, the

presence of one input variable in the model mayknths effect of another input.

Stepwise regression might include different vaeabtlepending on the choice of

starting model and inclusion strategy.

<) Stepwise Regression

File

Edit Tools Stepwise Deskbop  Window Help

=10l %]

Coefiicients with Error Bars

#1
2
*3
¥4

RMSE

Coeff . t—=tat p—val
—_— —-36.7068 -3.9171  0.0044 Mext step:
» 1.5687 1.7844  0.1175 Vil (1D el
—-— 1 1.57362 0.2409 0. 8165 Nexdt Step |
—— -3.71348 -0.6979 0.507%

6 40 20 a =2 = s |
Intercept = 1404 25 R-zquare = 0.63729 F=133433 Export |
EMSE = 253.756 AdjR-3q =0571612 p = 0.00443674

Model History

GO0 . . . . . .

40} * . . -

500 hi hi 't * r * * +» %

2 4 B g 12 14 16

Figure 3. Tool used for Stepwise Regression Analysi

From Stepwise regression analysis it was found Avarage Number of Lines per

Page, Average Number of Scripts per Page, Link Dersnd Media Density were

statistically significant where as the Number of&=a per site was not statistically

significant in order to determine the number oé$irof code required for a web page.

19
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4.3 Polynomial Regression Analysis

Polynomial Regression Based on the plot, it is ipesghat the data can be modeled
by a polynomial function

Y=at+bt+cf+..

The unknown coefficients a0, al, and a2 can be otedoy doing a least squares fit,
which minimizes the sum of the squares of the dmria of the data from the model.

If any fit does not perfectly approximate the datse could either increase the order
of the polynomial fit, or explore some other fuoctl form to get a better
approximation.

Here we have taken each of the predictors sepgiatel tried to get an optimal

polynomial fit at the lowest possible order.

Degree I2
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=
-\"'\-\._\_\_\..\-\-J d__.—-"‘"#
Ot 1 | ||HH___“_|_‘_dFF_F| L]
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Figure 4.

Figure 4 shows how the lines of code vary as arotyial of degree 2 with the no of

pages in the website.

20
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Figure 5 shows how the lines of code vary as arotyal of degree 4 with the no of

links per page.
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Figure 6

Figure 6 shows how the lines of code vary as aruotyial of degree 5 with the no of

scripts per page.
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Figure 7

Figure 7 shows how the lines of code vary as aruotyial of degree 5 with the no of

images per page.
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Chapter 5

Conclusion And Future Work
5.1 Conclusion
5.2 Future Work
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5.1 Conclusion

We were able to predict how the development of dsite depends on various
parameters and also find out till what extent peteded on them i.e. which parameter
affects the observations more and which can besotagl.

In this project work we devised a method to estaridie effort required or the
number of lines of code required for a webpage oéwas site. These results can be
used to devise a standard for the coding of nevesvsnweb sites. If they are
incorporated in to a web authoring software it vdobklp the author to stick to the

guidelines and the standards automatically .

5.2 Future Work

Although in this project work we devised a methoestimate the effort required in
the number of lines of code required for a webpaigenews site. These results may
not be accurate for all cases as it is the actualber of man hours that matters .Total
effort should be calculated as:

Total-effort = X' PAE+ 2 MAE + X' PRE
where PAE is the page authoring effort, MAE the rmedithoring effort and PRE the
program authoring effort. This data can be maddabia only by the internal

sources.

We considered only four predictors to construct thodel but there are other
measures which should also be included like:
1. Reused Media Count (RMC) - Number of reused/maodlifreedia files.
2. Reused Program Count (RPC) - Number of reused/imeddifrograms.
3. Total Page Complexity (TPC) - Average number ofedé@nt types of media
per page.
4. Total Effort (TE) - Effort in person hours to designd author the application
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