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Abstract
I

Decision-making is a logical human judgment procissidentifying and choosing
alternatives based on the values and preferencabeoflecisionmaker that mostly
applied in the managerial level of the concernegadenent of the organization/ supply
chain. Recently, decision-making has gained immeogeilarity in industries because of
their global competitiveness and to survive sudadgsin respective marketplace.
Therefore, decision-making plays a vital role egdbcin purchase department for
reducing material costs, minimizing production tiaeewell as improving the quality of
product or service. But, in today’s real life preis, decision-makers generally face lot
of confusions, ambiguity due to the involvement wfcertainty and subjectivity in
complex evaluating criterions of alternatives. Tealdsuch kind of vagueness in human
thought the title ‘Decision-Making in Fuzzy Envimoent’ has focused into the emerging
area of research associated with decision sciemdeliple and conflicting objectives
such as ‘minimize cost’ and ‘maximize quality ofrndee’ are the real stuff of the
decision-makers’ daily concerns. Keeping this imanithis thesis introduces innovative
decision aid methodologies for an evaluation cutecs®n policy analysis, based on
theory of multi-criteria decision-making tools afuzzy set theory.

In the supplier selection policy, emphasis is ptahoa compromise solution towards the
selection of best supplier among a set of alteveatandidate suppliers. The nature of
supplier selection process is a complex multifadtie group decision making (MAGDM)
problem which deals with both quantitative and gaaVe factors may be conflicting in
nature as well as contain incomplete and uncent&mmation. Therefore, an application
of VIKOR method combined with fuzzy logic has beeported as an efficient approach
to support decision-making in supplier selectioolgbems.

This dissertation also proposes an integrated mdaoielindustrial robot selection
considering both objective and subjective critexiaThe concept of Interval-Valued
Fuzzy Numbers (IVFNs) combined with VIKOR methodshbeen adapted in this

analysis.
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Chapter 1- Introduction
R

1.1 Overview

Decision making is the cognitive process generallgd in upstream of both industries and
academia resulting in the selection of a coursactibn among a set of alternative scenario. In
other words, decision making is the study of idgimtg and choosing alternatives based on the
values and preferences of the decigimaker.Analysis of individual decision is concerned with
the logic of decision making (or reasoning) whien de rational or irrational on the basis of
explicit assumptions. Logical decision making is @nmportant part of all science based
professions, where specialists apply their knowdeidga given area to make informed decisions.
However, it has been proved that the decision ntatlectively tend to be more effective than
decision made by an individual. Therefore groupsien making is a collective decision making
process in which individuals’ decisions are groupagkther to solve a particular problem. But
sometimes, when individuals make decisions as @ag group, there may be a tendency to
exhibit biasness towards discussing shared infoomaas opposed to unshared information. To
overcome such kind of error in decision making pss; highly experience, dynamic and
brilliant experts or practitioners are indeed reggito participate and they should have much
knowledge in the concerned area of judgment. Mageogtecision making is a nonlinear and
recursive process because most of decisions are imadanoving back and forth between the
choice of criteria and the identification of altatives. Every decision is made within a decision
environment, which is defined as the collection information, alternatives, values, and
preferencesavailable at the time of the decision. Since both information and alternatives are

constrained because the time and effort to gaorimhtion or identify alternatives are limited. In
1



fact decisions must be made within tlmgnstrained environmentoday,the major challenge of
decision making is uncertainty, and a major goal of decision analysis is to reduccertainty.
Recent robust decisia@fforts have formally integrated uncertainty anitiecion subjectivity into
the decision making process. Due to such kind afettainty and subjectivity involved in
evaluative criterion, fuzziness has come into tlotupe. To deal with the kind of qualitative,
imprecise and incomplete information decision peats, Zadeh (1965) suggested employing
the fuzzy set theory as a modeling tool for comgstems. Fuzziness is a type of imprecision
which is associated with the use of fuzzy sets tisatthe classes in which there is no sharp
transition from membership to non-membersf@pnmer mann, 1991). The term ‘decision-
making in  fuzzy environment’ means a decisimaking process in which the goals and/or
the constraints, but not necessarily the systender control, are fuzzy in nature. This
means that the goals and/or the constraintsistitute classes of alternatives whose
boundaries are not sharply defir{B&/lman and Zadeh, 1970).

A major part of decision making involves the as&éyof a finite set of alternatives described in
terms of some evaluative criteria. These criteriay nbe benefit or cost in nature. Then the
problem seeks to rank these alternatives in tergher appropriateness to the decision
maker(s); when all the criteria are considered Bameously. Another goal is to find the best
alternative or to determine the relative total ptyoof each alternative. Solving such problems is
the focus of Multi-Criteria Decision Making (MCDMhn decision and information sciences.
Decision making in presence of multiple, generalyflicting as well as non-commensurable
criteria is simply called multi-criteria decisionaking. Multiple and confliting objectives, for
example, ‘minimize cost’ and ‘maximize quality ofrgice’ are the real stuff of the decision

makers’ or managers’ daily concerns.



Moreover, in some situations the criterions mayémgible and intangible in nature and invites
uncertainty in decision making process. In a reatldvdecision making situation, the application
of the classic MCDM methods faces serious practicahstraints, because of inherent
imprecision or vagueness present in the criterfarmmation. In order to tackle such kind of
problems,Bellman and Zadeh (1970) introduced fuzzy sets contributed to the fieldM€DM

and called fuzzy Multi-Criteria Decision Making (FMDM) approach. Now-a-days, it has been
observed that, FMCDM has gained immense populantythe real life applications. The
following five important applications of FMCDM haween found in various fields like:

a) Evaluation of weapon systems

b) A project maturity evaluation system

c) Technology transfer strategy selection in biote by

d) Aggregation of market research data

e) Supply chain management and many others.

The area of decision making has attracted thedstesf many researchers and management
practitioners, is still highly debated as there arany MCDM methods which may yield
different results when they are applied on exatitysame data. This leads to a decision making

inconsistency.

1.2 Research Background

In the literature, there are two crucial approacteesulti-criteria decision making problems:
multiple attribute decision making (MADM) and mple objective decision making (MODM).
The main difference between the MADM and MODM agutees is that MODM concentrates

on continuous decision space aimed at the realizadf the best solution, in which several
3



objective functions are to be achieved simultanod$e decision processes involve searching
for the best solution, given a set a conflictingegbives. In fact, a MODM problem is associated
with the problem of design for optimal solutionsrailgh mathematical programming.
Conversely, MADM refers towards making decisionshiea discrete decision spaces and focuses
on how to select or to rank different predetermiakdrnatives. Accordingly, a MADM problem
can be associated with a problem of choice or rapkof the existing alternatives
(Zimmermann, 1987). The following important methods such as analytigararchy process
(AHP), analytical network process (ANP), technidoreorder performance by similarity to ideal
solution (TOPSIS), outranking methods (e.g. ELECTRROMETHEE, ORESTE) and multi
attribute utility theory (MAUT) etc. are mainly iolwed in the category of MADM. Similarly
some of the mathematical programming techniqueh sisclinear programming (LP), genetic
programming (GP) and mixed integer programming (Mife typically associated with MODM
approaches.

The classic MADM methods generally assume thatrékria and their respective weights are
expressed in crisp values and, thus, the apprepeas rating and the ranking of the alternatives
can be carried out without any difficulty. In a Irearld decision situation, the application of the
classic MADM method may face serious practical t@msts from the criteria perhaps
containing uncertainty, incompleteness, imprecisiorvagueness in the data. In many cases,
performance of the criteria can only be expressedlitqtively or by using linguistic terms,
which certainly demands a more appropriate metbadkle with. Classical MADM methods
cannot handle such linguistic data effectively doe involvement of fuzziness or imprecision

arise in the decision making process. In the coptthe application of the fuzzy set theory in the



field of MADM is well justified when the intendedbgls (attributes) or their attainment cannot
be defined crisply but only as fuzzy sé&Z$mmer mann, 1987).

Following literature survey depicts some of theeesive works carried out in the field of
MCDM under fuzzy environmentBellman and Zadeh (1970) introduced the approach
regarding decision making in a fuzzy environmd3das and Kwakernaak (1977) applied the
most classic work on the fuzzy MADM method and &sawsed as a benchmark for other similar
fuzzy decision models. Their approach consisteldothh phases of MADM, the rating of criteria
and the ranking of multiple aspect alternativesigisuzzy setsKickert (1978) summarized the
fuzzy set theory applications in MADM probleni3ubois and Prade (1980), Zimmer mann
(1987), Chen and Hwang (1992), and Ribeiro (1996) differentiated the family of fuzzy
MADM methods into two main phases. The first phiasgenerally known as the rating process,
dealing with the measurement of performance ratomghe degree of satisfaction with respect to
all attributes of each alternative. The aggregat@g, indicating the global performance of each
alternative, which can be obtained through the m@piishment of suitable aggregation
operations of all criteria involved in the decisidrhe second phase, the ranking of alternatives
that is carried out by ordering the existing alégives according to the resulted aggregated
performance ratings obtained from the first phase.

Chang and Chen (1994) proposed a fuzzy MCDM method for technology transstrategy
selection in biotechnology by using linguistic \adies and triangular fuzzy numbers. The
selection and ranking of alternative was done @ndbncept of the index of optimist@heng
and Mon (2003) applied analytical hierarchy process (AHP) to meiditeria decision making
for the evaluation of weapons system based onubeyfscalesin this paper, the evaluation

criteria’s was generally multiple and conflict, atite descriptions of the weapon systems are
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usually linguistic and vagueAltrock and Krause (1994) presented a fuzzy multi-criteria
decision-making system for optimizing the desigogesss of truck components, such as gear
boxes, axels or steering. They considered bothcbobge data based on the number of design
change in last month and subjective data such asrityaof parts of a component and finally
optimization was carried by fuzzy data analysistifier optimum design effort to be required until
completion of project. Their hierarchically definegstem (using the commercial fuzzy logic
design tool fuzzyTECH) is now in use at MercedesBé& Germany.Fan et al. (2002)
proposed a new approach to solve the MADM problerhere the decision makers were
instructed to give his/her preference on altermgtiin a fuzzy relation. To reflect the decision
makers’ preference information, an optimization elodas constructed to assess the attribute
weights and then to select the most desirableratimes.Omero et al. (2005) dealt with the
problem of assessing the performance of a setadfyation units, simultaneously considering
different kinds of information, yielded by Data Etepment Analysis (DEA), a qualitative data
analysis, and an expert assessmeéhta et al. (2005) developed a fuzzy multiple attribute
decision making (FMADM) method with a three leveddarchical decision making model to
evaluate the aggregate risk for green manufactypmogects.Ling (2006) presented a fuzzy
MADM method in which the attribute weights and dgmn matrix elements (attribute values)
were fuzzy variables. The author used some fuzitlyraetic operations and the expected value
operator of fuzzy variables to solve the FMADM peh. Xu and Chen (2007) developed an
interactive method for multiple attribute group id&mn making in a fuzzy environment. The
method could be used in situations where the infbion about attribute weights were partly
known, the weights of decision makers were expresseexact numerical values or triangular

fuzzy numbers, and the attribute values were takrgfuzzy numbersWu et al. (2006)
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developed a new approximate algorithm for solvimzgf/ multiple objective linear programming
(FMOLP) problems involving fuzzy parameters in dym of membership functions in both

objective functions and constraints.

1.3 Motivation of the Present Work

Lots of fuzzy MCDM techniques are readily availaliethe literature of various fields; an

analyst can get confused in determining which tegheis to be employedthen confronted in a

decision-making cum selection problem. This amliigeian lead to inappropriate selection,
resulting in a misleading solution and incorrechaasions. If this made casually, the entire
design may proceed down a poor path, resultingweak solution. This in turn results waste of
time, money, resources, and energy. Though allctiterions correspond to qualitative and
vague information in general decision making pragtia robust, accurate MCDM technique is
indeed required for the best compromise solutiolh.tide methods that have been described
globally presented; the most effective one is difiti to infer. For example axioms are the easy
technique based on mathematical approach butaslesme flexibility in the system. In other

hand MCDM somewhat deals with sensitivity analysgproach which is basically computer
oriented, but sensitivity analysis does not provigehow much what items were changed and
does not provide limitations of algorithm. Therefpthe applicability of most accurate and
appropriate method in right direction has becomehallenging job for today’s researchers.
Trying to point the best method doesn't always méanget the most accurate method,
sometimes designers are allowed to approximatdisofuto certain extend. Hence, the best

method could be the one that provide them with dheapest solution or the fastest method.



Introducing a technique with lots of weights andtnmacalculation could be too much time
consuming and would require a in-depth skills fritva designers so that the process would use
its relative ease of use.

The objective of the current work is to provideoaust, quantified MCDM monitor of thevel-
of-satisfaction among the decision makers and capability to tacktpie-incomplete information
and uncertainty in real life application followed two case studies viz.

1. Supplier selection

2. Industrial robot selection

1.4 Organization of the Thesis

The entire thesis has been organized in four cra@bapter 1 presents the concept of decision
making in fuzzy environment and theory of MCDM #talled by its category of classification
and field of application. An extensive literatuteey also depicts the applicability of fuzzy sets
in MCDM and also covers a section highlighting mation of the current researciChapter 2
covers presentation of necessary mathematical bawkd on fuzzy sets and related conceptual
definitions of some used MCDM methods. In this ¢dkapreaders may get a clear understanding
with root mathematical concept of fuzzy sets andartance of linguistic variables in the course
of multiple conflicting decision making problem€hapter 3 and Chapter 4 illustrate the
applicability of recent methodologies in suppliezlestion and industrial robot selection
respectively under fuzzy environment as a two ctsdies.Moreover, a brief survey of some
literatures on the field of supplier selection aodot selection has also been provided separately.

Finally, concluding remarks of this dissertatiorvédeen presented in subsequent chapter end.



Finally, the outcome of the present research waklieen furnished in terms of publications of

international standard.
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Chapter 2: Mathematical Background

2.1 Concepts of Fuzzy based MCDM

Multi-criteria decision making (MCDM) has becomenaost focusing area of research
because of the involvement of a set of conflicteabyes in real life problems. Introduction
of mathematical concepts in to decision makingrsmewas first found in late-nineteenth-
century welfare economics, in the workskalgeworth and Pareto. A mathematical model of

MCDM can be shortly presented here as foll¢k/ahraman, 2008):
Min z = [2,(x), ,(x),....z (x)]" (2.1)
Here, S={x0 X|Ax<b,xOR", x> 0}

AlsoZ(x) = C xis the K -dimensional vector of objective functions a@ds the vector of cost
corresponding to each objective function,

S is the feasible region that is bounded by thergs&t of constraints,

A is the matrix of technical coefficients of thetiand side of constraints,

b is the right-hand side of constraints (i.e., thailable resources),

X is then-dimensional vector decision variables.

When the objective functions and constraints ameal, than the model is a linear multi-
objective optimization problem (LMOOP). But, if ampjective function and/or constraints
are nonlinear, then the problem is described a®rdinear multi-objective optimization
problem (NLMOOP). MCDM model can be treated astameinistic model.

But, in real world situations, the input informatieo model (shown b¥q. 2.1) may be
vague, means the technical coefficient ma(®) and/or the available resource valu@s

and/or the coefficients of objective functiof€) are may be vague in nature. Apart from

this, vagueness may exist due to the aspiratioaldeof goals(Z, X )and the preference

11



information during the interactive process. Foraheve case only fuzzy multi-criteria model

has come into existence and this can be writtdallasvs:

Min z [2,(x), 2,(x),...,z, (x)]" (2.2)

Here,S={xD X|f5\x§5,xD R",XZOJL

This fuzzy model has been transformed into crisgtgoinistic) by using an appropriate
membership function. As like model (shownkq. 2.1), this model can also be classified
into two classes. If any of the objective functiposnstraints, and membership functions are
linear, then the model will be LFMOOP. But, if amy the objective functions and/or
constraints and/or membership functions is nonfingaen the model is described as
NLFMOORP. Different approaches can handle the smiutif fuzzy multi-criteria problems,
(i.e., model shown irEq. 2.2). All of these approaches depend on transformiraplpm
(referEq. 2.2) from fuzzy model to crisp model by using an apiate membership function
which is the foundation of fuzzy programmi@gbd EI-Wahed, 2008).

In fact, a group multiple-criteria decision-makif@MCDM) problem, which may be

described by means of the following, s@&en et al., 2006):

(i) asetofK decision-makers callet = {Dl, D,,...,.D¢ };

(i) a set ofm possible alternatives calledl={A, A, ,....A }

(iiiy a set ofn criteria,C ={C,,C,,....C,};

(iv) a set of performance ratings #f(i =1.2,...,m)with respect to criterie, (j = 1,2,...,n),

called X ={x,,i =1.2,....m,j =12,...,n}.

1] ?
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2.2 Fuzzy Set Theory

To deal with vagueness in human thoudldtfi A. Zadeh (1965) first introduced the fuzzy
set theory, which has the capability to represesmipulate data and information possessing
based on nonstatistical uncertainties. Moreovezyfuget theory has been designed to
mathematically represent uncertainty and vaguemessto provide formalized tools for
dealing with the imprecision inherent to decisioaking problems. Some basic definitions of
fuzzy sets, fuzzy numbers and linguistic varialales reviewed fronZadeh (1975), Buckley
(1985), Negi (1989), Kaufmann and Gupta (1991). The basic definitions and notations

below will be used throughout this thesis untilesthise stated.

2.2.1 Definitions of fuzzy sets:
Definition 1. A fuzzy set Ain a universe of discours¥ is characterized by a membership

function x5 (x)which associates with each elemenh X a real number in the inter\{ﬂl].
The function valug/; (x)is termed the grade of membershipx'm‘;& (Kaufmann and
Gupta, 1991).

Definition 2. A fuzzy setAin a universe of discourseis convex if and only if

1z (A% + L= 2)%,) 2 min (g5 (%), 4z (x,)) (2.3)
For all x;,x,in X and all D[O,l], where min denotes the minimum operat@lir and

Yuan, 1995).

Definition 3. The height of a fuzzy set is the largest membergigule attained by any
element in that set. A fuzzy sétin the universe of discoursk is called normalized when

the height ofAis equal to AKlir and Yuan, 1995).
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2.2.2 Definitions of fuzzy numbers:
Definition 1. A fuzzy number is a fuzzy subset in the universalistourseX that is both
convex and normalFig. 2.1 shows a fuzzy numben in the universe of discoursethat

conforms to this definitiofK aufmann and Gupta, 1991).

Fig. 2.1. A fuzzy numben

Definition 2. The a -cut of fuzzy numben is defined as:

A% ={x :u;(x)=a,x OX}, (2.4)
Here, a U [0,1] :

The symboh“ represents a non-empty bounded interval contaimeXi,iwhich can be
denoted by“ = [nl",njj, n’ andn are the lower and upper bounds of the closed iaterv
respectively(Kaufmann and Gupta, 1991; Zimmermann, 1991). For a fuzzy numbaer, if

n/ >0andn] <1for alla D[O,l], thenn is called a standardized (normalized) positivejuz
number(Negi, 1989).

Definition 3. Suppose, a positive triangular fuzzy number (PTFS\I)& and that can be

defined as(a, b, c) shown inFig. 2.2. The membership functiop;, (x)is defined as:

(x-a)/(b-a), ifasxs<hb,
pz(x)=1(c-x)/(c-b), ifbsx<c, (2.5)
0, otherwise,

14



Fig. 2.2 A triangular fuzzy numbek
Based on extension principle, the fuzzy suim and fuzzy subtractior® of any two
triangular fuzzy numbers are also triangular fumaynbers; but the multiplicationl of any

two triangular fuzzy numbers is only approximatartgular fuzzy numbefZadeh, 1975).

Let's have a two positive triangular fuzzy numbessych as Az(alybl,cl), and

A, =(a,,b,,c,), and a positive real number= (r,r,r), some algebraic operations can be

expressed as follows:

A DA, =(a +a,b +b,c +c,) (26)
AOA, =(a,~a,b ~b,c ~c,), (2.7)
A OA, =(aa,.bb,,cc,), (2.8)
rOA =(ra,rbre,), (2.9)
ABA, =(a/c,,by/by,c/a,), (2.10)
The operations of (max) and C (min) are defined as:

A(D)A, =(a, 0a,,b, Ob,,c, Oc,), (2.11)
A(D)A, = (a, Da,, b, Ob,,c, Oc,), (2.12)

Here,r >0,and a;,b,,c, >0,
Also the crisp value of triangular fuzzy number §@tcan be determined by defuzzification

which locates the Best Non-fuzzy Performance (BMd)ie. Thus, the BNP values of fuzzy

15



number are calculated by using the center of at€2A) method as follows{M oeinzadeh

and Hajfathaliha, 2010)

BNP, = [(C_a);(b_a)ha, 0 (2.13)

Definition 4. A matrixDis called a fuzzy matrix if at least one elemenaifuzzy number
(Buckley, 1985).

2.2.3 Linguistic variable:

Definition 1. A linguistic variable is the variable whose valas not expressed in numbers
but words or sentences in a natural or artifiaduage, i.e., in terms of linguistiZadeh,
1975). The concept of a linguistic variable is very wseéh dealing with situations, which are
too complex or not well defined to be reasonablycdesd in conventional quantitative
expressiongZimmermann, 1991). For example, ‘weight’ is a linguistic variablehose
values are ‘very low’, ‘low’, ‘medium’, ‘high’, ‘vey high’, etc. Fuzzy numbers can also
represent these linguistic values.

2.2.4 The concept of generalized trapezoidal fuzzy numbers

By the definition given byChen, 1985), a generalized trapezoidal fuzzy number can be

defined asA = (ai,az,ag,a“;w;\), as shown irFig. 2.3.

and the membership functign (x): R — [0,1]is defined as follows:

-a
- O ,
Xt xOae)
K(X): X—;_NA’ XD(aZ’ae)
X Wy, x0(ay a,)
a; —a,
0, x0(-w,a,)0 (8, %)

(2.14)

Herea <a, <a, <a,andw; [ [0,1]
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Fig. 2.3 Trapezoidal fuzzy numbef

The elements of the generalized trapezoidal fuaaypbers<(1Rare real numbers, and its
membership function;(x)is the regularly and continuous convex functiorshibws that the
membership degree to the fuzzy sets-llfa <a,<a,<a, < thdnAis called the

normalized trapezoidal fuzzy number. Especiallyy;if= 1, thenAis called trapezoidal fuzzy

numbefa,,a,,a,,a, );if 8, <a, = a, <a,, thenAis reduced to a triangular fuzzy number. If
a=a, =a,= a4,then,&is reduced to a real number.

Suppose thﬁz(al,az,ag,a4;wa)and5=(bl,b2,b3,b4;wﬁ)are two generalized trapezoidal
fuzzy numbers, then the operational rules of theegalized trapezoidal fuzzy numbarand

b are shown as follow&Chen and Chen, 2009):

alb = (al,az,ag,a4;W§)D (bl,bz,bs,b4;wﬁ):

(&, +b,,a, +b,,a, +b,,a, +b,;min{ws,w: ) (2.15)

~

a-b :(ai’az’as’a4;wa)_(blibz’b3’b4;wﬁ):
(a1 -b,,a, -b;,a, -b,,a, —bl;min(wa,wg)) (2.16)

aDE)—:(6‘1"5‘2"513’‘5‘4;W5)D (bl’bz’bs’b4;WB):
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(a,b,c,d;min(wa,wg)) (2.17)
Here,

a=min(a, xb,,a, xb,,a, xb,,a, xb,)

b =min(a, xb,,a, xb,,a, xb,,a, xb,)

c=max(a, xb,,a, xh,,a, xb,,a, xb,)

d =max(a, xb,,a, xb,,a, xb,,a, xb,)

If a,a,,a;,8,,b,,b,, b;,b,are real numbers, then

a0b = (alx bl,a2xb2 a3xb3 a4 xb4; min(wé.,wB ))

)

/Bz(al’az’as’a4;wa)(bl b. b. b. W )
1 M2 M3 Mgy YW

=(a,/b,,a, /by, 8, /b,,a, /b;min (ws,w: )) (2.18)

Chen and Chen (2003) proposed the concept of COG point of generalizagezoidal fuzzy

numbers, and suppose that the COG point of thergkred trapezoidal fuzzy number

a=(a,,a,,a,a,;w;) is (X, y; ) then:

Wa{ae-auz)

a, — .

= 46 cSPAR a #a, (2.19)
W; :
PR ifa =a,

w =Yz x(a, +25)+(a, +a,)x(W; - yz) (2.20)

a

2XW;

a

2.3 Theory of Interval-Valued Fuzzy Sets (IVFS)

In fuzzy set theory, it is often difficult for arxgert to exactly quantify his/ her opinion as a

number in interve{lo,l]. Therefore, it is more suitable to represent tiéigree of certainty by
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an interval.Sambuc (1975) and Grattan (1975) noted that the presentation of a linguistic
expression in the form of fuzzy sets is not enougterval-valued fuzzy sets (IVFS) were
suggested for the first time I§yorzlczany (1987). Also Corneils et al. (2006) andK ar nik
and Mendel (2001) noted that the main reason for proposing this cemcept is the fact that,
in the linguistic modeling of a phenomenon, thespreation of the linguistic expression in
the form of ordinary fuzzy sets is not clear enalylang and Li (1998) defined IVFNs and
gave their extended operations. Based on defindfdVFS in Gorzlczany (1987), an IVFS
as defined 06— o0, + oo) is given by:

A= s (), 23 () ) 2.21)
po X =01 OxOX,  py <4

15(9) = |15 (), 143 (%)

A= {(X’Z{A(X))}’ X0 (=0, +0)

Here, .\ (x)is the lower limit of the degree of membership atidx)is the upper limit of the
degree of membership.

Let, two IVFNsN, :[N;;N;]andMy :[M;;M;], according to(Gorzlczany, 1987), we
have:

Definition 1: If.0(+,—,%,+), thenN.M(x.y) = [NX‘.M;; N;.M;], for a positive nonfuzzy
numbefv), andu.M (x, y) = |_U.|\/| ;UM ;]

Definition 2: The intersection of two IVF85orzlczany, 1987) is defined as the minimum of

their respective lower and upper bounds of theimimership intervals. Given two intervals of
[0,1] andN, = [NX'; NX*] O [0,1], M, = [My‘; M;] O [0,1], the minimum of both intervals is an

intervalk = MIN(N,,M, )= |[MIN(N;,M; ) MIN(N;, M7 ).
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Definition 3: The union of two IVFGor zlczany, 1987) is defined as the maximum of their
respective lower and upper bounds of their memigeistervals. Given two intervals Eﬂl]
andN, = [NX'; NX*J O [O,l],My = [My‘; M;] O [0,1], the maximum of both intervals is an

intervalk = MAX(N,,M, )= |MAX(N;,M; ) MAX(N;, M} ).

2.4 Interval-Valued Fuzzy Numbers (IVFNs)

Wang and Li (2001) represented the interval-valued trapezoidal fumambers as follows:

~

A:[ZL,XU}:[(a;,a;,ag,ak;W;\L),(ai’.aé’,a?'ai’iW;u )]

O<a <a;<a;<a; <1 L
Here0<a’ <aj <al <a) <1, andA" O A”.
O=sws Sws,
A A

v

Fig. 2.4 Interval-valued trapezoidal fuzzy numbéisu and Wang, 2011)
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From Fig. 2.4, it can be concluded that interval-valued trapeabfuzzy numbeA consists
of two level of values such as, lower values oéimal-valued trapezoidal fuzzy numier

and the upper values of interval-valued trapezdiazty numbeAY (Liu and Wang, 2011).
The operation rules of interval-valued trapezoidaky numbers as given Wei and Chen
(2009) have been reproduced below.

Suppose that,

~

Az[ZL’ZU}:[(aiL,azL,ag,aj;wf\L),(af,ag,ag,af;wiu)] and

~
~

B=[I§L,I§U}:[(blL,sz,b3L,bj;w§L),(bf,bg’,bg’,b;’;wﬁu)] are the two interval-valued
trapezoidal fuzzy numbers, where,
O<a <a;<a;<a; <1,
O<a’<a; <aj <a) <1,
Osw:, sw-, <1 A OA
A A
O<b <b; <h <b; <1,
Os<b’ <b <b] <hb <1,

Osw., <w, <1 B“ OB

1.The sum of two interval-valued trapezoidal funzrynbers&D §:
ADB=[at b e abw Do ot et aiwg, )| [l g b b Db 0w )

=[la +bl 8y +bb,a +bf,ay +bpminws we (6 +0Y @) +6) & by &l +by s minws, w, )|

(2.22)

2.The difference of two interval-valued trapezoifiedzy numberé -B:

A-B=at e o abiw )y a2 el |- [l g bt bt o e b, )]
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=|la- -bt,al -bt,al b, at —blL;min(WZL,wﬁL)),(a;J -by,a) b, -, -b’ ;min(w/;iu W, )|

(2.23)

~

3.The product of two interval-valued trapezoidaZy numberd [ g :
A0B=[aatat atw (o, a. el aliws )|t bt bt ) (62 b2 2w, ]

=|_(aiL xb’,a, xb;,a; xb3L,aij4L;min(W/§L,w§ ))(a1 xbY,a) xb,a) xbY,a) xby; mln(w~ W, ))J

(2.24)
4.The product between an interval-valued trapezdiday number and a constai:
aA=ax [t ab e aiws ) o o w, )|
=|at Aay, Aay, Aak;w, ) ey Aal Aa Adl w, | 4> 0 (2.25)

2.5 Division Operator O for IVFNs

Wei and Chen (2009) proposed a new division operator for interval-ealdrapezoidal fuzzy

numbers for fuzzy risk analysis. According to thgmwen for two fuzzy numbers:

LetA=[lat ot ab,ab k) ot o a2 ) B =[lt bt bt bt e b b2 e )]

X" = min(U L), XY = min(UU), y- = max(UL), yY :max(U“), where

O<a <a;<a; <a; <1,
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The division operator @ proposed Wei and Chen, 2009) between interval-valued

trapezoidal fuzzy numbers has been presented feillow

ADB=|(ar,a,ab,abiit ) () ay &l al e )| @bt b bt bl wE ) (b b2 b b e

-

(min(U ) min(U L- xL), max(U L- yL), max(U L); mm(Vv/t\W%))
(min(UU),min(UU - x" ) ma><(UU -y ),max(U“);min(\f\/%,vVé

)) (2.27)

Here{U " - x*)denotes deleting the elemantrom the set)" [UY - x” )denotes deleting the
elemen’ from the set)" (U L- yL)denotes deleting the elemgftfrom the set/‘ |

(ULJ -y )denotes deleting the elemgfitfrom the set)”.

2.5.1 Evaluating concepts of COG pointsfor I nterval-valued trapezoidal fuzzy numbers
The coordinate of COG poin(xf\L Y ) (xf\u Y ) (ng Vs ) (xgu ,yﬁu) which belongs to the

generalized interval-valued trapezoidal fuzzy nurab&", AV ,B",BY:can be computed as

follows (Wei and Chen, 2009):

yZL (aé_ + a; )+ (aél‘.- + alL )(W;L - yZL )
. = h (2.28)
A 2W=,
A
o[58
A —
o if a- #a, andO<Ww-, <1,
Ya = 6 7 S (2.29)
;L, if a =a,; and0<W; <1
yZu (ag + ag )+ (aALlJ + alu )(W;u - yZU )
. = h (2.30)
A 2W/iu
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- (a5 - j
. 2
Au(au _a;J _ A
y;U — 4 6 , if af ¢af,’ andO<W;U <1 (231)
W=
AU . U _ U A
= if a =a; andO<w;, <1.
y:L bL +bL + bL + 3 W:L - y:L
Xo, = 8(3 :) (f bl)(B B) (2.32)
B 2W=,
2(@—@ )
o by —br oL L N
y§L — A6 , if bl * b4 andO<W§L <1 (233)
iy if b- =b- and0<W- <1
2 B

Vg (08 +Y )+ o} +bP i, - vz, )

Xz = 2.34
BU ZWEU ( )

U _ U

Wﬁ“(zi ElfJ +2]

/N e U u ~
y§u - A6 Y bl 7'—'b4 andO<W§U <1 (2.35)

W:

;“, if b =b] and0<W;, <1

2.5.2 Evaluating the distance of two I nterval-valued trapezoidal fuzzy numbers

Suppose that,

~

A=[ZL'E\U}:[(aiL,azL,aSL,az;W;L),(aiu,a;’,aé’,af;w/:\u)] and

B=[I§L,I§U}:[(blL,sz,bgL,bj;wéL),(blU,bg,bg’,b},’;wﬁu)] are the two generalized interval-
valued trapezoidal fuzzy numbers, then the distaide/o interval-valued trapezoidal fuzzy
numbersA andBis computed by the following steps:
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a. Utllize Eqgs. 228-235 to calculate the coordinate of COG points

(X;L Yz ) (XXU Yz ) (x@,y§L ) (x§u : yEU) which belong to the generalized interval-valued

trapezoidal fuzzy numbes-, A", B, BY _

b. The distance of two interval-valued trapezoidakziumumber is:

d(i’ §j :%J{(VA RE Fel T Fe (yf\u Vo [+ b - f

(2.36)

Here, d(,&, I§j satisfies the following properties:

@ If Zandg are normalized interval-valued trapezoidal fuzzy mbers, then
0< d(/ﬁ, E) <1.

(i) A=B :d(/ﬁ,gj:o

(i) d(/ﬁ, E) . d(g,i\)

(iv) d[/ﬁ,é) " d( c. 5) > d[Z, §j

In the real decision making, it is difficult to gdte form of generalized interval-valued

trapezoidal fuzzy numbers for the attribute valaesl weights directly by the decision

makers. So the form of linguistic terms is usualtippted.

2.6 VIKOR Method

The Serbian name VIKOR stands fovlseKriterijumska Optimizacija | Kompromisno
Resenje’, means multi-criteria optimization and compromiselution was developed by
Opricovic in late 199&Opricovic and Tzeng, 2004). This method concentrates on ranking

and selecting the best solution from a set of adtiéves, which are associated with multi-
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conflicting criteria. Moreover, it makes easy te thecision makers to reach the final decision
by finding the compromise solution (closest to itheal) of a problem. The basic principle of
VIKOR is to determine the positive-ideal solutios well as negative-ideal (anti-ideal)
solution in the search pla¢®/u and Liu, 2011). The positive-ideal solution is the best value
of alternatives under measurement criteria, anchégative-ideal solution is the worst value
of alternatives under measurement criteria. At ¢inel, arranging the precedence of the
schemes is based on the closeness of the altersadssessed value to the ideal scheme.
Therefore, VIKOR method is popularly known as maliteria decision making method
based on ideal point technig@@pricovic and Tzeng, 2007). For compromise ranking of
multi-criteria measurement, VIKOR adopted a follogi form of Le-metric aggregate

function(Yu, 1973):

1P
Lo = {12:4[\’"1 (fj* - )/(fi* B fj_)P]} ’ (2.37)
Here,1< P < ; j =1,...,n, with respect to criteria and the variable 1,...,m, represent the
number of alternatives suchAsA, .... A, . For alternativéd , the evaluated value of thieth
criterion is denoted bf;, and nis the number of criteria. The measukg shows the
distance between alternativ® and positive-ideal solution. Within the VIKOR methL,

(as Sin Eg. (2.40)) andL,; (as Rin Eqg. (2.41)) has been used to formulate ranking
measure. The value obtained by minim@ns with a maximum group utility (‘majority’

rule) and the solution obtained by minimuRyis with a minimum individual regret of the

‘opponent’(Sanaye et al., 2010). Then the compromise ranking algorithm of the itradal

VIKOR method has following steg€hang, 2010):

Step 1. Compute the positive-ideal solutions (best) vatq*e and negative-ideal solutions
(worst) value f | for all criterion ratinggWu and Liu, 2011; Kannan et al., 2009):
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oo Jmaxty, joc, )
7 min f, JOC, (2.38)

i=1..m

f - — |D;.“nm fij ’ J DC]'
b max f,, JOC, (2:39)

Here, j =1,...,n and G is a benefit type criteria set, 3 a cost type criteria set.

Step 2. Compute the values of 8nd R (i =1,...,m), by using the relations:

S = Zn:Wi (fj* - )/(fi* - fi_)’ (2.40)
R = jr:nl%le (£ =1 )6 =17 ) (241)

Here, S is the aggregated value of alternatives with a maximum group utility aRdis the
aggregated value of" alternatives with a minimum individual regret opfwonent’. w; is the

fuzzy weighted average of each criterion.

Step 3. Compute the value®, for i =1,...,m with the relation,

Q=v(s-s)(s -5)+1-v)R-R)/(R -R) (2.42)
Here, S :‘[rllin S,S :r_rgaxS R :_[E\in R,R =_r_rgaxF§ and vis a weight for strategy
of maximum group utility, and’ =0.5 where ad.—v is the weight of individual regret. The
compromise can be selected with ‘voting by majoiity> 0 .5), with ‘consensus’/(= 0.5),
with ‘veto’ (v <0.5).

Step 4. Rank the alternatives by sorting ea®fR,and Q values in ascending order.

Step 5. If following two conditions are satisfied simuleously, then the scheme with

minimum value of Q in ranking is considered theirmpt compromise solution. Such as,

Cl The aIternativeQ(A(l)) has aracceptable advantage; in other words,
Q(a®)-alA¥)= 3,y
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Here, APis the alternative with second position in the fagKist by andmis the number

of alternatives.
C2. The aIternativeQ(A(l))is stable within the decision making process; in other words, it is

also best ranked i andR, .

If condition C1 is not satisfied, that me@(sé\(m))—Q(A(l)k %m—l) then alternatives®,

A@ Al all are the same compromise solution, there isamparative advantage @™
from others. But for the case of maximum value, togresponding alternative is the
compromise (closeness) solution. If condition Chad satisfied, the stability in decision
making is deficient whileA® has comparative advantage. Therefok®, and A?has same

compromise solution.

Step 6. Select the best alternative by choos'@bA(m)) as a best compromise solution with

minimum value ofQ, and must have to satisfy with the above conditi®ask et al., 2011).
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Chapter 3: Supplier Selection
]

3.1 Coverage

In today’'s competitive global markets, selectionaopotential supplier plays an important
role to cut production costs as well as materigtsof the company. This leads to successful
survival and sustainability in competitive markeipg. Therefore, an evaluation and selection
of an appropriate supplier has become an impogaritof supply chain management. The
nature of supplier selection process is a complentivattribute group decision making
(MAGDM) problem which deals with both quantitatiend qualitative factors may be
conflicting in nature as well as contain incomplated uncertain information. In order to
solve such kind of MAGDM problems, development ofedfective supplier selection model
is evidently desirable. In this chapter, an appiicaof VIKOR method combined with fuzzy
logic has been used to solve supplier selectiorblenos with conflicting and non-
commensurable (different units) criteria, assumthgt compromising is acceptable for
conflict resolution. The decision maker wants augoh, which must be closest to the ideal,
and the alternatives are evaluated according tesadlblished criteria. Linguistic values are
used to assess the ratings and weights for canfii¢actors. These linguistic ratings can be
expressed in triangular fuzzy numbers. Then, aantey MAGDM model based on fuzzy
sets theory and VIKOR method has been proposedesd with the supplier selection
problems in the supply chain system. A case stadyleen illustrated an application of the

proposed model.

3.2 Introduction and State of Art

In today’s’ competitive business scenario, sup@iection has become a major concern for
every organizations. Supplier selection requiredevdgonceptual and experimental framework
to be carried out by the purchasing managers umpalg chain management. Therefore, it is
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being considered to be one of the most importasparsibilities in the philosophy of any
organizational purchase management. In the litexaurvey, an extensive work was found
that made by previous researchers in the areappilisu selection and they solved a variety
of supplier selection problems using different matiteria decision making (MCDM)
methods like Performance Value Analysis (PVA)nalytical Hierarchy Process (AHP),
Analytical Network Process (ANP), Fuzzy logand TOPSIS approach. Apart from this,
some hybrid and innovative approaches such as APIPANP-TOPSIS and fuzzy-QFD are
also being used to find a more precise decisioratds/selection of a best alternative supplier
from among the set of feasible alternatives. Big i still limited to extent because as there
are many multi-attribute group decision making (MBK8) methods which may yield very
different results when they are applied on exatteysame data. MAGDM problems are one
of the important phases of multi-criteria decisioaking (MCDM) process in which three or
more decision makers have been grouped togetheraitking and selecting the best
alternative in decision making process. Literatdepicts some extensive work has been
made in MCDM area as follows.

Roodhooft and Konings (1996)roposed an Activity Based Costing (ABC) approach f
vendor selection and evaluation. This system helpedompute the total cost caused by
supplier in production process, thereby increasimg objectivity in the selection process.
Weber et al. (1998)developed a theory and methodology of non-cooperategotiation
strategies for vendor selectidBhodsypour and OBrien (1998)proposed an integration of
Analytical Hierarchy Process and Linear Prograng (AHP-LP) to consider both
tangible and intangible factors in selecting thest vendor.Altinoz and Winchester
(2001)focused on the implementation of the rule-baseiser selection methodology using
fuzzy logic conceptsTsai et al. (2003)applied grey relational analysis to the vendor

selection model. Overall performance for each a#atdi vendor was evaluated; based on
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that, optimum decision was takdfumar et al. (2004)developed a fuzzy goal programming
approach to deal with the effect of vagueness artdcision statement in the objectives of
the vendor selection process and also highlighted the quota allocation of vendors was
changed with the uncertaintffaghafian and Hejazi (2005)resented a modified Fuzzy
TOPSIS Technique (Order Performance by Similaatideal Solution) for the Multi-Criteria
Decision Making (MCDM) problem when there was augr@f decision maker&ubat and
Yuce (2006)applied an integrated Fuzzy AHP and Genetic Albamit(GA) approach to
select the best supplier among the set of mulsplepliers deals with both subjective and
objective criteria.Bashiri and Badri (2011) presented a new group decision making tool
when decision data were not crisp and the decisiaker wanted to rank the alternatives
during fuzzy interactive linear programming procé&scause of existence of linguistic terms
in the decision matrix and the weight of each aoote which could be expressed in
trapezoidal fuzzy numbers; an interactive method w@posed for ranking alternative with
the best weight for each criterioBanayei et al. (2008proposed an integrated approach of
multi-attribute utility theory (MAUT) and linear pgramming (LP) for rating and choosing
the best suppliers and defining the optimum ordemtjties among selected ones in order to
maximize total additive utility.Shahanaghi and Yazdian (2009)proposed fuzzy group
TOPSIS approach to make more realistic decisiomsvémdor selection in fuzzy multi-
criteria decision making environment.

From literature review, it has been observed tlwdposing a suitable and efficient
methodology to solve a multi-criteria decision nmakiproblem and selecting the best
alternative is a great challenge to the researcemgell as management practitioners due to
the existence of conflicting and non-commensurabigeria associated with supplier

selection problem. The selection is based on apgaecision making process which is
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involved with uncertainty and imperfect informatigmocessing to some extent, such as
randomicity and fuzzyWu and Liu, 2011)

In order to tackle this kind of uncertainty in dg@on-making process, in the present work, a
fuzzy based VIKOR approach has been attemptedaate the best supplier under multi-
criteria decision making situations. The conceptuaizy set theory has been applied here to
express decision-makers viewpoint in linguistierterto overcome uncertainty on estimation
of qualitative factors. Linguistic judgment has betansformed to corresponding fuzzy
number. Then, a hierarchy MCDM model based on fisetg theory and VIKOR has been
used to deal with a supplier selection problem. VH€OR method, a recently introduced
new MCDM method developed to solve multiple crderlecision making (MCDM)
problems with conflicting and non-commensurabletecia, may provide the basis for
developing supplier selection models that can &ffely deal with characteristics of this
problem(Opricovic, 1998)

Opricovic and Tzeng (2004)conducted a comparative analysis of VIKOR and TISPS
based on an aggregating function representing mésseto the reference point and provide
the compromise solution by MCDM methodsduang et al. (2009)developed a VIKOR
model for MCDM which was used to determine the @mafice ranking from a set of
alternatives in the presence of conflicting craerChang (2010) proposed a modified
VIKOR method to solve multiple criteria decision kg (MCDM) problems with
contradicting and non-commensurable critelMoeinzadeh and Hajfathaliha (2010)
presented a supply chain risk assessment appraesgd on the analytic network process
(ANP) and VIKOR method under the fuzzy environmemhere the vagueness and
subjectivity were handled with linguistic terms gaeterized by triangular fuzzy numbers.
Sanayei et al. (2010¥ktudied a group decision making process for sapéelection with

VIKOR method under fuzzy environment. They selecesuitable supplier out of a set of
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five suppliers associated with multi-conflictingteria and the evaluation process was carried
out using trapezoidal fuzzy membership functiokso and Liang (2011) proposed an
effective approach by combining VIKOR with GRA tedfues for evaluating service quality
of Northeast-Asian international airports by cortthgs customer surveys under fuzzy
environment. This model was solved by an effectgorithm, which incorporated the
decision-makers attitude and/or preference for arusts’ assessments on weights and

performance ratings of each criterion.

3.3 Methodology Applied

Based on concept of fuzzy set theory and VIKOR weththe proposed fuzzy VIKOR
method has been applied to find the best comprosodation under multi-person multi-
criteria decision making supplier selection prohléssually, decision making problems are
dealing with some alternatives which can be rankeith respect to the distinct criteria.
Ratings of the alternatives and the weights of eatlrion are the two most significant data
which can affect on the results of decision makprgblems. Therefore, the proposed
methodology has been used here, to calculate firetdeveight of criteria and ranking of the
alternatives. In this chapter, the importance wisigbf various criteria and ratings of
gualitative criteria are measured as linguisticialdes, because linguistic assessment can
only have a capability to approximate the subjectindgment through decision maker’s
opinion. Moreover, linear triangular membershipdiions are considered for capturing the
vagueness of these linguistic assessments. Thaitatefi of triangular fuzzy membership
functions and its corresponding fuzzy numbers witlkrational rules have been described in
Section 2.2o0f Chapter 2. The proposed algorithm consists of following step

Step 1.Make a list of feasible alternatives, find the enaion criteria, and constitute a

group of decision makerSuppose, there are decision makergD,,t = 1,...,k),whom are
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responsible for assessing alternatives(A,i =1,...,m), with respect to the importance of
each of thencriteria, (C;,=1,...,n) (Bashiri and Badri, 2011)

Step 2.Identify appropriate linguistic variables and thegipsitive triangular fuzzy numbers.
Linguistic variables are used to calculate the irrgpae weights of criteria and the ratings of
the alternatives with respect to distinct criteffar example, linguistic variable “Very High
(VH)” which can be defined by a triangular fuzzynmoer (0.75; 1; 1).

Step 3 Construct a fuzzy decision matrix by pulling tieeision makers’ opinions to get the
aggregated fuzzy weight of criteria, and the aggted fuzzy rating of alternativeket k is

the number of decision makers in a group and, ggeegated fuzzy weightw; ) with respect

to each criterion can be calculated@ken, 2000)

1~ -~ —
W, :E[leDWjZD""D wjk]. (3.1)

And also the aggregated fuzzy rating§ X of alternatives with respect to each criterion ca

be calculated as:

~ 11~ ~ ~
X; :E[Xiil O X, 0.0 % ). (3.2)

In supplier selection problem, the value of aggtegaveights and ratings are expressed in

matrix format as follows:

XU X1
N
=X
>

X1
X21

N
N
X
e S
=3
1
l
E
!
=

5= : : o |

X1

iml m2
i =1,..,m for alternatives, and = 1,...,n, for criteria
Step 4.Defuzzify the fuzzy decision matrix and fuzzy wedgheach criterion in to crisp

values using the relation BNPased on COA defuzzification method propose@lapter 2

by (Eq. 2.13)
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Step 5.Determine best crisp vaIL(efj*) and worst crisp valuéfj‘) for all criterion ratings,
(j =1...,n) by using the relations:

(f7)=maxx,, . (f;)=min%, , (3:3)
Step 6. Compute the valuess and R using Eqgs. 2.40-2.41as described irtChapter 2
respectively.
Step 7.Compute the value®, usingEq. 2.42as described i€@hapter 2.

Step 8.Rank the alternatives by sorting ea8fR,and Q values in ascending order.

Step 9.Select the best alternatives as a compromisei@olay referringStep 5 of Chapter

2.

3.4 Case Study

Supplier selection is an important part of the bess as well as production strategy for
industrial organizations. Selection of best supmighances the quality and economic growth
of enterprise but, still it is being a difficultdla to select an appropriate supplier. Therefore,
the proposed model has been used to evaluate &t Hge most suitable supplier of a
computer manufacturing industry in southern partnolia. The proposed supplier selection
approach has been made in following steps:
Step 1: Some key components and accessories of compudgesth be purchased for the
production of new product of the company. Theref@@npany needs to select a suitable
supplier. There are five suppliers such as,3 S5, &, and S participating in the selection
process. These are the six qualitative criteria igesvaluate the suppliers:

C,:On time delivery of goods, C, :Quality of products,

C, Response to correspondence, C, :flexibility,

C, Services contract performance, C; Cost/Price.
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Three decision makers;PD, and 3 have been grouped to resolve the problems ofeentir
selection process.

Step 2: Decision makers have used the five linguistic alalgs for weighting as shown in
Fig. 3.1and also five linguistic variables for rating afppliers which are shown iag. 3.2
The corresponding fuzzy numbers of linguistic Valea for weights and ratings are shown in
Table 3.1andTable 3.2respectively. Then, the decision maker’s useitigulstic weighting
variables to assess the importance weight of eatdrion are shown ifable 3.3 Also they
have been used the linguistic ratings to rate ttegratives is presented Table 3.4 Next,
the calculated fuzzy numbers of importance weigimd ratings are tabulated Trable 3.5
and3.6respectively.

Step 3: The aggregated fuzzy weight() of each criterion and aggregated fuzzy ratings
()?ij) of each criterion with respect to the suppliers aalculated by usingqgs. 3.1-3.2

respectively. Then, construct a fuzzy decision maby putting these aforesaid data and
shown inTable 3.7

Step 4: Compute the crisp values of decision matrix andgkteof each criterion and
presented iTable 3.8

Step 5: The best and worst values of all criterion ratiags determined usingq. 3.3 and

listed below:
f, =086, f, =086 f, =072, f, =080, f. = 080, f, = 086

f” =058 f,; =058 f; 042, f. =072

050, f, =058 f;

Step 6:Compute the values of S, R and Q for all suppkers presented ifable 3.9

Step 7:Ranking of suppliers by S, R and Q in ascendimigoare shown iffable 3.10
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Step 8:FromTable 3.9 it has been shown that, the supplieyss$est ranked by Q and also

both G and G conditions are satisfied, medfs, — Qg;) = 1 and 3 is best ranked by

(5-1)

R and S also. Therefores IS the best selected suppliers for the best comisesolution.

3.5 Concluding Remarks

Supplier selection is a part of supply chain mansgg which is used in upstream of the
production process and affecting all the areasnobrganization. In this chapter an efficient
method has been proposed to solve the suppliecteeleproblems and select the best
supplier through multi criteria group decision nrakiprocess under fuzzy environment. In
decision making process, the decision makers asblano express their opinions exactly in
numerical values, due to the imprecision in subjegudgment of decision-makers. In order
to deal with such problems fuzzy set theory hasibewlemented and the evaluations are
expressed in linguistic terms. In this researctefficient MDCM approach, VIKOR under
fuzzy environment has been implemented to deal Wwith qualitative and quantitative
criteria and a suitable supplier has been selestextessfully. The outranking order of
suppliers and rating of suppliers both can easlylbtermined by using this method. Finally,
the proposed method has been seemed simple, #exitd systematic approach and can be

applied in different types of decision making pesak.
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Fig. 3.1.Linguistic variables for importance weight of eaxheria

05+ .
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Fig. 3.2.Linguistic variables for ratings

Table 3.1:Linguistic variables for weights

Very Low (VL) (0, 0, 0.25)
Low (L) (0, 0.25, 0.5)
Medium (M) (0.25, 0.5, 0.75)
High (H) (0.5,0.75, 1)
Very High (VH) (0.75, 1, 1)

Table 3.2: Linguistic variables for ratings

Very Poor (VP) (0, 0, 0.25)
Poor (P) (0, 0.25, 0.5)
Fair (F) (0.25, 0.5, 0.75)

Good (G) (0.5,0.75,1)

Very Good (VG) (0.75,1, 1)
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Table 3.3:Importance weight of criteria from three decisioakers

Criteria Decision makers (DMs).

D1 D- Ds
C VH H VH
C H VH H
Cs M VH VH
Cy VH M M
Cs H M H
Cs VH VH VH

Table 3.4:Ratings of five suppliers under each criterioteirms of linguistic variable
determined by DMs

DMs Suppliers Criteria
Cl Cz C3 C4 C5 C6
D; S F VG F G G VG
S G VG G F G VG
S VG G F G F F
Sy VG F G G P VG
S VG G F F G G
D, S G F F F G G
S F VG F G G G
S F G G VG F VG
Sy VG G F G G VG
S F G F G VG VG
D3 S F G F G VG VG
S VG G G F F F
S F F VG G G G
Sy G F G G P F
S VG VG G G F G
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Table 3.5: Importance weights of criteria in terms of fuzaymbers of each criterion

C: C, Cs Cs Cs Co
D, (0.75,1.00,1.00)| (0.50,0.75,1.00) (0.25,0.50,0.750.75,1.00,1.00) (0.50,0.75,1.00)  (0.75,1.00,1.00)
D, (0.50,0.75,1.00)] (0.75,1.00,1.00) (0.75,1.00,1.00(0.25,0.50,0.75)] (0.25,0.50,0.7%)  (0.75,1.00,1.00)
Ds (0.75,1.00,1.00)] (0.50,0.75,1.00) (0.75,1.00,1.00(0.25,0.50,0.75)] (0.50,0.75,1.00)  (0.75,1.00,1.00)
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Table 3.6:Rating of each supplier under each criterion imgeof fuzzy numbers

Supplier S
Criteria G (07 Cs Cs Cs Cs
D, (0.25,0.50,0.75)] (0.75,1.00,1.00)  (0.25,0.5,0.75)0.5,0.75,1.00)] (0.50,0.75,1.00) (0.75,1.00,1.00)
D, (0.50,0.75,1.00)] (0.25,0.50,0.7%)  (0.25,0.5,0.75)0.2%,0.50,0.75)] (0.50,0.75,1.00) (0.50,0.75,1.00)
D3 (0.25,0.50,0.75)] (0.50,0.75,1.00)  (0.25,0.5,0.75)0.5@,0.75,1.00)] (0.75,1.00,1.00) (0.75,1.00,1.00)
S
D, (0.50,0.75,1.00), (0.75,1.00,1.00) (0.50,0.75,1.00p.25,0.50,0.75)] (0.50,0.75,1.00) (0.75,1.00,1.P0)
D, (0.25,0.50,0.75)] (0.75,1.00,1.00) (0.25,0.50,0.Y5p.50,0.75,1.00)] (0.50,0.75,1.00) (0.50,0.75,1.P0)
D3 (0.75,1.00,1.00), (0.50,0.75,1.00) (0.50,0.75,1.00p.25,0.50,0.75)| (0.25,0.50,0.7%) (0.25,0.50,0.¥5)
S
D, (0.75,1.00,1.00), (0.50,0.75,1.00) (0.25,0.50,0.Y5p.50,0.75,1.00)] (0.25,0.50,0.7%) (0.25,0.50,0.¥Y5)
D, (0.25,0.50,0.75)] (0.50,0.75,1.00) (0.50,0.75,1.000.75,1.00,1.00)] (0.25,0.50,0.7%) (0.75,1.00,1.P0)
D3 (0.25,0.50,0.75)] (0.25,0.50,0.7%) (0.75,1.00,1.00p.50,0.75,1.00)] (0.50,0.75,1.00) (0.50,0.75,1.P0)
S,
D1 (0.75,1.00,1.00)] (0.25,0.50,0.7%) (0.50,0.75,1.00p.50,0.75,1.00) (0.00,0.25,0.50) (0.75,1.00,1.P0)
D, (0.75,1.00,1.00), (0.50,0.75,1.00) (0.25,0.50,0.Y5p.50,0.75,1.00)] (0.50,0.75,1.00) (0.75,1.00,1.P0)
D3 (0.50,0.75,1.00), (0.25,0.50,0.75) (0.5,0.75,1.00)0.5@,0.75,1.00), (0.00,0.25,0.50) (0.25,0.50,0.Y5)
S
D1 (0.75,1.00,1.00)] (0.50,0.75,1.00) (0.25,0.50,0.Y5p.25,0.50,0.75)] (0.50,0.75,1.00) (0.50,0.75,1.P0)
D, (0.25,0.50,0.75)] (0.50,0.75,1.00) (0.25,0.50,0.Y5p.50,0.75,1.00)] (0.75,1.00,1.00) (0.75,1.00,1.P0)
D3 (0.75,1.00,1.00)] (0.75,1.00,1.00) (0.50,0.75,1.00p.50,0.75,1.00)] (0.25,0.50,0.7%) (0.50,0.75,1.P0)
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Table 3.7:Fuzzy decision matrix

Criteria.
Cl Cz C3 C4 C5 Ce
Weight (0.67,0.92,1.00 (0.58,0.83,1.00) (0.58,m&2) | (0.42,0.67,0.83 (0.42,0.67,0.92) (0.75,1L@D)
S (0.33,0.58,0.83)] (0.50,0.75,0.92) (0.25,0.50,0.Y5p.42,0.67,0.92)] (0.58,0.83,1.00) (0.67,0.92,1.00)
S (0.50,0.75,0.92)] (0.67,0.92,1.00) (0.42,0.67,0.920.33,0.58,0.83)] (0.42,0.67,0.92) (0.50,0.75,0.92)
S3 (0.42,0.67,0.83)] (0.42,0.67,0.92) (0.50,0.75,0.920.58,0.83,1.00)] (0.33,0.58,0.83) (0.50,0.75,0.92)
Sy (0.67,0.92,1.00)] (0.33,0.58,0.83) (0.42,0.67,0.920.50,0.75,1.00)] (0.16,0.42,0.67) (0.58,0.83,0.92)
S (0.58,0.83,0.92)] (0.58,0.83,1.00) (0.33,0.58,0.83p0.42,0.67,0.92)] (0.50,0.75,0.92) (0.58,0.83,1.00)

Table 3.8: Crisp values for decision matrix and weight oftreadterion

Criteria
Cz C3 C4 C5 CG
Weight 0.86 0.80 0.78 0.64 0.67 0.92
S 0.58 0.72 0.50 0.67 0.80 0.86
S, 0.72 0.86 0.67 0.58 0.67 0.72
S 0.64 0.67 0.72 0.80 0.58 0.72
Sy 0.86 0.58 0.67 0.75 0.42 0.78
S 0.78 0.80 0.58 0.67 0.72 0.80
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Table 3.9:The values of S, R and Q for all suppliers

Suppliers
S S S Sy S
S 2.42 2.40 2.52 2.32 1.83
R 0.86 0.92 0.92 0.80 0.39
Q 0.87 0.91 1.00 0.74 0.00
Table 3.10:The ranking of the suppliers by S, R and Q in adite) order
Ranking suppliers
1 2 3 4 5
By S S Sy S S S
By R S Sy S S S
By Q S Sy S S S
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Chapter 4: Selection of Industrial Robot
]

4.1 Coverage

A robot is a mechanical or virtual intelligent agevhich can perform tasks on its own, or
with guidance. In practice, a robot is usually &cto-mechanical machine which is guided
by computer as well as electronic programming. $tdal robot is an automatically
controlled, reprogrammable, multipurpose, manimgularogrammable in three or more axes,
which may be either fixed in place or mobile foeus industrial automation applications.
Recently industrial robots are being immensely ig@ogpln almost every manufacturing or
production industries for improvement of qualitywasll as productivity. Depending on the
nature of the job to be performed, appropriate rasbection has become an important as
well as challenging task for an automated manufagucell. Several criteria attributes are
assumed to be responsible towards performancepaftecular robot. Hence, a strong multi-
attribute decision support model is indeed requicethacilitate this evaluation and selection
process. To address this issue, present work eglthe concept of interval-valued
trapezoidal fuzzy numbers set integrated with VIK@Bthod to help such a decision-making

problem.

4.2 Background and Motivation

An industrial robot is defined as antomatically controlled, reprogrammable, multipurpose
manipulator programmable in three or more axes. A typical robot will have several, or
possibly all, of the following characteristics.idtan electric machine which has some ability
to interact with physical objects and to be giveconic programming to do a specific task
or to do a whole range of tasks or actions. It raBp have some ability to perceive and
absorb data on physical objects, or on its locgbmal environment, or to process data, or to
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respond to various stimuli. This is in contrasatsimple mechanical device such as a gear or
a hydraulic press or any other item which has rexgssing ability and which does tasks
through purely mechanical processes and motionica@l@pplications of robots include
welding, painting, assembly, pick and place (sushpackaging, palletizing and SMT),
product inspection, and testing; all accomplishéith Wwigh endurance, speed, and precision.
Defining parameters for an industrial robot includember of axes, degrees of freedom,
working envelope, kinematics, carrying capacityy(pad), speed and acceleration, accuracy,
and repeatability.

In order to improve product quality and to enhapoeductivity, robot selection has always
been an issue of major concern for manufacturidgstries. Many potential robot selection
criteria (or attributes), e.g. cost, load capacityan—machine interface, availability of
diagnostic software, programming flexibility, pasiting accuracy etc. must be considered
for the performance evaluation as well as selectbra particular robotHuang and
Ghandforoush, 1984; Jones et al., 1985; Offodile, 1987; Offodile and Johnson, 1990;
Liang and Wang, 1993). Goh et al. (1996) presented a revised weighted sum model that
incorporated the values assigned by a group ofrexpa different factors in selecting robots.
The model reduced the impact of any decision makin, a vastly different opinion, on the
overall decision. Using this model, the highest kovadest experts' values on the weights and
the subjective factors were eliminaté&hahraman et al. (2007) proposed a fuzzy hierarchical
TOPSIS model for the multi-criteria evaluation ofiet industrial robotic systems.
Koulouriotis and Ketipi (2011) proposed a fuzzy digraph method for robot selectvbich
associated with various industrial applicatioksarsak (2008) applied Quality Function
Deployment (QFD) and fuzzy linear regression andebigped a decision model for robot
selection.Chatterjee et al. (2010) attempted to solve the robot selection problemgisivo

multi-criteria decision-making (MCDM) methods (VIKDand ELECTRE) and compared
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their relative performance for a given industrippkcation. However, they considered only
subjective criteria in influencing robot selectioAthawalea and Chakraborty (2011)
considered most popular MCDM methods and compdned telative performance with
respect to the rankings of the alternative robst®mrgaged in some industrial operation. It
was observed that all these methods produced akaos¢ ranking pattern of the alternative
robots, although the performance of WPM, TOPSIS @RA methods were experienced
slightly better than the others.

Many precision-based methods for robot selectiomehbeen developedHuang and
Ghandforoush, 1984; Jones et al., 1985; Offodile et al., 1987; Offodile and Johnson,
1990; Knott and Getto, 1982; Imang and Schlesinger, 1989). Chu and Lin (2003) noted
that all the above methods were developed basdfieononcepts of accurate measurement
and crisp evaluation, i.e. the measuring values inei€xact. However, in real life, measures
of subjective attributes, e.g. man—-machine interfand programming flexibility etc., may
not be precisely defined by decision-makers. Moeeothe evaluation of robot suitability
versus subjective criteria and the weights of theerta are usually expressed in linguistic
terms(Zadeh, 1975, 1976). To overcome thisl.iang and Wang (1993) proposed a fuzzy
multi-criteria decision-making (MCDM) approach faobot selection; however, the method
had various limitations as highlighted 8%u and Lin (2003).

To solve these limitations, in the present workirdarval-valued trapezoidal fuzzy numbers
set combined with VIKOR method has been preserdemiddel a decision-support system
for appropriate robot selection. It has been fotimat previous researchers utilized fuzzy
theory for decision modeling towards industrialabbelection by adapting mainly triangular
fuzzy numbergChu and Lin, 2003; Kahraman et al., 2007; Koulouriotis and Ketipi,
2011). Trapezoidal fuzzy membership functions (MF) weaeely attempted by previous

researchers in this particular area. However, figlisthat conventional fuzzy set theory is not
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accurate enough in dealing with subjective judgn@ndecision-makers (DMs) individual
perceptionsCorneils et al. (2006) and Karnik and Mendel (2001) noted that the main
reason for proposing Interval-Valued Fuzzy Set @YEeory is the fact that, in the linguistic
modeling of a phenomenon, the presentation of ithguistic expression in the form of
ordinary fuzzy sets is not clear enough.

In this context, Interval-Valued Fuzzy Set (IVF8gory (with trapezoidal MFs) has been
proposed here in combination witHKOR (VIsekriterijumsko KOmpromisno Rangiranje)
method to develop a logical and systematic apprdachndustrial robot selection for a
manufacturing organization. Instead of using tridagIVF numbergDevi, 2011); this study
utilizes Interval-Valued-trapezoidal fuzzy numbefsr analyzing the decision-making
procedure (shown ifrig. 2.4; in Section 2.4 of Chapter 2). The theory of interval valued
fuzzy sets and the operational rules of two intevadued trapezoidal fuzzy numbers have
been described i@hapter 2. Moreover the concept of locating the COG pointgetermine
the distance of two interval-valued trapezoidalziunumbers has been illustrated clearly in
Section 2.5 of Chapter 2. The methodology presented here seems to imphevedgree of
reliability as well as accuracy in decision-makiger existing conventional ordinary fuzzy

based approaches.

4.3 The IVF-VIKOR (Liuand Wang, 2011; Devi, 2011)

In fuzzy MCDM problems, performance values andecid weights are usually characterized
by fuzzy numbers. A fuzzy number is a convex fugey, defined by a given interval of real
numbers, each with a membership value between A aGdnsidering the fact that, in some
cases, determining this value precisely is diffictiie membership value can be expressed as
an interval, consisting real numbers. In this répgr criteria values as well as attribute

weights are considered as linguistic variables. Tbecept of linguistic variable is very
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useful in dealing with situations that are two cdéempor ill-defined to be reasonably
described in conventional quantitative expressiadeh, 1975, 1976). These linguistic
variables can be converted to trapezoidal IVFN®sEhinguistic variables can be converted
to trapezoidal IVFN as depicted Trable 4.1.

a. Formulation of the decision-making problem

LetE = {el,e2 ,...,eq} be the set of decision-makers in the group decisiaking process.

A={A,A,...A,}be the set of alternatives, and

c ={c,,C, .....C,} be the set of criteria-attributes.
Suppose that
51'jk :[(ailj_kllailj_kZ’ailj_kS’ailj_k4;\Nilj_k)’(a'iLijl’a'iLijZ'aithkS’aiLij4;\Nilij)]iS the attribute value given by the

decision-makee, , Where'é:,.jkis an interval-valued trapezoidal fuzzy number ftre

alternativeA with respect to the attribu@ .

Letv-f/kj :[(w,gl,wlsz,w;3,w,g4;/7,;), (\/\}kjl,wljjz,\/\}kij\/Lh;qg )] be the attribute weight given by the

decision-makeg,, wherew, is also an interval-valued trapezoidal fuzzy numbket

q
(A1, ..., )be the vector of decision makers, whiyis a real number, afd A, =1.
k=1

A

Then we use the attribute weights, the decisionersakveights, and the attribute values to
rank the order of preference for the alternatives.
b. Normalization of decision-making infor mation
In order to eliminate the impact of different plogidimension to the decision making result,
the decision-making information is to be normaliz€dnsider that there are generally benefit

attributeill)and cost attribute($2). The normalizing methods are shown as follows:

2jk = [(Xilj-kl’ Xilj_kz’ Xilj_k3’ Xilj_k4;vvi|j-k ) (Xi?kl’ )ﬁTkz’XiLijs’ )(iLij4;\A}iij )] =
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L L L L U U U U

Qi Rz Az RXja A1 Q2 Rz Rja

’ ’ ’ yvvijk ’ ’ ’ ’ yvvijk (4'1)
My My m,. my my My My My

For benefit attributes, whene, = miax(a,.j’k 4).

Xijk = [(Xilj-kl’xilj_kz’xilj_ksiXilj_k4;vvilj-k )’ ()(i?kl’)(i?kZ’)(iTk3’)(i?k4;m#k )]:

r]jk r]jk njk r]jk L r]jk njk r]jk njk WJ
L ! L ’ L ’ L lvvijk ’ Uu '_U ' U ' U 1 YVik (4'2)
Qi1 Rz Rz Kja Q1 A2 Rz Rja

For cost attributes, wheng, = miin(aﬂLkl)-

The normalization method mentioned above is togmesthe property that the ranges of
normalized interval-valued trapezoidal fuzzy nunsbeelong to [0, 1]. In this reporting, to
avoid these computations and to make it more easastical procedure, all fuzzy numbers
that simply define in the interval of [0, 1] to dnthe need of normalization method
(Saghafian and Heazi, 2005). Therefore, it is necessary to construct the fuzagnbers
scalable in the ranges closed to interval [0, &httonly to avoid calculations shownEius.
4.1-4.2.

In contrast, the MCDM methods like TOPSIS and VIKOfeen may require normalization
operation to eliminate the units of the criteriamdtions but, the normalization techniques
are somewhat different. VIKOR method uses lineamadization whereas TOPSIS method
uses vector normalization. The normalized valuthenVIKOR method does not depend on
the evaluation unit of criterion function, where#ise normalized values by vector

normalization in the TOPSIS method may depend erettaluation uniChu et al., 2007).

c. Aggregation of evaluation information of each decision-maker
According to the different alternatives’ attributalues and weights given by different

experts, the collective attribute values and weigine calculated as follows:
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Xy = [0t %52 a0 ) O s ) =

i (/]kx;k): Zq:{/]k[()(iijl’ Xiijz’ Xilj_k3’ >§1Lk4; Wiij )’ (XiLijv XiLijz ' Xilij3’ XiLij4; V\}iij )I} =

k=1 k=1

(i b)),
o prinii)

H

(4.3)
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q q q
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~
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{ [(wjkl w]kZ w]kS w]k4 ,7]k ) (w:Jkl w:JKZ wU wUk4 ,7]k )B

=1
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d. Construction of weighted decision-making matrix

>-
H

(4.4

LetV = [\7IJ ]mxn be the weighted matrix, then:

~

= _ u =~ _
V _[(Vljl V|12 VI]3 Vlj4 wlj )’( Ijl \/I]JZ VI]3 V|J4 (vllf)] le (U -

(K, Xty 3 g 3 s il ) @5
(lel j1 Xuzwjz X|j3wu3’xij4wj4’mln( ij !’7] ))

e. Decision-making based on VIKOR concept

1. Determine the positive ideal solution and the negaideal solution of the evaluation

objects. Suppose that the positive ideal solutrmhthe negative ideal solution are:

For benefit attributes:
V= [\71.*1“”,\7‘ = [‘?]m then,
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=4 U+ U+ + U+
Vl [(le ’VJZ’VJ3 ’VJ4’w )( Vi1 »Via ’\/u3 ’\/u4’ )]_

!(maX(v.,l) max(v;, ) max(v},) max(vj, } max(e; ) ) }

(m ax(v”l) miax(vi‘]?2 ) miax(vi‘j’3 ) miaX(Vil,-ﬁ ); miax(with )) (4.6)

=- _|{L- L- L- L-.,—L- u-.,u-\_
Vi _[(Vil’ViZ'Vj3’Vi4’wj )'(11 Mz Vis Vi @) )]‘

)ﬂ 0

(rqln(v”Ll),mlln( ”2) mln(v”L3) miny .,4) mln(wIl )

v
(rniin(\/i‘].Jl),min(\fJ ) mln( ”3) mln( ”4) mln(w

For cost attributes\‘? = [\71.‘ ]lxn,\7' = [\7]+ ]m

Benefit attribute means the larger the rating, gheater the preference. Conversely, cost

attribute means, the smaller the rating, the gretlite preferencWadhwa et al., 2009;

Park et al., 2011; Kannan et al., 2009).

2. Calculate the weighted matrix and the COG of edtrtbates with respect to the positive
ideal solution and the negative ideal solution.

3. Compute the value$, R (i = lZ,...,m) by the relations,

(4.8
(4.9)
4. Compute the valugg, (i = 1,2....,m)by the following relation:
Qi:V(S -S (1 V) R_R*
S-S - (4.10)
Here,
S =minS, S” =max
S P (4.12)
R =minR, R” =max
"R 2R (4.12)
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vis introduced as weight of the strategy of ‘theani#y’ of criteria (or ‘the maximum group
utility’), here, ¥ =0.5.

5. Rank the alternatives, sorting by the valB8eR andQ, in ascending order.

4.4 Case Study

The set of criteria for robot selection has beeopsetl from the literaturéChu and Lin,
2003; Tahriri and Taha, 2011). This has been used here to demonstreecomputational
procedure of the fuzzy based VIKOR method, preseimprevious section. A manufacturing
unit requires a robot tperform a particular material-handling task. Thiel saodel has been
applied towards decision-making for selection oflustrial robot carried out by the
production unit of a famous manufacturing industryindia. After initial selection, four
alternative robots A1A2, A3 and A4 have been chosen for further evatuatiio select the
most suitable robot, a committee of four decisioakers, DM1DM2, DM3 and DM4 has
been formed from academicians, manager of productiat and his team. The following set
of criteria has been considered shown as follows:

[1] Speediness (Cy)

[2] Payload Capacity (Cy)

[3] Repeatability (Cs)

[4] Purchase Cost (Cy)

[5] Extent of manipulator reach (Cs)

[6] Extent of reliability (Ce)

[7] Programming flexibility (C;)

[8] Positioning accuracy (Cg)

[9] Man-Machine interface (Co)
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The proposed IVF-VIKOR methddas been applied to solve this problem; the contiput
procedure is summarized as follows:

Step 1: The number of the committee members is four, Evels DM; DM,, DM3 and DM,
respectively. The linguistic scale chosen to assiiferia weight as well as appropriateness
rating has been shown irable 4.1. Each DM presents his/her assessment based arslicg
variable for importance weight of each criter{@able 4.2) as well as rating the performance
criteria as depicted iable 4.3. The final judgment (collective attribute valueslaveights

by combining the individual evaluation informatioheach decision maker) of the DMs thus
obtained and shown as follo\{&tep 2).

Step 2: Combine the individual preferences of all DMs irder to obtain a collective

preference value for each alternative are showhamext page.
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[(0550,0612,0775,0835 ;0.9 (0550,0612,0775,08351)], [( 0582,0640,0780,0832 ;0.9 ( 0582 ,0640,0780,08321)),
[(0687,0740,0820,0847 ;0.9 (0687 ,0740,0820,0847:1)],[( 0742,0792,0875,0905 ;0.9 ( 0742 ,0792,0875,0905;1)],
[(0842,0885,0960,0985 ;0.4 ( 0842,0885,0960,0985,1)], [( 0672,0737,0855,0897 ;09 ( 0672,0737 0855,0897;1)],
[(0725,0787,0875,0905 ;04 ( 0725,0787,0875,0905;1)], [( 0860,0890,0960,0985 ;0.9 { 0860,0890,0960,0985;1))

[(0755,0797,0910,0950 ;04 { 0755,0797,0910,0950.1)]
[(0685,0742,0890,0942 ;08 (0685,0742,0890,0942,1)
[(0825,0880,0960,0985 ;0.9 (0825,0880,0960,0985/1)]
[(0702,0755,0880,0922 ;08 (0702,0755,0880,0922,1)



[[ 0807,0847,0930,0957 ;0.9 ( 0807 0847,0930,0957;1)],[( 0860,0890,0960,0985 ;04 { 0860,0890,0960,09851)

0737,0792,0910,0950 ;04 { 0737,0792,0910,0950;1)},|{ 0807 ,0847,0930,0957 ;0.9 | 0807,0847,0930,0957;1)|,
0672,0737,0855,0897 ;0. { 0672,0.737,0855,0897;1)],]{ 0585,0650,0805,0862 ;0.9 | 0585,0650,0805,08621)],

(0615,0667,0830,0887 ;0.9 ( 0615,0667,0830,0887;1)],[( 0685,0742,0890,0942 ;0. { 0685,0742,0890,0942;1)],
(0615,0667,0830,0887 ;09 ( 0615,0667,0830,0887:1)]]

Step 3: Computation of weighted decision making matrix.

e

(0500,0552,0710,0773 ;08 ( 0500,0552,0710,07731)],
(0578,0656,0821,0883 ;09 ( 0578,0656,0821,0883 1)),
(0560,0624,0749,0807 ;09 ( 0560,0624,0749,0807;1)]
(0754,0827,0941,0977 ;04 { 0754,0827,0941,0977;1)]

[(0554,0603,0734,0784 ;0 ( 0554,0603,0734,07841)],
[:” ] _|[(0500,0582,0776 0851 ;08 { 0500,0582 0776,08511))
[(0637,0713,0865,0916 ;09 ( 0637,0713,0865,0916;1)),
[(0665,0745,0892,0942 ;09 ( 0665,0745,0892,0942:1)],

-—-—-,_,

[(0407,0476,0650,0722 ;0.8 (0407 0476,0650,0722;1)],[( 0526 ,0588,0744,0804 ;0.9  0526,0588 0744 ,0804;1),

[(0329,0404,0605,0688 ;09 (0329,0404,0605,06881)], [( 0500,0582,0776,0851 ;0.4 { 0500,0582,0776 ,08511)],

[(0543,0627,0828,0902 ;08 (0543,0627,0828,09021)],[( 0585,0666,0813,0866 ;0.9 { 0585,0666,0813,0866;1)),

[(0646,0736,0892,0942 ;09 ( 0646 ,0736,0892,0942:1)], [( 0585,0666,0813,0866 ;0.9 ( 0585,0666,0813,0866;1)],
|

[ (0364,0409,0508,0558;0.8), (0364,0409,0508,05581)], [( 0410,0491,0708,0794 ;0.9 ( 0410,0491,0708,0794,1)],
[(0369,0451,0662,0749 ;08 (0369,0451,0662,07491)], [( 0402,0481,0660,0730 ;0.9 ( 0402,0481,0660,0730;1)),
[(0472,0556,0752,0827 ;04 (0472 ,0556,0752,0827:1)],[( 0492,0575,0773,0849 ;0 ( 0492 0575 0773,08491)),
[(0487,0580,0748,0812 ;09 (0487 ,0580,0748,0812,1)], [( 0393,0479,0688,0773 ;09 ( 0393,0479,0688,07731)),
[(0338,0408,0643,0740 ;09 ( 0338,0408,0643,0740 ;3] [(0398,0475,0694,0784 ;0.9 ( 0398,0475,0694,0784;1)),
[(0422,0493,0680,0751 ;08 { 0422,0493,0680,0751;]] [( 0508,0587,0778,0852 ;0.9 ( 0508,0587,0778,0852;1)

[(0518,0590,0797,0873 ;09 ( 0518,0590,0797,0873 ;] [( 0460,0547,0761,0845 ;0.9 { 0460,0547 0761,0845.1)],
[(0446,0525,0726,0803 ;0. ( 0446 ,0525,0726,0803;]] [( 0589,0660,0854,0928 ;0.9 ( 0589 ,0660,0854,09281)],
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[(0464,0531,0755,0842 ;0.9 { 0464 ,0531,0755,08421)]
[(0421,0495,0738,0835 ;0.9 ( 0421,0495,0738,08351)]
[(0507,0587,0796,0873 ;0.9 ( 0507 ,0587,0796 08731
[(0432,0503,0730,0818 ;09 ( 0432,0503,0730,08181)

Step 4:  Calculation of positive ideal solution and négaideal solution.

[[(0665,0745,0892,0942 ;08 ( 0665,0745,0892,0942 ;1] [( 0754,0827,0941,0977 ;09 ( 0754,0827,0941,0977;1)),

\7+ =11 0646,0736,0892,0942 ;09 | 0646,0/36,0892,0942,1)|,]{ 0500,0582,0776,0851 ;0.9 | 0500,0582,0776,08511)),
0487,0580,0748,0812 ;0.9 | 0487,0580,0748,08121)|,{{ 0492,0575,0773,0849 ;0.9 | 0492,0575,0773,0849,1

0518,0590,0797,0873 ;0.8  0518,0590,0797,08731)],[( 0589,0660,0854,0928 ;0.4 ( 0589,0660,0854,09281)),
0507,0587,0796,0873 ;09 { 0507,0587,0796,08731)[]

[(0500,0582,0776,0851 ;04 { 0500,0582,0776,0851:] [( 0500,0552,0710,0773 ;08 { 0500,0552,0710,07731)),

\7‘= 0329,0404,0605,0688 ;0.9 | 0329,0404,0605,06881)],|{ 0585,0666,0813,0866 ;0.4 | 0585,0666,0813,0866;1)|,
0364,0409,0508,0558 ;0.9 | 0364,0409,0508,0558;]| |{ 0393,0479,0688,0.773 ;0. | 0393,0479,0688,0/731,

0338,0408,0643,0740 ;0.4 { 0338,0408,0643,0740;]] [(0398,0475,0694,0784 ;0.9 ( 0398,0475,0694 07841)],
0421,0495,0738,0835 ;09 [ 0421,0495 ,0738,08351)]
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Step 5: Calculation for the weighted matrix and the COCGeath attributes with respect to the positive icedlition and the negative ideal

solution (y, X) by usindegs. 2.28-2.35 of Chapter 2.

[(0.3426 ,0.6688),(0.4282 ,0.6688 )], [(0.3438 ,0.6341),(0.4298 ,0.6341 )], [(0.3403,0.5638),(0.4254 ,0.5638 )],
_|[(0.3403,0.6770),(0.4254 ,0.6770)], [(0.3388 ,0.7338),(0.4235 ,0.7338 )], [(0.3413 ,0.5068), (0.4266 ,0.5068 ),
(RO [(0.3393,0.7818),(0.4241,0.7818)), [(0.3341,0.6847 ),(0.4176 ,0.6847 )], [(0.3413 ,0.7246 ), (0.4266 ,0.7246 )],
[(0.3374,0.8098),(0.4218 ,0.8098)], [(0.3348,0.8732),(0.4185 ,0.8732)], [(0.3369 ,0.8024 ), (0.4212 ,0.8024 ),
[(0.3415,0.6654 ),(0.4268 ,0.6654 )], [(0.3347 ,0.4599 ),(0.4184 ,0.4599 ), [(0.3420,0.6009 ), (0.4275 ,0.6009 )],
[(0.3403,0.6770),(0.4254 ,0.6770 )], [(0.3407 ,0.5579),(0.4258 ,0.5579 )], [(0.3394 ,0.5679 ), (0.4243 ,0.5679 )],
[(0.3364,0.7314),(0.4205 ,0.7314 )], [(0.3403,0.6514 ),(0.4253 ,0.6514 )], [(0.3406 ,0.6720),(0.4257 ,0.6720 )],
[(0.3364,0.7314),(0.4205 ,0.7314 )], [(0.3356 ,0.6556 ), (0.4195 ,0.6556 )], [(0.3400 ,0.5832 ),(0.4250 ,0.5832 )],
[(0.3446 ,0.5332),(0.4307 ,0.5332 )], [(0.3423 ,0.5882 ),(0.4279 ,0.5882 )], [(0.3457 ,0.6487 ),(0.4321,0.6487 )|
[(0.3424 ,0.5865 ),(0.4280 ,0.5865 )], [(0.3407 ,0.6810 ), (0.4258 ,0.6810 )], [(0.3449 ,0.6230 ), (0.4311,0.6230 )]
[(0.3444 ,0.6946 ),(0.4305 ,0.6946 )], [(0.3408 ,0.6531),(0.4259 ,0.6531 )], [(0.3428 ,0.6906 ), (0.4285 ,0.6906 )]
[(0.3417 ,0.6249),(0.4272 ,0.6249 )], [(0.3429 ,0.7578 ), (0.4287 ,0.7578 )], [(0.3451 ,0.6213 ),(0.4313 ,0.6213 )]
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(y. %), ] _ |[(0.3374,0.8098 ), (0.4218 ,0.8098 )], [(0.3348 ,0.8732 ),(0.4185 ,0.8732 )], [(0.3369 ,0.8024 ), (0.4212 ,0.8024 )],
YoXhvelo = [(0.3403,0.6770),(0.4254 ,0.6770)], [(0.3356 ,0.6556 ), (0.4195 ,0.6556 )], [(0.3406 ,0.6720 ), (0.4257 ,0.6720 )],
[(0.3444 ,0.6946 ), (0.4305 ,0.6946 )], [(0.3429 ,0.7578 ), (0.4287 ,0.7578 )], [(0.3428 ,0.6906 ), (0.4285 ,0.6906 )|

(y.x),.] _|[(0.3403,0.6770),(0.4254 ,0.6770)), [(0.3438 ,0.6341),(0.4298 ,0.6341)], [(0.3413 ,0.5068 ), (0.4266 ,0.5068 )|,
Y-XNvlo = 1(0.3364 ,0.7314), (0.4205 0.7314 )], [(0.3347 ,0.4599 ), (0.4184 ,0.4599 )], [(0.3400 ,0.5832 ), (0.4250 ,0.5832 ),
[(0.3446 ,0.5332),(0.4307 ,0.5332 )], [(0.3423 ,0.5882 ), (0.4279 ,0.5882 )], [(0.3449 ,0.6230 ), (0.4311,0.6230 )]]

Step 6: Compute the values & and R, (i = 1,2....,m)usingEgs. 4.8-4.9 respectively.
S, = 7573 S, = 6378 S,= 2915 S, = 3457
R =1067, R,=1172 R,=1000 R, = 1025

Step 7: The values of),, (i = 1,2....,m for all alternatives are calculated usiggs. 4.10-4.12.
Q, =1000 Q,=0872 Q,=0, Q,= 0131

Step 8: Finally, the ranking of the alternatives has bewme by sorting the valu@, in ascending order, the position of the front itdyethan in

the behind. Thus,

P> A > A > A

64



4.5 Concluding Remarks

Selection of an industrial robot for a specific usttial application is one of the most
challenging problems in real world manufacturingitext. It has become highly complicated
due to incorporation of advanced features andifi@silthat are continuously being adopted
and automated into the robotic system by differaahufacturers. Presently, different types
of industrial robots with diverse capabilities, adeed features, flexibility in facilities and
specifications are readily available in the globarketplace. Manufacturing environment,
product design, and production system, functiospkats at workstation and cost involved in
are some of the major influencing parameters tleaims directly or indirectly affect the
decision-making process for appropriate robot sielecThe decision makers need to identify
and select the best suited reliable robot in otderchieve desired level of output associated
with high degree of accuracy at an economic codt sgecific application capability. The

aforesaid work attempts to develop such a decisiaking procedural hierarchy.
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Table 4.1: Definitions of linguistic variables for criteriatings (A-9 member interval linguistic term set)

l(,i\r:'?r;ﬁittsléfiZZr?a ratings) I('FI:;E;:;S;S\ES:; ) Generalized interval-valued trapezoidal fuzzy nurabe
Absolutely Poor (AP) Absolutely Low (AL) [(O, 0, 0; 0.8), (0, 0,0, 0; 1)]

Very Poor (VP) Very Low (VL) [(O, 0, 0.02, 0.07;8), (0, 0, 0.02, 0.07; 1)]

Poor (P) Low (L) [(0.04, 0.10, 0.18, 0.23; 0.8).,0@ 0.10, 0.18, 0.23; 1)
Medium Poor (MP) Medium Low (ML) [(0.17,0.22, 0,3B42; 0.8), (0.17, 0.22, 0.36, 0.42; 1
Medium (M) Medium (M) [(0.32, 0.41, 0.58, 0.65; .8.32, 0.41, 0.58, 0.65; 1
Medium Good (MG) Medium High (MH) [(0.58, 0.63, 0,8).86; 0.8), (0.58, 0.63, 0.80, 0.86; 1
Good (G) High (H) [(0.72,0.78, 0.92, 0.97; 0.8),72, 0.78, 0.92, 0.97; 1)
Very Good (VG) Very High (VH) [(0.93,0.98, 1, 1:9), (0.93, 0.98, 1, 1; 1)]

Absolutely Good (AG) Absolutely High (AH) [(1,1,1;0.8),(1,1,1,1;1)]

Table 4.2: The priority weight of criterion

C DM1 DM2 DM3 DM4
C1 VH MH AH H
C. AH AH H H
Cs H H VH MH
Cs H VH MH AH
Cs VH M H H
Cs H M MH H
Cr MH MH H MH
Cs H H H MH
Co H MH MH MH




Table 4.3: DMs assessment on each criterion rating

Criterion Alternatives Decision-makers perception
DM1 DM2 DM3 DM4
C; A AG MP MG AG
A, G M G G
Az VG MG VG G
Ay VG G VG G
C, A MG AG MP MG
A, VG G M G
As VG MG MP VG
Ay VG VG G VG
Cs A MP M G AG
A, M MP G MG
Az G G VG MG
Ay G VG VG VG
C, A; G MP G AG
A, G M G G
Az VG M G VG
Ay VG G VG M
Cs A; AG AG VP MP
A, G MG MG M
As VG MG G MG
Ay M VG VG G
Cs A MG VG G MG
A, G MP VG VG
Az G G AG VG
Ay G G M VG
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Glossary
L

Alter natives
Alternatives are objects or options to be assessed or evaluated in a decision making
process. An aternative may be assessed or evaluated based on its attributes.

Attributes
An attribute is an asset, quality or features of an alternative. To evaluate an adternative, a
criterion is set up for each of its attributes and the attribute is examined against the
criterion. Because of the one to one correspondence between an attribute and a criterion,
sometimes attributes are aso referred to as criteria. In the context of MCDM, the word
attributes and criteria are used interchangeably.
Basicaly, attributes are two types such as quantitative and qualitative. Moreover
attributes may break down further in to one or more levels of sub-attributes to build a
hierarchy structure.

Criteria
See attributes.

Decision Matrix
Suppose there are malternatives in a MCDM problem and each alternative has n

attributes values.

A decision matrix isa mxn matrix whose element x; represents the preference of i"

alternative with respect toits j™ attribute/criteria.

MCDM, MCDA, MADM and MADA
These words are the acronyms for Multiple Criteria Decison Making, Multiple Criteria
Decision Anaysis, Multiple Attribute Decision Making and Multiple Attribute Decision
Anaysis. They are different terms for same mania and can be used interchangeably. The
last two terms are mostly used for assessment problems with a finite number of

aternatives.
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