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Abstract

Power conservation is a major issue in Mobile Ad Hoc Networks, as most of

the nodes are battery powered. Power control is not related to any particular

layer, since we can apply power conservation methods in all layers. But most of

the power control mechanisms are working in MAC layer.

Here we designed a Power Control MAC protocol for MANET. Our first aim

was to control the overall power consumption and the second was improve the

throughput of the network. Thus our protocol includes two phases; in the first

phase we reduce the power consumption and in the second phase we improve the

aggregate throughput of the network. Our work is based on the IEEE 802.11

MAC protocol. We added an additional field to the RTS and CTS control packets

(PRTS in RTS packet to indicate the power used to send RTS packet and PData in

the CTS packet to indicate the power with which sender can send DATA packet)

for the design purpose. For reducing the power consumption we used the following

method: We send the RTS packet with maximum or default power. The receiver

after receiving the RTS packet calculate the data transmission power PData using

the received power Pr , RTS transmission power PRTS and the receiving threshold

Rth. After calculating the PData that power is assigned to the PData field of the

CTS frame and then the CTS frame will send with the same power PData. Then

after receiving the CTS frame the sender will send the DATA frame using the power

PData and the receiver will send the ACK packet with the same power. In the

second phase we have to improve the throughput of the network. For that purpose

we made some modifications in the virtual carrier sensing mechanism. We used

a NAVR with NAV to make the VCS scheme suitable for our protocol. It make

more nodes to send packets at a time and thus improves the spatial reusability.

The improvement in spatial reusability increases the aggregate throughput of the

network.
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Chapter 1

Introduction

1.1 Introduction

Since the devices used in an ad hoc network are mostly battery powered, power

conservation is a major issue of such networks. The following principles may serve

as general guidelines for power conservation in MAC protocols [1, 2]. First, colli-

sions, a cause of expensive retransmissions should be avoided as far as possible.

Second, the nodes should be kept in standby mode or sleep mode whenever pos-

sible. Third, instead of using the maximum power, the transmitter should use

a lower power that is enough for the receiver node to receive the transmission.

In this context we mentioned above, the MAC protocols can be classified into

two: Power management protocols (using alternative sleep and wake up modes for

nodes) [2–5] and power control protocols (variation in transmit power) [6,7]. The

nodes in the ad hoc network remain in one of the three possible states: active, idle

or sleep. Power consumption in sleep state is less compared to other two states. So

we keep some of the nodes those are not participating in data transmission in sleep

mode. In a network power is consumed during computation and transmission of

packet, but computation power is negligible as compared to transmission power

cost. Hence efforts are made to control the transmission power by incorporating

different power control mechanisms.

In this thesis we have designed a MAC protocol for reducing the power con-

sumed by each and every node. This protocol also increases the aggregate through-

put of the network. The power control approach discussed above is used for the
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1.2 Motivation

design of the protocol. For improving the throughput, we should improve the

spatial reuse of the network. We achieved this by make some modifications in the

VCS scheme used in IEEE 802.11. Improving the spatial reuse allows more nodes

to send frames at a time and which will increase the overall throughput of the

network.

1.2 Motivation

Mobile Ad Hoc networks find its applications in many areas and are useful for many

cases. But it faces some problems due to limited battery power of the mobile

nodes. Since all mobile nodes are battery powered, we have to use the power

efficiently. We can reduce the power consumption by controlling the power used

to transmit the different control and data packets. A disadvantage of the power

control protocols is the degradation in the network throughput. The objective of

this thesis is to reduce the power consumption of mobile nodes and also improve

the aggregate throughput of the network. We mainly focus on the power control

techniques and techniques for improving the spatial reuse of the network.

1.3 Related Work

Most of the existing power control MAC protocols use the maximum power to send

the RTS and CTS packets and minimum power for the DATA and ACK packets.

We consider these schemes as the BASIC power control protocol. The protocol

discussed in [7], The PCMA protocol, allows different nodes to send packets with

different transmission power levels. PCMA uses the busy tones instead of RTS-

CTS scheme to avoid the hidden terminal problem. If a node wants to transmit

a packet, it senses the channel for busy tones from other nodes. The strength of

busy tones received by that node is used to determine the highest power level with

which a node can send without interfering other transmissions.

Some principles for the design of a power control MAC protocol is discussed

in [8]. Different factors that affecting the power control are also discussed in this

paper.

3



1.3 Related Work

Due to asymmetric links, there may be chance for collisions at transmitter and

receiver. The protocol discussed in [9], ALCA reduce it by conveying the CTDI

through physical duration of carriers that transport RTS/CTS frames. ALCA

provides a discrete se of n different carrier durations for RTS and CTS frames.

Terminals located in carrier sensing zone use the carrier duration information to

extract CTDI and hence avoid collision. In the PCM protocol [6], the authors

make some modifications in the basic power control protocol. Here source and

destination node transmit the RTS and CTS using maximum power. Nodes in the

carrier sensing zone set their NAV for EIFS duration when they sense the channel

busy and cannot decode it correctly. The source node will send the DATA using

the required power only. To avoid the collision with the ACK, the source node

will transmit DATA at maximum power periodically for enough time

F-PCM protocol [10] have used the fragmentation technique. A large DATA

packet is fragmented into several small fragments and the ACK packet corre-

sponding to each fragment is transmitted at maximum power. For each fragment

transmission, maximum power for duration at the beginning of fragment trans-

mission thus reduces collision at the sender. ACK for each fragment transmitted

with maximum power will reduces collision at receiver.

A power controlled dual channel (PCDC) MAC protocol proposed in [11] allows

the MAC layer to indirectly influence the routing decision at the network layer by

controlling the power level of the broadcasted RREQ packets to produce power

efficient routes. PCDC uses the signal strength and the direction of arrival of

the overheard RTS or CTS packets to build a power-efficient network topology.

PCDC enables simultaneous interference-limited transmissions to take place in

the vicinity of a receiver by allowing a receiver-specific, dynamically computed

interference margin.

In [12], the authors have proposed a novel MAC scheme with power control in

wireless ad hoc networks. They divide the total channel into three parts: main

channel for RTS and data packets, transmitter busy tone channel and receiver busy

tone channel. Other two channels are separated with enough spectral intervals.
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1.3 Related Work

These two channels indicating whether the node is transmitting RTS packets or

receiving data packets. A transmitter busy tone is used by the RTS packet to

increase the probability of successful RTS reception and the receiver busy tone is

used to acknowledge the RTS packet and protect for the data packet continuously.

Here, they transmit RTS and data packets with the same power. A sender which

wants to transmit a packet will sense both transmission busy tone channel and

receiver busy tone channel. If they sense any busy tone, they are not allowed to

send the packets. If they don’t sense any busy tone signal, the sender will sends

data/ transmitter busy tone packet at the same time. The receiver sends its busy

tone signal once it receives the data packet and the sender stops sending its busy

tone packet.

In [13] the authors have proposed a new power assignment scheme for RTS/CTS-

based MAC protocols, which can minimize the transmission floor of a given link.

T.-S. Kim and S.-L Kim [14] have compared the random power control and the

fixed power control and find that randomizing the transmission power has posi-

tive effect of reducing high interferences to the other nodes, and improves network

connectivity, in high-density networks.

In [15], instead of alternating between the transmission of control (RTS/CTS)

and data packets, as done in the 802.11 scheme, POWMAC used an Access Win-

dow (AW) to allow for a series of request-to-send/clear-to-send (RTS/CTS) ex-

changes to take place before several concurrent data packet transmissions can

commence. The length of the AW is dynamically adjusted based on localized

information to allow for multiple interference-limited concurrent transmissions to

take place in the same vicinity of a receiving terminal. Collision avoidance infor-

mation is inserted into the CTS packet and is used to bound/ the transmission

power of potentially interfering terminals in the vicinity of the receiver, rather

than silencing such terminals.

In [16], the authors have proposed an adaptive mechanism to dynamically

choose a suitable ATIM window size. We also allow the nodes to stay awake for

only a fraction of the beacon interval following the ATIM window. On the other
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1.4 Thesis Organization

hand, IEEE 802.11 DCF mode requires the nodes to stay awake either for the

entire beacon interval following the ATIM window or none at all.

Different authors have proposed different methods to improve the spatial reusabil-

ity in Mobile Ad Hoc Networks. Since effective spatial reuse plays an important

role in the throughput enhancement of ad hoc networks, a detailed study of spa-

tial reuse enhancement is done. The power control MAC protocols have reduced

the power consumption of the nodes, but degraded the throughput of the network

because of several reasons. Improving the spatial reuse is the best approach to

improve the throughput while we using the power control MAC protocols. Some

of the good concepts for the improvement in spatial reuse are discussed below.

On the basis of theoretical analysis, the authors of [17] have proposed a dy-

namic joint control (JC) mechanism to adjust transmit power, sense threshold and

data rate, based on the former transmit status, to increase the level of spatial reuse

and improve performance in terms of aggregate throughput and energy efficiency.

In [18] the authors have developed a distributed MAC algorithm, named Collision-

Aware DCF (CAD), in which each node reserves only the smallest possible area

which is enough to protect it and the ongoing communications and thus helps

increase the spatial reuse. A unique feature of CAD is that spatial and time

reservation requirement is embedded in the PHY header rather than in the MAC

header. The PHY header is transmitted at the lower rate. So it guarantees that

the information is delivered to a larger group of neighbouring nodes. In such a

manner CAD eliminates the need for virtual carrier sensing EIFS based spatial

reservation.

1.4 Thesis Organization

The thesis is organized as follows. In chapter 2, MANET Characteristics, MAC

protocols in MANET etc are discussed. In Chapter 3 Various approaches for

power conservation are discussed. In Chapter 4, proposed approach is discussed in

detail and simulation results are placed.Finally Chapter 5 discusses the concluding

remarks and future research work.
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Chapter 2

Mobile Ad hoc Network

2.1 Introduction

A mobile ad hoc network (MANET), is a self-configuring infrastructure less net-

work of mobile devices connected by wireless links [19]. They offer quick and easy

network deployment in situations where it is not possible otherwise. Ad-hoc is a

Latin word, which means ”for this only.” Mobile ad hoc network is an autonomous

system of mobile nodes connected by wireless links. Each node operates as an end

system and a router for all other nodes in the network. Nodes in mobile ad hoc

networks are free to move and organize themselves in an arbitrary fashion. Each

node is free to roam about while communication with others. The path between

each pair of the nodes may have multiple links and the radio between them can

be heterogeneous. An ad hoc network is similar to a cellular network but is not

infrastructure based, i.e., there are no coordinator or base stations present in an ad

hoc network. In a cellular network base stations are present. So if a node A want

to communicate with node B, the communication is carried out through a base

station. But such a base station is not present in ad hoc networks. The absence

of a base station makes the routing more complex in ad hoc networks compared

to cellular networks. Figure 2.1 shows the communication between nodes in a

cellular network and an ad hoc network.
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2.1 Introduction

Figure 2.1: Communication in Ad Hoc and Infrastructure Based Networks

The major differences between the cellular network and the ad hoc networks

are shown in Table 2.1 In an ad hoc network, the routing and resource manage-

ment are done in a distributed manner in which all nodes coordinate to enable

communication among them. This requires each node to be more intelligent so

that it can act both as a network host and a router. Hence the mobile nodes in

ad hoc networks are more complex than that in cellular networks.

Cellular Networks Ad Hoc Networks
Infrastructure Based Infrastructure less
Single hop wireless links Multi hop wireless links
Guaranteed bandwidth Shared Radio channel
Easier to achieve time synchroniza-
tion

Time synchronization is difficult and
consumes bandwidth

Easier to employ bandwidth reserva-
tion

Bandwidth reservation requires com-
plex MAC protocols

High cost and time of deployment Quick and cost effective deployment
Reuse of frequency spectrum through
geographical channel reuse

Dynamic frequency reuse based on
carrier sense mechanism

Table 2.1: Difference between cellular and ad hoc networks
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2.2 Design Issues of Mobile Ad Hoc Networks

2.2 Design Issues of Mobile Ad Hoc Networks

The major design issues of a mobile ad hoc network are:

• Medium Access Scheme

The main responsibility of a MAC protocol in ad hoc network is the dis-

tributed arbitration of shared channel for transmission of packets. There are

a lot of issues we have to consider while designing a MAC protocol. Some

of them are as follows. We need to find solution for hidden and exposed ter-

minal problems should try to improve the throughput of the system, should

minimize the packet transmission delay etc. Support for power control at the

MAC layer is very important in the ad hoc network environment. A MAC

protocol should be able to provide mechanisms for resource reservation, real

time traffic support and Qos

• Routing

The major responsibilities of a routing protocol include exchanging the route

information, finding a feasible path based on different criteria, gathering

information about path break, utilizing minimum band width etc. The

challenges that a routing protocol faces are mobility, bandwidth constraint,

shared channel etc. It should provide security and privacy, minimum control

overhead, scalability and Qos.

• Quality of Service Provisioning

QoS is a performance level of service offered by a network. Rendering QoS

in ad hoc networks can be on a per flow, per link or per node basis. QoS

parameters change from application to applications. Security, reliability,

availability, delay and channel utilization are the common QoS parameters

10



2.3 MAC Protocols for Mobile Ad Hoc Networks

• Self organization

An important property that an ad hoc network should exhibit is organiz-

ing and maintaining the network by itself. The major activities required to

perform the self organization are neighbour discovery, topology organization

and topology reorganization.

• Security

The lack of central coordination and shared wireless medium makes the mo-

bile ad hoc networks vulnerable to attacks. So the security of communication

is more important in ad hoc networks. Denial of service attack, resource con-

sumption attacks, information disclosure attack and interference attacks are

the common security threats exists in ad hoc networks.

• Energy Management

Energy management is the process of managing the sources and consumers

of energy in a node or in a network as a whole for enhancing the life time

of the network. Energy management can be classified into transmission

power management, battery energy management, processor power manage-

ment and devices power management.

2.3 MAC Protocols for Mobile Ad Hoc Networks

Nodes in an ad hoc network share a common broadcast channel. Since the band-

width available for communication in such networks is limited, access to this shared

medium should be controlled in such a manner that all nodes receive a fair share

of the available bandwidth. A different set of protocols is required for controlling

the access to shared medium in ad hoc networks, because they need to address

unique issues such as mobility, limited bandwidth, hidden and exposed terminal

problems etc. [20–23] surveys different MAC protocols for Mobile ad hoc networks

and wireless LANs.
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2.3 MAC Protocols for Mobile Ad Hoc Networks

Issues in Designing a MAC Protocol:

The major issues [24] that need to be addressed while designing a MAC protocol

for mobile ad hoc networks are:

Bandwidth Efficiency: Bandwidth efficiency is defined as the ratio of the

bandwidth used for actual data transmission to the total available bandwidth.

The MAC protocol should designed in such a way that the bandwidth is utilized

in an efficient manner. The control overhead involved must be kept as minimal as

possible.

Quality of Service Support: Since nodes are usually mobile in ad hoc net-

works, providing QoS support to data sessions is extremely difficult. QoS support

is essential for supporting time critical traffic sessions. The MAC protocol for ad

hoc networks that are to be used in real time application must have some kind of

a resource reservation mechanism that takes into consideration the nature of the

ad hoc networks.

Synchronization: Synchronization is much important for bandwidth reserva-

tion by nodes. The MAC protocols should consider the synchronization between

nodes in the network. Exchange of control packets may be required for achieving

time synchronization among nodes. The control packets must not consume too

much of network bandwidth.

Mobility of Nodes: Nodes in an ad hoc network are mobile most of the

time. The MAC protocol has no role to play in influencing the mobility of nodes.

But the protocol design should take mobility factor into consideration so that the

performance is not significantly affected due to node mobility.

Error Prone Shared Broadcast Channel: When a node is receiving data,

no other node in its neighbourhood, other than the transmitter, should transmit.

12



2.3 MAC Protocols for Mobile Ad Hoc Networks

A node must get access to the shared medium only when its transmission do not

affect any ongoing session. A MAC protocol must grant channel access to nodes

in such a manner that collisions are minimized.

Lack of Central Coordination: Ad hoc networks do not have centralized

coordinators. Therefore, nodes should be scheduled in a distributed fashion for

access the channel. It requires the exchange of control information. The MAC

protocol should make sure that the overhead occurred due to this control infor-

mation exchange is not very high.

Hidden and Exposed Terminal Problem: The hidden terminal problem

refers to the collision of packets at a receiving node due to the simultaneous

transmission of those nodes that are not within the direct transmission range of

receiver. The exposed terminal problem refers to the inability of a node, which is

blocked due to transmission by a nearby transmitting node, to transmit to another

node. For example in Figure 2.2, if both node S1 and S2 transmit to node R1 at

the same time, their packets will collide at R1. It is an example of hidden terminal

problem. Consider the same figure for exposed terminal problem. Here if node S1

transmits to R1, node S3 cannot transmit to node R2.

Figure 2.2: Hidden and Exposed terminal problem

13



2.3 MAC Protocols for Mobile Ad Hoc Networks

2.3.1 Classification of MAC Protocols

Based on different criteria such as initiation approach, time synchronization and

reservation approaches, MAC protocol can be classified into 3 basic categories:

Contention Based Protocols:

These protocols follow a contention based channel access policy. Nodes do not

make any resource reservation a priori. Whenever it receives a packet to be trans-

mitted, it contends with its neighbour nodes for access to the shared channel.

This protocol does not guarantee the QoS. Contention based protocols can be

further classified into sender initiated and receive initiated. Sender initiated can

be further divided into single channel sender initiated and multi channel sender

initiated. In single channel sender initiated, the node who wins the contention can

use the entire bandwidth. But in case of multi channel, the available bandwidth

is divided into multiple channels which enable several nodes to simultaneously

transmit data, each using separate channel.

Contention Based Protocol with Reservation Mechanisms:

Contention based protocols does not support real time traffic since nodes do not

guarantee periodic access to the channel. For supporting such traffic, some pro-

tocols have mechanisms for reserving bandwidth a priori. These protocols can

be classified into two: Synchronous protocols which require time synchronization

among all nodes and asynchronous protocols which do not require any global syn-

chronization among nodes.

Contention Based Protocol with Scheduling Mechanisms:

These protocols focus on the packet scheduling at nodes, and also scheduling

nodes for access to the channel. Node scheduling is done in such a manner that all

nodes are treated fairly and no nodes are starved of bandwidth. Some scheduling

schemes consider the battery characteristics while scheduling nodes for access to

the channel.
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2.3 MAC Protocols for Mobile Ad Hoc Networks

2.3.2 IEEE 802.11 MAC Protocol

IEEE 802.11 specifies two medium access control schemes, PCF and DCF. PCF

is a centralized scheme, when DCF is a fully distributed scheme. DCF is based

on CSMA/CA. When the station has packet to transmit, it senses the channel by

Physical Carrier Sense (PCS) and Virtual Carrier Sense (VCS). PCS notifies the

MAC layer if there is a transmission going on and VCS is NAV procedure. If NAV

is set to a number, station waits until it resets to zero. Virtual carrier sensing

uses the duration of the packet transmission included in the header of RTS, CTS

and DATA frames. The duration included in each of these frames can be used

to infer the time when the source node would receive an ACK frame from the

destination node. The duration of RTS frame includes the time for CTS, DATA

and ACK transmissions while that of CTS includes time for DATA and ACK

transmissions. Similarly the duration field of DATA only includes the duration

for the ACK transmission.

Each node in IEEE 802.11 maintains a NAV, which indicates the remaining

time of the ongoing transmission sessions. Nodes will update their NAV using the

duration information in RTS, CTS and DATA packets after they receive a packet.

The channel is considered as busy if either PCS or VCS indicates that channel is

busy.

The time intervals between frames are specified as Inter Frame Spaces (IFS).

IEEE 802.11 specifies four IFSs named SIFS, PIFS, DIFS and EIFS. The SIFS

is the shortest among the IFS and is used after RTS, CTS and DATA frames to

give the highest priority to CTS, DATA and ACK frames respectively. When a

channel is idle, a node waits for DIFS duration before transmitting a packet.

Nodes in the transmission range correctly set their NAVs when receicving RTS

or CTS. Since nodes in carrier sensing zone is not able to decode the packet, they

do not know the duration of the packet transmission. So, to prevent the collision

at the source node with the ACK, the nodes set their NAVs for the EIFS duration.

The purpose of EIFS is to provide enough time for a source node to receive the

ACK. EIFS is obtained using the SIFS, DIFS and the length of time to transmit
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2.3 MAC Protocols for Mobile Ad Hoc Networks

an ACK at physical layer’s lowest mandatory rate. These process is shown in the

following figure.

Figure 2.3: The nodes in the transmission range and carrier sensing range set their
NAV
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Chapter 3

Power Conservation in MANET

3.1 Introduction

Since nodes in an ad hoc network are limited battery powered, power management

is an important issue in such networks. Battery power is a precious resource that

should be used effectively in order to avoid the early termination of nodes. Power

management deals with the process of managing resources by means of controlling

the battery discharge, adjusting the transmission power, and scheduling of power

sources so as to increase the life time of nodes in the ad hoc networks. Battery

management, transmission power management and system power management are

three major methods to increase the life time of nodes.

3.2 Need for Power Management in Ad Hoc Net-

works

The main reasons for power management in ad hoc networks are the following:

Limited Energy Reserve: The main reason for the development of ad hoc

networks is to provide a communication infrastructure in environments where the

setting up of fixed infrastructure is impossible. Ad hoc networks have very limited

power resources. The increasing gap between the power consumption requirements

and power availability adds to the importance of energy management. Difficulties

in Replacing Batteries: In some situations, it is very difficult to replace or recharge

batteries. Power conservation is essential in such situations.
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Lack of Central Coordination: The lack of central coordination necessitates

some of the intermediate node to act as relay nodes. If the proportion of relay

traffic is more, it may lead to a faster depletion of power source.

Constraints on the Battery Source: Batteries will increase the size of the

mobile nodes. If we reduce the size of the battery, it will results in less capacity.

So in addition to reducing the size of the battery, energy management techniques

are necessary.

Selection of Optimal Transmission Power: The transmission power deter-

mines the reachability of the nodes. With an increase in transmission power, the

battery charge also will increase. So it is necessary to select an optimum trans-

mission power for effectively utilize the battery power.

Channel Utilization: The frequency reuse will increase with the reduction in

transmission power. Power control is required to maintain the required SIR at

receiver and to increase the channel reusability.

3.3 Power Conservation Approaches

Two mechanisms affect energy consumption: power control and power manage-

ment [25]. If these mechanisms are not used wisely, the overall effect could be an

increase in energy consumption or reduced communication in the network.

3.3.1 Power Control

The aim of communication-time power conservation is to reduce the amount of

power used by individual nodes and by the aggregation of all nodes to transmit

data through the ad hoc network. Two components determine the cost of com-

munication in the network. First one is direct node to node communication or
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transmission. The transmission rate can be adapted by the sender [26]. Second is

forwarding of data through the networks. In the first case we can use the power

control techniques to conserve the power. Whereas in the second case we can use

the energy efficient routing schemes.

Current technology supports power control by enabling the adaptation of power

levels at individual nodes in an ad hoc network. Since the power required trans-

mitting between two nodes increases with the distance between the sender and the

receiver, the power level directly affects the cost of communication. The power

level defines the communication range of the node and the topology of the net-

work. Due to the impact on network topology, artificially limiting the power level

to a maximum transmit power level at individual nodes is called topology control.

MAC layer protocols coordinate all nodes within transmission range of both the

sender and the receiver. In the MAC protocols, the channel is reserved through

the transmission of RTS and CTS messages. Node other than the destination node

that hears these messages backs off, allowing the reserving nodes to communicate

undisturbed. The power level at which these control messages are sent defines

the area in which other nodes are silenced, and so defines the spatial reuse in the

network [27–29]. Topology control determines the maximum power level for each

node in the network. So topology control protocols minimize power levels increase

spatial reuse, reducing contention in the network and reducing energy consump-

tion due to interference and contention. The use of different power levels increases

the potential capacity of the network.

Once the communication range of a node has been defined by the specific topol-

ogy control protocol, the power level for data communication can be determined

on a per-link or even per-packet basis. If the receiver is inside the communica-

tion range defined by the specific topology control protocol, energy can be saved

by transmitting data at a lower power level determined by the distance between

the sender and the receiver and the characteristics of the wireless communication

channel [30].

Power aware routing reduces the power consumption by finding the power
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efficient routes. At the network layer, routing algorithms must select routes that

minimize the total power needed to forward packets through the network, so-called

minimum energy routing [31]. Minimum energy routing is not optimal because

it leads to energy depletion of nodes along frequently used routes and causing

network partitions.

3.3.2 Power Management

Idle-time power conservation spans across all layers of the communication protocol

stack. Each layer has different mechanisms to support power conservation. MAC

layer protocols can save the power by keeping the nodes in short term idle periods.

Power management protocols integrate global information based on topology or

traffic characteristics to determine transitions between active mode and power-

save mode. In ad hoc networks, the listening cost is only slightly lower than the

receiving cost [32]. Listening costs can be reduced by shutting off the device or

placing the device in a low-power state when there is no active communication.

The low-power state turns off the receiver inside the device, essentially placing the

device in a suspended state from which it can be resumed relatively quickly. But

the time taken to resume a node from completely off state is much more and may

consume more energy.

The aim of any device suspension protocol is to remain awake the node when

there is active communication and otherwise suspend. Since both the sender and

receiver must be awake to transmit and receive, it is necessary to ensure an overlap

between awake times for nodes with pending communication.

Different methods such as periodic resume and triggered resume can be used

when to resume a node to listen the channel. In periodic resume, the node is

suspend the nodes most of the time and periodically resumes checking if any

packet destined to it. If a node has some packets destined for it, it remains awake

until there are no more packets or until the end of the cycle.

In triggered resume method to avoid the need for periodic suspend/resume

cycles, a second control channel can be used to tell the receiving node when to

wake up, while the main channel is used to transmit the message.
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Chapter 4

Proposed Approach

4.1 Motivation

Power control is an important thing in the 802.11 based Mobile Ad hoc Networks,

because most of the equipments in MANETs are battery powered. So we have to

reduce the power consumption of each and every node. There are several methods

to reduce the power consumption of nodes. An effective method is sending the

packets with optimum power.

In power control protocols, since nodes use different power for different transmis-

sions, there is a chance to reduce the throughput of the entire network. A power

control protocol can improve the throughput over IEEE 802.11 by creating better

spatial reuse in the network. In order to alleviate the throughput degradation

problem, we improve the virtual carrier sensing approach used in IEEE 802.11. It

improves the throughput of our network.

Protocol Assumptions Our main motivation is to reduce the power consumption

of each and every node. In addition to it we should have to improve the aggregate

throughput

4.2 Protocol Assumptions and System Model

In this model, nodes are randomly deployed in a geographical area. It is assumed

that nodes are stationary, homogeneous and use Omni directional antenna for

transmission. The other assumptions we used in our protocol are as follows.

The gain between two nodes is same in both directions. The channel gain is
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stationary for the duration of the control and data packet transmission periods.

The propagation model used is the two ray ground reflection model [33]. The

relationship between transmitted power and the received power can be represented

as follows:

Pr = Pt * Gtr

Where, Gtr is the gain from the transmitter to the receiver.

The received power at a distance d can be calculated as:

Pr =
PtGtGrH2

t H2
r

d4L

Where, Ht and Hr are heights of transmitter and receiver antennas and is same

for every antenna. L is the system loss factor which is set to 1.

4.3 Protocol Description

Our protocol is a power control MAC protocol with improved throughput. Our

aim was to reduce the power consumption of each node in the network and in

addition to it improve the aggregate throughput of the network. The protocol is

organised as two phases. The first phase is used to reduce the power consumption

of nodes and the second phase for improving the throughput of the network.

4.3.1 Reduce the power consumption

Like most of the power control protocols, here also the power can be reduced by

send the packets with optimum power. All of the existing power control MAC

protocols were sending the RTS and CTS packets with maximum (default) power

and the DATA and ACK packets using the minimum power. Instead of this, here

we send the RTS with default power and CTS, DATA and ACK packets with

optimum power.

This protocol requires the addition of a field to the RTS and CTS control packets.

The structure of the existing and proposed RTS packet is as shown below:
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Figure 4.1: Structure of RTS Frames

The structure of the existing and proposed CTS packet is as shown below:

Figure 4.2: Structure of CTS Frames

The working procedure of the protocol is described as follows:

• The transmitter send the RTS packet containing the value of PRTS at a

transmitted power level PRTS.

• The receiver will receive the RTS frame at a received power Pr.

• The receiver will take the RTS transmitted power PRTS from the received

RTS packet.

• After determining the PRTS and Pr, the CTS transmision power PCTS and

data transmission PData can be calculate.

• The receiver sends out the CTS containing the value of PData at a transmitted

power PCTS.

• The transmitter will send the data frames to the receiver at the transmitted

power PData which is the value obtained from the PData field of the immedi-

ately previous CTS frame.
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• The receiver after receiving the DATA frame will send an ACK frame with

a power that is used to send the CTS frame.

Using PRTS and Pr, the CTS transmission power PCTS can be calculated as fol-

lows:

PCTS = PRTS

Pr
∗Rth

Where, Rth is the receiving threshold (minimum signal strength at which the

receiver can decode the signal)

After calculating the PCTS, that value will assigned to the PData field of the CTS

frame and the CTS frame will send with the power PCTS.

4.3.2 Improve the Throughput

In 802.11 virtual carrier sensing mechanism, if a node overhear an RTS or CTS

packet, the node which over hear the packet assumes the channel as busy and set

its Network Allocation Vector (NAV). Thus if that over heard node has any packet

to send, it defer the transmission for a duration. Here we improved this virtual

carrier sensing mechanism.

A node can over hear an RTS packet only or a CTS packet only or can overhear

both RTS and CTS packet. In our protocol since the CTS transmission range is

less compared to the RTS transmission range. So there is a chance that a node

overhears RTS packets only. Suppose a node over hear the RTS packet only and

it has a CTS packet to send, it will send that packet immediately. It is possible

because it won’t affect the ongoing transmission.

For example consider the following figure,

Here, node A has data to send to node B. So it sends an RTS packet to B.

Since C is in the RTS transmission range of A, it will overhear the RTS packet.

After receiving the RTS packet node send will respond by a CTS frame. Since

the CTS transmission range of B is small, that CTS packet won’t overhear by

node C. So it won’t set its NAV. So if C receives an RTS packet from D, it can

respond immediately with a CTS packet. It will improve the spatial reuse, because

more nodes can send packets at a time. Thus it will improve the throughput of
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Figure 4.3: RTS and CTS transmission ranges

the network. For this purpose we make some modifications in the VCS scheme

present in the IEEE 802.11 MAC.

The Modified VCS Scheme

The Figure 4.4 shows the setting of NAV in 802.11 and proposed scheme. The

modified Virtual Carrier Sensing Scheme is discussed as follows:

• In addition to NAV used in 802.11 MAC VCS, we use another parameter

NAVR

• If a node in the transmission range overhears an RTS frame, it will set its

NAV to a slot time and the NAVR to the value in the duration field of RTS

frame received. A slot time is the time it takes a node to recognise a channel

as busy or idle plus the time it takes to process a frame, prepare a response,

and transmit it and for it to propagate to the receiving station.

• If the node overhears the CTS frame before the NAV expires, it will set the

NAV using the value in the duration field of the CTS frame.

• If the node in the transmission range wants to send a frame, it will check
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Figure 4.4: Setting the NAV in 802.11 and Proposed Scheme

the frame type.

• If it is an RTS frame it will check if NAVR expires or not. If NAVR expires,

it can send the RTS frame. Otherwise it will wait for a back off time. If it

is a CTS, DAT or ACK frame, it will check the NAV and if NAV expires to

zero, it can send that frame.
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4.4 Simulations and Experimental Results

4.4.1 Scenario Setup

We implemented our PCMIT on Qualnet 4.5 network simulator with AODV

as routing protocol. The metrices we mainly focused are Power consumed and

Throughput. We setup scenario with a Terrain size 1000mx1000m and place 50

nodes in it.The node placement strategy used is random.The packet size used is

512 bytes. We simulated the same scenario using both PCM and proposed concept

and observed changes in power consumption and Throughput. We repeated the

experiment with scenarios having different packet size for both PCM and the pro-

posed protocol. In all scenarios, application is made between source node 1 and

destination node 50. The table 4.1 shows the different configuration parameters

used to setup the scenario.

Terrain 1000mx1000m
Number of Nodes 50
Application CBR
Packet size 512
No of packets 100
Routing Protocol AODV
Node Mobility None(Stable)
Antenna Model Omni directional

Table 4.1: Simulation parameters

4.4.2 Qualnet Network Simulator

QualNet Developer is a tool created improve the design, operation, and man-

agement of networks. QualNet Developer is a comprehensive suite of tools for

modeling large wired and wireless networks. It predicts performance of network-

ing protocols and networks through simulation and emulation. Using emulation

and simulation it allows reproducing the unfavorable conditions of networks in a

controllable and repeatable lab setting QualNet is a fast, scalable and hi-fidelity

network modeling software. It enables very efficient and cost-effective development

of new network technologies [34].
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Key features of Qualnet

• Speed Qualnet can support real-time and faster than real-time simulation

speed, which enables software-in-the-loop, network emulation, hardware-in-

the-loop, and human-in-the-loop exercises.

• Scalability QualNet supports thousands of nodes. It can also take ad-

vantage of parallel computing architectures to support more network nodes

and faster modeling. Speed and scalability are not mutually exclusive with

QualNet.

• Model Fidelity QualNet offers highly detailed models for all aspects of

networking. This ensures accurate modeling results and enables detailed

analysis of protocol and network performance.

• Portability QualNet runs on a vast array of platforms, including Linux,

Solaris, Windows XP, and Mac OS X operating systems, distributed and

cluster parallel architectures, and both 32- and 64-bit computing.

• Extensibility QualNet connects to other hardware & software applications,

such as OTB, real networks, and STK, greatly enhancing the value of the

network model.
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Figure 4.4 shows the runtime scenario of simulation for Proposed protocol.

The path represented in the scenario represents the route through which packet

travelled from source node 1 to destination node 50

Figure 4.5: Run time scenario for Proposed Protocol

Figure 4.5 to 4.8 shows the statistics obtained at the end of simulation.Figure4.5

and 4.6 shows power consumed for the simulation of PCM protocol and the pro-

posed protocol respectively. As shown in the results there is a difference in the

power consumption between the two concepts. the power consumption in PCMIT

is less compared to that of PCMIT.
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Figure 4.6: Power consumption of each node in PCM

Figure 4.7: Power consumption of each node in Proposed scheme
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Figure 4.7 shows the comparison between the power consumed in the existing

power control protocol and the proposed approach.

Figure 4.8: Power consumption of each node in PCM vs Proposed Scheme

Now we run the same scenario with different packet size and analyze the through-

put obtained in each run. Then we plot a graph which compare the throughput

obtained in PCM and proposed scheme for different packet size. Figure 1.7 shows

the comparison of throughput for the existing and our proposed protocol. We can

find that the throughput of proposed scheme increased compared to that of PCM.
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Figure 4.9: Throughput obtained in PCM and Proposed scheme for different
packet sizes
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Chapter 5

Conclusion and Future Work

In this thesis we have designed a power control MAC protocol for Mobile Ad Hoc

Networks. We considered a network environment where every node participate in

data transmission and applied a power control concept in that environment.The

main goal of this work was to understand the different power conservation tech-

niques in MANET and propose a protocol to achieve this goal.

Here we have proposed a power control MAC protocol for mobile ad hoc net-

works which reduce the power consumption and increase the aggregate through-

put. We have modified the 802.11 MAC protocol to achieve our goal. For reduce

the power consumption we havebused the transmission power control techniques.

For improve the throughput, we need to improve the spatial reuse of the net-

work. Improvement in spatial reuse will make more simultaneous transmission

possible and which will improve the throughput of the network. For that purpose

we have made some modifications in the virtual carrier sensing scheme of 802.11

MAC. This chapter concludes the thesis by summarizing the contributions and

describing future directions.

5.1 Main Contributions

Battery power is a limiting factor in successful deployment of a mobile ad hoc

network, since nodes are battery powered and expected to have little potential

for recharging their batteries. A lot of power control protocols are proposed by

different authors but most of them did not consider the throughput. The main
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contribution of this work is a power control MAC protocol which reduces the

power consumption and also increase the throughput of the network. We hope

these contributions constitute some measure of progress with respect to design

and deployment of wireless network.

5.2 Future Work

In our work we consider a stable network environment. Mobility of the nodes did

not take into consideration. In future works we can consider the mobility of the

nodes to make it more suitable for mobile ad hoc networks.
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