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 ABSTRACT 
 
 
 

 

File sharing is among the most important features of the today’s Internet-based 

applications. Most of such applications are server-based approaches inheriting thus 

the disadvantages of centralized systems. Advances in P2P systems are allowing to 

share huge quantities of data and files in a distributed way. In this paper, we 

present extensions of JXTA protocols to support file sharing in P2P systems with 

the aim to overcome limitations of server-mediated approaches. Our proposal is 

validated in practice by deploying a P2P file sharing system in a real P2P network. 

The empirical study revealed the benefits and drawbacks of using JXTA protocol 

for P2P file sharing systems.one of the most important concern.  
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1.1 Introduction 
 

Peer-to-Peer (P2P) systems have become popular due to file sharing among millions 

of user world wide. Since the appearance of Napster, Freenet and Gnutella, file 

sharing software has been a hot research topic for industrial and academic purposes. 

A as a matter of fact, there are still many of issues to understand and better address in 

P2P file sharing domain. Thus, deciding which protocols to use (Freenet, Gnutella, 

and Napster use different protocols), how to reduce the traffic generated due to file 

sharing[9], what schemes to use for efficient indexing/searching files within a P2P file 

systems  are such research questions, to name a few. On the other hand, there are 

issues related to the design of P2P systems for file sharing that benefit from the 

decentralized nature of P2P systems yet facilitate efficient file sharing among 

peers and P2P file sharing applications. Indeed, there is a whole range from server-

mediated architecture P2P systems to fully decentralized systems and appropriate 

architectures that match different needs of P2P file sharing applications are to be 

investigated. Actually the most popular alternatives for file sharing are Kazza, 

Overnet and Bittorrent, each one with its own net and form of searching and indexing 

files. Kazza uses a big server to provide searching and indexing of the files. Overnet 

indexes the files in a list of different servers; the user is connected to one of them, 

through which are done all the searches. In the Bittorrent net, the user has a little file 

with the specification of each download. There is a central node that organizes all the 

clients. Unfortunately, all this alternatives are for a general sharing system and a user 

can’t share a file or a folder with the grant that only a particular group of people can 

have it.  

One could use as an alternative sharing files with people that a user chooses through 

IM programs (like MSN Messenger), but in this case file sharing is automatic and 

doesn’t permit that the destination user chooses what files wants from other users 

(download under demand). Thus, such file sharing systems are not appropriate for 
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academic online campuses, where students working in small groups would like to 

share notes, do homework in group in real time or help each other. Moreover, these 

file sharing programs use a centralized architecture, needing either a server or a very 

special node to control all the net. 

Peer-to-Peer (P2P) systems are decentralized, self- organizing distributed systems 

showing each time more remarkable improvements in scalability, robustness and 

distributed storage. P2P networks are the alternative to the traditional client-server 

applications by replacing client-server communication with peer interactions; peers 

can serve as client, servers, edge peers providing thus much more flexibility; a peer 

can request files from others and share files with other peers. In the domain of P2P 

protocols, JXTA technology [4], [6] is an interesting alternative in the file sharing field 

given that its protocols allow to develop P2P platforms, either pure or mixed. This 

property is certainly important since pure P2P need not the presence of a server for 

managing the net. Unfortunately, JXTA protocols do not support file sharing, 

however it offers a set of basic protocols, such as publication of advertisements, that 

can be further developed and used for file sharing purposes.  

 

1.2 Motivation 
 

 

This work is also motivated by the investigation of a new P2P architecture, namely a 

broker-based P2P system and its benefits for P2P file sharing systems. The idea of P2P 

architectures using broker peers and client peers has already been exploited for task 

execution in P2P distributed systems [1], [2]. Our proposal is validated in practice by 

deploying a P2P file sharing system in a real P2P network. The empirical study 

revealed the benefits and drawbacks of using JXTA protocol. 
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1.3  Problem Statement and  Objectives 
 

 

The objective of this work is to extend and improve the JXTA protocols to support the 

development and deployment of P2P file sharing systems. Moreover, we would like 

such protocols to be practically useful also for academic context giving thus support 

to online learning teams. There is a whole range of architectures from server- 

mediated to pure P2P networks. In the former architecture the central server is 

responsible for maintaining/indexing shared files and respond to requests for files 

while peer nodes are responsible to host the files and make available the information 

on shared files to the server. In the later architecture, there is no central server but 

peers that can play both client and server roles for sharing and downloading files. 
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2.1 What is P2P ? 

It is a technology which “enables any communication node (peer) to provide services to 

another peer”. A peer in P2P network acts as both a client and a server in traditional 

client/server architecture. Instead of Internet information being held in a few central 

locations, Peer-to-Peer computing makes it theoretically possible to access the files and 

data residing on every personal computer connected to the Internet. P2P networks are 

typically used for connecting nodes via largely adhoc connections. Such networks are 

useful for many purposes. Sharing content files containing audio, video, data or 

anything in digital format is very common, and real time data, such as telephony traffic, 

is also passed using P2P technology. 

 

Classifications of P2P networks 

� Centralized P2P network such as Napster. 

� Decentralized P2P network such as KaZaA. 

� Structured P2P network such as DHT(Chord). 

� Unstructured P2P network such as Gnutella. 

� Hybrid P2P network (Centralized and Decentralized) such as JXTA (an open 

source P2P protocol specification). 

 

Advantage of P2P network 

� The system is based on the direct communication between peers.  

� There is zero reliance on centralized serviced or resources for operations.  

� The system can survive extreme changes in network composition.  
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� They thrive in a network with heterogeneous environment.  

� This model is highly scalable. 

 

 

2.2 P2P Concepts: 

Peers 

 Peer is any entity capable of performing some useful work and communicating the 

results of that work to another entity over a network, either directly or indirectly. 

 

 

Useful work depends on the type of peer. Three possible types of peers exist in any P2P 

network: 

• Simple peers 

• Rendezvous peers 

• Router peers 

Each peer on the network can act as one or more types of peer, with each type defining 

a different set of responsibilities for the peer to the P2P network as a whole. 

Simple Peers: 

• A simple peer is designed to serve a single end user, allowing that user to 

provide services from his device and consuming services provided by other 

peers on the network.  

• In all likelihood, a simple peer on a network will be located behind a firewall, 

separated from the network at large; peers outside the firewall will probably not 

be capable of directly communicating with the simple peer located inside the 

firewall. 
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• Because of their limited network accessibility, simple peers have the least 

amount of responsibility in any P2P network.  

• Unlike other peer types, they are not responsible for handling communication on 

behalf of other peers or serving third-party information for consumption by other 

peers. 

Rendezvous Peers: 

• Taken literally, a rendezvous [15] is a gathering or meeting place; 

• In P2P, a rendezvous peer provides peers with a network location to use to 

discover other peers and peer resources.  

• Peers issue discovery queries to a rendezvous peer, and the rendezvous provides 

information on the peers it is aware of on the network.  

• A rendezvous peer can augment its capabilities by caching information on peers 

for future use or by forwarding discovery requests to other rendezvous peers. 

• These schemes have the potential to improve responsiveness, reduce network 

traffic, and provide better service to simple peers. 

• A rendezvous peer will usually exist outside a private internal network’s 

firewall. A rendezvous could exist behind the firewall, but it would need to be 

capable of traversing the firewall using either a protocol authorized by the 

firewall or a router peer outside the firewall. 

Router (Relay) Peers: 

• A router peer provides a mechanism for peers to communicate with other peers 

separated from the network by firewall or Network Address Translation (NAT) 

equipment.  

• A router peer provides a go-between that peers outside the firewall can use to 

communicate with a peer behind the firewall, and vice versa. 

• To send a message to a peer via a router, the peer sending the message must first 
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determine which router peer to use to communicate with the destination peer. 

Services: 

• Services provide functionality that peers can engage to perform “useful work” 

on a remote peer. This work might include  

– transferring a file,  

– providing status information,  

– performing a calculation,  

– or basically doing anything that you might want a peer in a P2P network 

to be capable of doing.  

• Services are the motivation for gathering devices into a P2P network; without 

services, you don’t a have a P2P network. Services can be divided into two 

categories:  

– Peer services—Functionality offered by a particular peer on the network 

to other peers. The capabilities of this service will be unique to the peer 

and will be available only when the peer is connected to the network. 

When the peer disconnects from the network, the service is no longer 

available.  

– Peer group services—Functionality offered by a peer group to members 

of the peer group. This functionality could be provided by several 

members of the peer group, thereby providing redundant access to the 

service. As long as one member of the peer group is connected to the 

network and is providing the service, the service is available to the peer 

group. 

Advertisements: 

• Until now, P2P applications have used an informal form of advertisements. 
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• In Gnutella, the results returned by a search query could be considered An 

advertisement that specifies the location of a specific song file on the Gnutella 

network. These primitive advertisements are extremely limited in their purpose 

and application.  

• An advertisement [8], [10] is defined as follows: 

A structured representation of an entity, service, or resource made available by a peer 

or peer group as a part of a P2P network. Such as:  

– peers,  

– peer groups,  

– pipes,  

– endpoints,  

– services, 

– content. 

 

Peer Advertisement (XML): 

JXTA>whoami  

XML local peer information 

<Peer>MyPeer</Peer> 

<Keywords>NetPeerGroup by default</Keywords> 

<PeerId>urn:jxta:uuid-

59616261646162614A78746150325033855A703D4E614DB7B54A9BE583FFCD4C03

</PeerId> 

<TransportAddress>tcp://asterix:9701/</TransportAddress> 
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<TransportAddress>http://JxtaHttpClientuuid-

59616261646162614A78746150325033855A703D4E614DB7B54A9BE583FFCD4C03

/</TransportAddress> 

Entity Naming: 

• Most items on a P2P network need some piece of information that uniquely 

identifies them on the network:  

– Peers—A peer needs an identifier that other peers can use to locate or 

specify it on the network. Identifying a particular peer could be necessary 

to allow a message to be routed through a third party to the correct peer.  

– Peer groups—A peer needs some way to identify which peer group it 

would like to use to perform some action. Actions could include joining, 

querying, or leaving a peer group.  

– Pipes—To permit communication, a peer needs some way of identifying 

a pipe that connects endpoints on the network.  

– Contents—A piece of content needs to be uniquely identifiable to enable 

peers to mirror content across the network, thereby providing redundant 

access. Peers can then use this unique identifier to find the content on 

any peer. 

• In traditional P2P networks, some of these identifiers might have used network 

transport-specific details; for example, a peer could be identified by its IP 

address.  

• However, using system-dependent representations is inflexible and can’t provide 

a system of identification that is independent of the operating system or network 

transport. In the ideal P2P network, any device should be capable of 

participating, regardless of its operating system or network transport.  

Finding Advertisements: 
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• Peers, peer groups, services, pipes, and endpoints are represented as an 

advertisement.  

• That simplifies the problem of finding peers, peer groups, services, pipes, and 

endpoints. Instead of worrying about the specific case, such as finding a peer, 

you need to consider only the general problem of finding advertisements on the 

network. 

• A peer can discover an advertisement in three ways: 

– No discovery 

involves no network connectivity and can be considered a passive discovery technique 

– Direct discovery 

– Indirect discovery 

The last two techniques involve connecting to the network to perform discovery and are 

considered active discovery techniques. 

 

 

 

 

 

No Discovery: 

The easiest way for a peer to discover advertisements is to eliminate the process of 

discovery entirely. Instead of actively searching for advertisements on the network, a 

peer can rely on a cache of previously discovered advertisements to provide 

information on peer resources. 
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Fig:2.1 No Discovery of Advertisements 

• Advantage 

• reduce the amount of network traffic generated by the peer and allow a peer to 

obtain nearly instantaneous results, unlike active discovery methods. 

• The local cache consist of lists previously discovered rendezvous peers, thereby 

providing a starting point for active peer discovery.  

• At the other extreme, a cache might be as comprehensive as a database of every 

advertisement discovered by the peer in the past.  

• Disadvantage  

• The potential for advertisements in the cache to grow stale and describe 

resources that are no longer available on the network.  
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• In this case, stale advertisements in the cache increase network traffic. When a 

peer attempts to engage a resource over the network and discovers that the 

resource is no longer available, the peer will probably have to resort to an active 

discovery method. 

• To reduce the possibility that a given advertisement is stale, a cache can expire 

advertisements 

 

Direct Discovery: 

• Peers that exist on the same LAN might be capable of discovering each other 

directly without relying on an intermediate rendezvous peer to aid the discovery 

process.  

• When other peers have been discovered using this mechanism, the peer can 

discover other advertisements by communicating directly with the peers 

• Unfortunately, this discovery technique is limited to peers located on the same 

local LAN segment and usually can’t be used to discover peers outside the local 

network.  

• Discovering peers and advertisements outside the private network requires 

indirect discovery conducted via a rendezvous peer. 
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Fig: 2.2 Direct Discovery of Advertisements 

 

Indirect Discovery: 

Indirect discovery requires using a rendezvous peer to act as a source of known peers 

and advertisements, and to perform discovery on a peer’s behalf. 

This technique can be used by peers on a local LAN to find other peers without using 

broadcast or multicast capabilities, or by peers in a private internal network to find 

peers outside the internal network.  

Rendezvous peers provide peers with two possible ways of locating peers and other 

advertisements: 

• Propagation—A rendezvous peer passes the discovery request to other peers on 
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the network that it knows about, including other rendezvous peers that also 

propagate the request to other peers.Cached advertisements—In the same 

manner that simple peers can use cached advertisements to reduce network 

traffic, a rendezvous can use cached advertisements to respond to a peer’s 

discovery queries. 

 

Fig: 2.3 Indirect Discovery of Advertisements 

Indirect Discovery propagation chaos: 

Propagation of discovery queries without restriction can cause network 

congestion because of one in/many out problems. 
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Fig: 2.4 Indirect Discovery propagation chaos 

 

Indirect Discovery time to live (TTL): 

TTL is expressed as the maximum number of times a query should be propagated 

between peers in a network uses a decrement system on each message. Consequently, 

each message has a maximum radius on a network (assuming each peer does the 

decrement).  
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Fig: 2.5 Indirect Discovery time to live    

 

2.3 Peer to Peer Routing: 

� Routing [12], [14] on these networks is either centralised or statically configured 

and is therefore unproblematic. 

�  Another class of P2P networks is the overlay network. Overlay networks build a 

virtual topology on top of the physical links of the network. Nodes leave and 

join this network dynamically and the average uptime of individual nodes is 

relatively low. The topology of an overlay network may change all the time. 

Once a route is established, there is no guarantee of the length of time that it will 
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be valid.  

Algorithm Designing Issues: 

� Scalability : a measure of how a system performs when the number of nodes 

and/or number of messages on the network grows.  

� Complexity : the order of steps required for a packet to travel from one host to 

another in a worst case scenario.  

� Anonymity : entails hiding the source of a File/Data. 

4 types of algorithm: 

� Gnutella Routing/Flooding 

�  Distributed Hash Tables (DHT) 

� Semantic Routing 

� Freenet  

Here we have explained DHT only because JXTA is based on DHT (a Loosely 

Consistent DHT). 

Distributed Hash Tables: 

A hash function takes a variable length string of bytes and returns a number that 

it generates from this. DHT algorithms [13],[14] work by hashing all file/data 

identifiers and storing their locations in a giant hash table, which is distributed 

across the participating nodes. All n nodes also use this function to hash their IP 

address, and conceptually, the nodes will form a ring in ascending order of their 

hashed IP. successor(x) is the next actual node in the logical ring after x.  

Share File: When a node wants to share a file or some data, it hashes the 

identifier to generate a key, and sends its IP and the file identifier to 

successor(key). These are then stored at this node. In this way, all resources are 
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indexed in a large distributed hash table across all participating nodes. If there 

are two or more nodes that hold a given file or resource, the keys will be stored 

at the same node in the DHT, giving the requesting node a choice.  

Request File: So when a node wants something, it will hash its identifier and 

send a request to successor(key), which will reply with the IP of the node that 

holds the actual data.  When it doesn't know its IP, but only the key ,it maintains 

a finger table. This contains a list of keys and their successor IP's, and is 

organized such that each node holds the IP of a exponential sequence of nodes 

that follow it. Entry i of node k's finger table holds the IP of node :    k + 2^i.  

Search File: Searching for a node is a log(n) procedure. Each node knows the IP 

of the next real node in the ring. If the key lies between k and the next real node, 

then successor(key) is the next node. Otherwise the finger table is searched for 

the closest predecessor of the key. The request is forwarded to this node and it 

repeats the same procedure until the node is found. The request contains the IP 

of the requesting node so when the search terminates at the key node, it can 

reply instantly, with no back propagation required.  

Join and Leave: On joining, a node hashes its IP to form a number and sends a 

request to any node on the network to find successor(number). It then takes a 

certain amount of its successors hast table and a message is sent to the 

predecessor to inform it of its new successor. When a node leaves the network, it 

sends its table to its successor and also tells its predecessor of its departure. On 

both these events, finger tables will end up with wrong values, and so each node 

runs a periodic process, which sends messages around the ring to find new 

nodes.  



Page | 21  

 

 

Fig: 2.6 Working of DHT 

 

What is JXTA™  Technology? 

 JXTA is an open network computing platform designed for peer-to-peer (P2P) 

computing by way of providing the basic building blocks and services required to enable 

anything anywhere application connectivity. The name “JXTA” is not an acronym [8]. It 

is short hand for juxtapose, as in side by side. It is a recognition that P2P is juxtaposed to 

client-server or Web-based computing, which is today’s traditional distributed computing 

model. JXTA provides a common set of open protocols backed with open source 

reference implementations for developing peer-to-peer applications.   

 

JXTA 2 Architecture: 

 

 Shared Resource Distributed Index(SRDI): 
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In JXTA, resources are described by metadata in the form of advertisements (essentially 

XML documents). SRDI [8], [16] is used to index these advertisements network wide, 

through a set of specified attributes. The distributed index maintained resembles a hash 

table, with the indexed attributes as hash keys and the hash values mapping back to the 

source peer containing the actual advertisement. Queries can then be made anywhere in the 

rendezvous network based on these attributes. In this way, SRDI can answer advertisement 

queries in the network by locating the peer that has the required advertisement. 

 Under SRDI, it is no longer necessary to remotely publish any advertisement. Only the 

index of the advertisements stored on a peer is published. This index information is 

"pushed out" to the DHT (rendezvous super-peer network) through a single connected 

rendezvous. 

 

Loosely Consistent DHT: 

JXTA2 network act as distributed data structure: a virtual hash table containing the index 

of all the published advertisements in the entire JXTA group. An edge peer can query the 

hash table at any time by supplying a set of attributes -- the hash keys in the table. The 

query is resolved by the network (actually the rendezvous super-peer network) by hashing 

the key to the required value .  

To create this DHT, each peer caches advertisements locally, and all locally stored 

advertisements are indexed. The index is pushed to the rendezvous node (JXTA 2 edge 

peer connects to only one rendezvous node at any time). The rendezvous super-peer 

network maintains the DHT containing the amalgamated indices. Queries are always sent 

to a rendezvous peer [16]. 
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Fig: 2.7 Loosely consistent DHT   

When a rendezvous goes away, the chunk of index that it is maintaining becomes 

unavailable for a period of time (until the responsible peers publish it again). Based on an 

adaptive approach, JXTA 2 can maintain a loosely consistent DHT, one that can deal with 

the transient nature of peers in a P2P network. 

 

 Rendezvous peerview and RPV walker:  

The RPV is the list of known rendezvous to the peer, ordered by each rendezvous' unique 

peer ID. The hash function used in the DHT algorithm is identical in every peer and is used 

to determine the rendezvous that a (locally irresolvable) query request should be forwarded 

to. Any rendezvous that becomes unreachable is removed from a peer's RPV. Each 

rendezvous in the super-peer network regularly sends a random subset of its known 

rendezvous to a random selection of rendezvous in its RPV. This is done to ensure eventual 

convergence of RPV network-wide and to adapt to any partitioning or merging occurring 

in the underlying physical network.  

    Maintaining the DHT, SRDI will store incoming index information to a selected 
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rendezvous peer in the super-peer network based on a fixed hashing function. To cope with 

the loosely consistent nature, the index information is redundantly replicated to additional 

rendezvous peers adjacent on the RPV (recall that the RPV is an ordered list of known 

rendezvous by their universally unique peer ID). This will ensure that if the targeted 

rendezvous crashed, the probability of successfully hashing to that index information 

during a query is still quite high.  

    When resolving queries, the hashing function is performed against a rendezvous' own 

RPV. Because it is foreseeable that multiple existing rendezvous may have disconnected or 

multiple new rendezvous may have joined the super-peer network, if hashing does not 

immediately resolve the query, an RPV walker is introduced and forwards the query to a 

limited number of additional rendezvous. The algorithm used by this limited range walker 

is designed to be "pluggable," or customizable for more specific network scenarios. 

 

Fig: 2.8 RPV Walker 

JXTA Protocols: 

For the communication between peers is used a group of asynchronous protocols based in 

the model request/reply. The different protocols [8] standardizes the way to find other 

peers, the communication between them, the formation of groups, the publication and the 
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discovery of different advertisements. As part of these protocols, there are functionalities 

called services 

 (a) Rendezvous Service: used for publishing messages outside the peerGroup;  

(b) Discovery Service:usedto discover Advertisements (peers, peerGroups, pipes and other 

       services) of a peerGroup;  

(c) Pipe Service: offers operations to send and receive data over the pipes;  

(d) Endpoint Service: to transmit simple messages (used in the old version 1.0);  

(e) Resolver Service: offers a generic mechanism to send requests and receive replies;  

(f) Peer Info Service: allows to obtain information about nodes of the group; 

 (g) Membership Service: allows a peer to establish a unique identity in order 

to guarantee the presence in a group. 

The above-mentioned services are the basis for the development of P2P file sharing 

systems. Moreover, JXTA offers other protocols for peer discovery, peer communication, 

publishing of advertisements and more generally discovering the information of other 

peers.  

 

 

The JXTA-Overlay 

JXTA-Overlay project is an effort to use JXTA technology for building an overlay on top 

of JXTA offering a set of basic primitives (functionalities) that are most commonly needed 

in JXTA-based applications. The proposed overlay comprises primitives for: 

• Peer discovery 

• Peer’s resources discovery 

• Resource allocation 

• Task submission and execution 

• File/data searching, discovery and transmission 

• Monitoring of peers, groups, tasks etc. 

 

 This set of basic functionalities is intended to be as complete as possible to satisfy the 

needs of JXTA-based applications. The overlay is built on top of JXTA layer and provides 
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a set of primitives that can be used later by other applications, which on their hand, will be 

built on top of the overlay, with complete independence. The JXTA-Overlay project has 

been developed using the latest updated JXTA libraries. In fact, the project offers also 

several improvements of the original 

JXTA protocols/services to increase the reliability of JXTA- based distributed applications. 
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In The JXTA-Overlay already offers several improvements of JXTA protocols, 

including: 

 Presence management: Periodically the PeerAdvertisement is published and 

the local cache is synchronized. 

• Connection group: a peer is connected to the general groups through a 

broker. The different brokers available are known by a previously published 

list. Furthermore, the user is connected automatically to the different groups 

he belongs to. 

• Communication mechanism: JXTA-Overlay provides an error control in 

message sending of and organizes the net in such a way that every peer can 

send a message in 

a straightforward to any peer by only knowing the peer name. 

• Incoming messages mechanism: the messages are queued in peer’s incoming 

queue in order to ensure messages are received and correctly treated at the 

peer’s side. 

 

In spite of the improvements provided by JXTA-Overlay, there are still two 

limitations for using it as a basis for P2P file sharing systems. The first 

limitation has to do with the treatment of the advertisements. 

3.1 The treatment of the advertisements: The original JXTA-Overlay 

processes all the advertisements received by a peer just at the time they are 

received. If we would use the advertisements for publishing information on 

files shared by a peer, this could be very problematic. Indeed, the number of 

files shared by a peer could be large and therefore the computational cost 

would be very high (prohibitive for practical purposes). Moreover, as the file 

sharing advertisement would be processed at the at the time they are received 

by a peer, this could cause peer collapse. The solution to this problem is to 

treat the advertisements only whenever their information is needed. When an 

advertisement is received, its information is saved in the original XML format 



Page | 29  

 

if it is really needed, and then it is treated. This treatment is done only for the 

first time, because when it is treated, the information is saved as it is done in 

the original JXTA-Overlay. This idea is also applicable to the opposite 

direction: when an advertisement has to be published, if the XML is already 

built it is published; if not, the XML is built only the first time (see Fig. 2).  

3.2 Publishing of the advertisements: In the JXTA- Overlay, the file 

advertisements are sent very frequently (within very short time intervals) and 

have a short lifetime. This is done so in order to ensure that only the online 

peers will have advertisements operative. However, if a peer shares a large 

quantity of files, the file advertisement will be large and computationally 

costly to publish and to treat; again, publish ing the file advertisement very 

frequently could certainly be problematic. Our solution is that the file 

advertisements should be periodically sent in rather long time intervals solving 

thus the large quantity of files to be processed. Yet, with this specification, 

advertisements must have a longer lifetime implying that if a peer disconnects, 

its advertisements continue in the net. In order to deal with this problem, we 

use broker peers: whenever a broker works with the file advertisements, it 

always checks that the user is connected, checking thus the existence of the 

information advertisement (and its main attributes) that every peer sends to the 

net to communicate that it is online. 

3.3 Managing the connection to groups: Any peerGroup needs a rendezvous 

peer. The principal peerGroup is that of NetPeerGroup, the connection to 

which is done according to the peer’s configuration: (a) connection to the 

default rendezvous of JXTA. This is certainly inefficient since we cannot 

control the rendezvous; (b) connection to rendezvous pre-specified by the 

concrete JXTA application; (c) connection to rendezvous specified in a 

rendezvous list. In this later case, the JXTA application just needs to know the 

address where to find the rendezvous list. Note that the rendezvous list can be 

changed independently of the application, which is desirable in P2P 

applications. Moreover, once a peer is connected to the P2P network through 
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the principal peerGroup,it can join any peerGroup by knowing the 

GroupAdvertisement of such groups. However, for this to be done, the 

peerGroups must exist, there must be at least one rendezvous and the 

GroupAdvertisements must be propagated. In our P2P network of broker peers 

and client peers, the brokers are the governors of the network and the 

organization of the groups. Thus broker peers are in charge of creating the 

groups and propagate the GroupAdvertisement accordingly. 
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4.1 Required Components: 

www.jxta.org has Java and C implementations of the core protocols. 

• The C version is based on the APR (apache portable runtime) and trails behind the 

JAVA version in terms of functionality and ease of use. 

• For Java – requires the J2SE JDK and NetBeans IDE 6.5 

Download Latest JXTA library, documentation, source code and tutorials from 

http://download.java.net/jxta/ 

JXTA’s core uses 13 other JAR files like Jetty portable Web/Servlet Server, Log4J 

apache’s generic logging API. 

 Directory Structure[8] so far 

� /InstantP2P -> A “full-fledged” instant P2P application 

� /lib -> The JAR Files 

• /lib/jxta.jar -> Contains the JXTA Programming API  

� /Shell -> Command-line Interface to JXTA 

� /tutorials -> Tutorials that we can download individually 

Running JXTA Applications 

You need to include the  classpath option  specifying the location of the required jar files. 

Eg  C:> java -classpath .\lib\jxta.jar;.\lib\bcprov-jdk14.jar;.  JXTAp2p 

 

4.2 Implementation Steps: 

Configure Peer: 

      JXSE includes a simple UI configurator. This default may be overridden by using a 

programmatic platform configurator such as the NetworkConfigurator class, or by using 

the NetworkManager, which abstracts configuration to one of the preset configurations: 

Ad-hoc,Edge, Rendezvous, Relay, Proxy and Super. 

Here we have used the default JXTA configurator. 

 

Creating various ID types: 

      Every ID  indicates its format immediately after the urn:jxta: prefix.ID Formats may 
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choose to ignore the constructor seed information entirely, use it as random number 

generator seed values. 

Advertisements: 

      Advertisements are typically represented as a text document (XML). Advertisement 

instances are created via AdvertisementFactory rather constructors on the Advertisement 

classes. These private implementations are registered with the AdvertisementFactory. New 

advertisement types must be registered with the AdverisementFactory by augmenting 

META-INF/services/net.jxta.document.Advertisement.  

Searching for Group: 

       We created a new net peer group and got instance of discovery service. Then we 

searched for a custom group locally then remotely for 5 times with delay of 5 seconds. If 

the peer  finds the custom group then it joins otherwise it creates a new group and publish 

its advertisement in the network.  

Creating a Group: 

       Group authentication credentials are defined then we published its advertisement 

locally and remotely. The new group owner acts as broker peer. 

Joining a Group: 

        We have taken the instance of Membership Service. User authenticates using JXTA 

configurator putting its credentials. Peer group validates new member by checking its 

group credentials. If the user meets membership validation then it joins the group and 

publishes its advertisement. 

 

Listing Peers: 

       We retrieved all peer advertisements by checking local copies and accessing remote 

peers and got peer name from each advertisement. Then we added the peer names  to the 

peer list. 

 

Send Message: 
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        We took instances of rendezvous Service, discovery Service. and pipe Service. Peer 

creates output pipe and create pipe advertisement. Peer finds remote pipe advertisements 

and gets its input pipe. Bind the input and output pipes. Close input pipe, add data to 

message and send. 

 

Receive Message: 

         Peer creates input pipe. Then it creates input pipe advertisement and publishes. It 

gets message from pipe message event and display it. 

Sharing Files: 

         We initialized Content Manager and got CMS object. We stored all the files in the 

selected shared path in an array. We retrieved all their descriptive attributes like name, 

size, content type, checksum etc and displayed in a table of shared contents. A user can 

share different files with its peerGroup. When the user shares a file, the overlay computes 

its entire attribute and the configuration is saved in the file 

./userData/username/clientConf/groupname. The next time that the peer joins the overlay, 

this configuration will be loaded and the files will be checked for possible changes. Every 

pre-fixed interval of time (15 minutes in our program) the information on shared files are 

collected advertisements to be published in the net. We used CMS to store metadata in 

broker peers. We have used clock before and after this module to check the time taken to 

share each file. 

 

Searching Files: 

       A user can search a file with a few specified parameters (file name) with 

the objective to find certain files that are shared in the net. When the user 

introduces the parameters, the peer client sends this request to the broker of 

the peergroup. Upon receiving the request, the broker will find in the correct 

advertisements all the files that the users share, according to the search 

parameters. Every advertisement has the files that a user shares in a peergroup. 

The broker needs to assure that the peer is connected. So the broker checks if 

there is a “Client Peer Information Advertisement” of this peer and in case the 
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broker finds it, it means the peer is connected because peer info advertisements 

have a very short lifetime. Once the broker checked the advertisement of a 

peer, it will start checking one by one all the files that this peer shared in this 

peergroup and will save in a list all the files that have all the attributes that the 

user have requested. Then it sends the complete list of the found files to the 

requesting peer, which shows this information to the user in a table, from 

which the user can request to download different files. 

 

Download Files: 

        User selects a searched file from the table and then selects the path to save. From the 

content advertisement we can find the file source peer. We can use simple pipe, 

JxtaSocket or JxtaBiDiPipe to transfer data between peers. We have used Secure Unicast 

Pipes to transfer data. After the file is downloaded completely we calculate its checksum 

and compare it with the file advertisement checksum. If checksum matches then download 

is validated. We have used clock before and after this module to check the time taken to 

download that file. 
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4.3 Results: 
Main Window showing PeerList snapshot: 
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Fig: 4.1 
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Chat Window Snapshot(Fig: 4.2): 

 
 
 

 

 

 
 

 

Share File Snapshot(Fig 4.3):  
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Search File Snapshot(Fig 4.4): 

 

 
 

 

Download File Snapshot(Fig 4.5): 
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Download Time vs File Size(Fig 4.6):  

 

  
 

Upload Time vs File Size(Fig 4.7): 
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Adv. Publication Time vs No of shared Files(Fig: 4.8): 
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CHAPTER 5 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conclusion and Future Works 
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In this thesis we have presented extensions of JXTA protocols to support development 

of file sharing systems in JXTA-based P2P applications. The extension of the basic 

protocols of JXTA required the definition and management of file advertisements to 

enable file sharing as well as efficient searching of files. Several issues were encountered 

in extending the JXTA protocols for file advertisement. Among them, the efficient 

management of advertisement was identified and studied. Indeed, file advertisement 

could signify an important computational burden to broker peers due to the large size of 

file advertisements and the large quantity of file advertisements published by different 

peers that must be processed by the broker.  

Another important issue is that of the lifetime of file advertisements in order to increase 

the reliability of the file systems in the P2P net. Certainly, short values of life- time 

would imply very frequent publishing of advertisements, which on turn, could provoke 

broker peers collapse; on the other hand, large values of the lifetime would imply the 

“existence” of files in the P2P net while peers sharing the files are already disconnected 

from the net. Our approach proposes a separation of types of advertisement in peer 

proper information advertisement, file advertisement and group files advertisement. This 

separation allows for an adequate fine tuning of the lifetime parameter according to the 

type of advertisement. By this approach we are able to alleviate the computational load 

of broker as well as increase the reliability of the file systems in the P2P net. 

 

The approach has been experimentally studied by deploying the JXTA-based P2P 

network in a small LAN network of our institute.  

In our future work we plan to complete the experimental study by considering a larger 

P2P network (PLANET LAB). Also, we would like to study the differences between 

P2P file sharing and Web traffic of server-mediated file sharing approaches, which could 

reveal important differences in both approaches. In the same context, it would be 

interesting to study possible bandwidth savings in JXTA-based P2P file-sharing 

architectures. Finally, we are interested to apply our JXTA-based P2P file sharing 

system to support cooperative work of online teams at our virtual campus. 
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