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ABSTRACT 

Digital camera is the main medium for digital photography. The basic operation 

performed by a simple digital camera is, to convert the light energy to electrical energy, 

then the energy is converted to digital format and a compression algorithm is used to 

reduce memory requirement for storing the image. This compression algorithm is 

frequently called for capturing and storing the images. This leads us to develop an 

efficient compression algorithm which will give the same result as that of the existing 

algorithms with low power consumption. As a result the new algorithm implemented 

camera can be used for capturing more images then the previous one. 

1) Discrete Cosine Transform (DCT) based JPEG is an accepted standard for lossy 

compression of still image.  Quantisation is mainly responsible for the amount loss in the 

image quality in the process of lossy compression. A new Energy Quantisation (EQ) 

method proposed for speeding up the coding and decoding procedure while preserving 

image quality.  Some of the high frequency components of the transformed sub image 

are preserved in accordance to the quantisation value. There is no need of a dequantiser 

at the decoder side.  This would enable reduction of hardware and would make the 

implementation much simpler. The proposed EQ method is modified and two new 

quatisation techniques Modified Energy Quantisation (MEQ) and Rule Based Energy 

Quantisation (RBEQ) proposed to further reduce the hardware requirement.  

2) DCT and IDCT are used for the coding and decoding of the image. Calculations of 

both are independent to each other, so there is a need of two different hardware. Where 

as in case of DHT transform the forward and inverse transforms are same except a scale 

factor in the inverse transform. As a result the hardware requirement to compute both 

the forward and inverse DHT is approximately reduced by 50% as those of the DCT and 

IDCT.  

3) All the Energy Quantisation techniques proposed are applied to further reduce the 

complexity of DHT based JPEG compression technique. 

 

 
 



4) A new simple arithmetic compression technique is proposed for lossless compression. 

The computational complexity is very less compare to previous techniques.  

5) All the image compression techniques proposed are synthesised  for Virtex XCV1000 

device for the testing and verification of low complexity and hence low power.  DHT 

based JPEG with rule based energy quantisation is an ideal solution for lossy image 

compression technique as the hardware requirement is less and power consumption is 

very low compare to other techniques.  
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Introduction 

 Data compression is the process of converting data files into smaller files for 

efficiency of storage and transmission. As one of the enabling technologies of the 

multimedia revolution, data compression is a key to rapid progress being made in 

information technology. The digital data have become an important source of 

information in the present world of communication systems. In this Internet age the 

power of the digital images to convey information as compared to the text data is 

obvious to all. This power of the images can be accessible and possible through the 

digital technology that enhances through its ability to process, transmit and 

reproduce with unparalleled faithfulness to the original images. It would not be 

practical to put images, audio, and video alone on websites without compression.   

What is data compression? And why do we need it? Many people may have 

heard of JPEG (Joint Photographic Experts Group) and MPEG (Moving Pictures 

Experts Group), which are standards for representing images and video. Data 

compression algorithms are used in those standards to reduce the number of bits 

required to represent an image or a video sequence. Compression is the process of 

representing information in a compact form. Data compression treats information in 

digital form, which is, as binary numbers represented by bytes of data with very large 

data sets. Fox example, a single small 4" x 4" size color picture, scanned at 300 dots 

per inch (dpi) with 24 bits/pixel of true color, will produce a file containing more 

than 4 megabytes of data. At least three floppy disks are required to store such a 

picture. This picture requires more than one minute for transmission by a typical 

transmission line (64k bit/second ISDN). That is why large image files remain a 

major bottleneck in a distributed environment. Although increasing the bandwidth is 

a possible solution, the relatively high cost makes this less attractive. Therefore, 

compression is a necessary and essential method for creating image files with 

manageable and transmittable sizes. 

Data and information are not the same thing rather the data are the means by 

which the information is conveyed. Thus while conveying the same information by 

different formats of the data, there is every possibility that some data are common 

between the ways of representing the information and can be removed as redundant. 

The basic motive behind the data compression is to search for such redundancy and 

then to remove them faithfully without compromising with the quality of the 
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reconstructed data. Mathematically the concept of redundancy may be expressed as 

follows: 

If and denote the number of information–carrying units in two data sets 

which represents the same information, the relative data redundancy  of the first 

data set (the one characterized by ) can be defined as  

1n 2n

DR

1n

R
D C

R 11−=  (1.1)

where , commonly called the compression ratio, is RC

2

1

n
nCR =  (1.2)

For the case of ,  and 21 nn = 1RC = 0=DR , indicating that the first representation of 

the information contains no redundant data.  When ∞→<< RCnn ,12 and , 

signifies that highly redundant data.  When  and

1→DR

0,12 →>> RCnn −∞→DR , 

indicates that the second data set contains much more data than the original 

representation. Generally a 10RC =  (or 10:1) defines that the first data set has         

10 information carrying units for every 1 unit in the second or compressed data set. 

Thus corresponding redundancy of 0.9 means 90 percent of the data in the first data 

set is redundant with respect to the second one.  

In order to be useful, a compression algorithm has a corresponding 

decompression algorithm that reproduces the original file once the compressed file is 

given. There have been many types of compression algorithms developed. These 

algorithms fall into two broad types, lossless algorithms and lossy algorithms. A 

lossless algorithm reproduces the data exactly same as the original one. A lossy 

algorithm, as its name implies, loses some data. Data loss may be unacceptable in 

many applications. For example, text compression must be lossless because a very 

small difference can result in statements with totally different meanings. There are 

also many situations where loss may be either unnoticeable or acceptable.  In image 

compression, for example, the exact reconstructed value of each sample of the image 
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is not necessary. Depending on the quality required of the reconstructed image, 

varying amounts of loss of information can be accepted. 

1.1  Image Compression and Reconstruction  

Three basic data redundancies can be categorized in the image compression 

standard. 

1. Spatial redundancy due to the correlation between neighboring pixels. 

2. Spectral redundancy due to correlation between the color components. 

3. Psycho-visual redundancy due to properties of the human visual system. 

The spatial and spectral redundancies are present because certain spatial and 

spectral patterns between the pixels and the color components are common to each 

other, whereas the psycho-visual redundancy originates from the fact that the human 

eye is insensitive to certain spatial frequencies. The principle of image compression 

algorithms are (i) reducing the redundancy in the image data and (or) (ii) producing a 

reconstructed image from the original image with the introduction of error that is 

insignificant to the intended applications. The aim here is to obtain an acceptable 

representation of digital image while preserving the essential information contained 

in that particular data set. 

 

 

 

 

The problem faced by image compression is very easy to define, as 

demonstrated in figure 1.1.  First the original digital image is usually transformed 

into another domain, where it is highly de-correlated by using some transform. This 

de-correlation concentrates the important image information into a more compact 

form. The compressor then removes the redundancy in the transformed image and 

stores it into a compressed file or data stream.  In the second stage, the quantisation 

block reduces the accuracy of the transformed output in accordance with some pre-

Transform Quantisation Lossless 
Coding

Original
Image

Compressed
Image 

Lossless 
CodingTransform QuantisationOriginal

Image
Compressed

Image 
 

 
Figure 1.1: Image Compression System 
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established fidelity criterion. Also this stage reduces the psycho-visual redundancy of 

the input image. Quantisation operation is a reversible process and thus may be 

omitted when there is a need of error free or lossless compression. In the final stage 

of the data compression model the symbol coder creates a fixed or variable-length 

code to represent the quantiser output and maps the output in accordance with the 

code. Generally a variable-length code is used to represent the mapped and quantised 

data set. It assigns the shortest code words to the most frequently occurring output 

values and thus reduces coding redundancy. The operation in fact is a reversible one. 

The decompression reverses the compression process to produce the 

recovered image as shown in figure 1.2. The recovered image may have lost some 

information due to the compression, and may have an error or distortion compared to 

the original image. 

 

 

 

 

1.1.1  Transforms 

The first stage in an image compressor is the transform. Transformation of 

the image data is required to convert the image into a domain where it is easier to 

compress. A transform operates on an image's pixel intensities and converts them 

into a set of transform coefficients. Natural images (which are the most common 

images to be compressed) have a lot of spatial correlation between pixel intensities, 

and these correlations can be exploited by the transform. This is achieved by 

mapping similar large scale changes in the data onto single transform coefficients. 

This type of mapping causes the transformed image to become highly decorrelated 

and standard compression techniques can then be used to further compress the 

transform coefficients. 

The general form of a spatial intensity transform used on the image data is 

shown by equation (1.3): 

Inverse
Transform Dequantisation Lossless

Decoding

Compressed
Image 

Reconstructed
Image 

Inverse
Transform

Lossless
DecodingDequantisation

Compressed
Image 

Reconstructed
Image 

 
 

Figure 1.2: Image Decompression System 
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( , ) ( ( , ))
i j

c k l h f i j=∑∑  (1.3)

where is the transform coefficient, ( , )c k l ( , )f i j  is the image pixel intensity array, 

 is the transform function.  This equation shows that the transform 

coefficients are the sum of the effects of the transform on the pixel intensities, over 

the whole section of the image to be transformed. 

( ( , ))h f i j

The transform is rarely applied to the whole of the image. As the area of the 

image to which the transform has to be applied increases, the number of calculations 

also increases proportionally. This suggests that to keep the number of calculations 

small (and manageable), the area that the transform is applied to should be as small 

as possible. However, the decorrelation effects on the transform improve, when a 

larger area of the image is considered, and this in turn improves the compression 

performance. 

In a real system a compromise is established between the compression and 

the speed of the transform. The effects of decorrelation are not linearly proportional 

to the area used so it is not possible to theoretically determine the best area to apply 

the transform to; it has to be done using practical results. 

The image is broken into a sub-blocks and the transform is applied to each 

block separately. Each block then has a set of transform coefficients, which describe 

it. Although it has been stated that images are highly correlated, this is only true over 

local areas of the image. There may be little or no correlation between distant 

sections (100 pixels) of the image. Applying the transform to image blocks exploits 

the local similarity of the image without losing the benefits of decorrelation in the 

transform coefficients. 

Transforming image blocks also introduces a blocking artifact effect, which 

can be a major problem. Since the coefficients that describe one block are not related 

to those describing the surrounding blocks, it is possible for discontinuities to occur 

along the block edge of compressed images. Blocking artifact is only visible at 

higher compression rates, in most systems, but can severely reduce the visual quality 

of a compressor, even if the rate distortion performance is still acceptable. The 
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blocks that the image is broken into do not have to be a fixed size or shape, but they 

are generally non-overlapping.  

Transforms are generally formed in pairs so that the image can be 

reconstructed by applying the inverse transform. If the transforms are applied to an 

image without compression, then there are two possibilities, as shown in figure 1.3: 

1. The transform is perfectly reconstructing and there is no error in the 

recovered image. This type of transform is often quite complex, since no data is lost 

and it can take a long time to compute. 

2. The transform is "lossy" and information is lost on either the forward or 

inverse transform stage. These transforms can be useful, since they are very easy to 

calculate and often represent the image using a low number of transform coefficients. 

They produce a moderate compression without any further processing. 

Transform 

Inverse
Transform 

Transformed 
Coefficient

Reconstructed
Image

Original
Image

Transform 

Inverse
Transform 

Transformed 
Coefficient

Reconstructed
Image

Original
Image

 
 

Figure 1.3: Block Diagram of Transform Loop 

 

 

 

 

 

 

 

If the image is passed through the transform loop (figure 1.3) multiple times, 

then theoretically either lossless or lossy transforms should produce the same 

recovered error each time. However since lossy transforms often favour a variable 

block size method, it is not always the case that reapplying a codec to a recovered 

image (coded with the same codec) will produce the same result i.e. an image is 

coded many times it may never converge to a fixed result. This problem   is   cause   

for great   concern   in   broadcast compression as images can be compressed many 

times after they are originally captured. 

 6 



 
Introduction 

1.1.2  Quantisation 

The transform stage spatially decorrelates the spatial property of the image, 

but does not always produce compression. Quantisation relevant to image coding is 

discussed in this section and simplified to allow a general rule for the quantisation of 

transform image coefficients to be developed. Quantisation is the main stage in case 

of lossy image compression, where most of the image compression is achieved. 

Before quantisation a transform coefficient may take an infinite range of values, 

limited only by the accuracy of the medium it is stored in. After quantisation the 

transform coefficient will be represented by a number of discrete values. This could 

be represented as: 

qc q c=  (1.4)

where q is the quantisation function, c is the transform coefficients and 

. 0 1 2{ , , ,....... }q nc c c c c=

Linear quantisation is the most basic form of quantisation. The transform 

coefficients are divided by a quantisation step and the result is converted to an 

integer, by truncation of the decimal point equation (1.5).  

( )i
q

i

cc Integer
q

=  (1.5)

where  is the quantisation step,  is the transform coefficient, and  is the integer 

quantised coefficients. 

iq ic qc

The transform data is limited based on the 8 bit pixel intensities of standard 

images. This allows a quantisation step to be chosen, which limits the number of 

quantised states available, hence compressing the coefficient to a desired number of 

bits. However, it is not possible to control compression in this way, since a real 

system losslessly codes the quantised coefficients and this operation is not well 

defined. 

The choice of q can vary since some transform coefficients are more 

important than others and, as a result, a quantisation table  is usually formed, 

providing different q values for each transform coefficient. How to choose q is quite 

( ( , ))q k l
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difficult since there is no simple relationship between the compression and the value 

q takes. 

1.1.3 Lossless Coding 

Lossless coding aims at reducing the redundant data, by exploiting its 

statistics. Theoretically this coding method should compress a data source without 

introducing any new errors into the data. It is possible to reduce the information 

required to store data to a theoretical minimum, by exploiting the 'blind' statistics of 

the data, without considering the order in which it is received. This is usually 

achieved with a Huffman coding [1 - 2], but arithmetic coding [1 - 2] can also be 

useful. 

In lossless coding it is useful to refer the inputs as data symbols to be 

compressed and the output from the lossless coder as compressed symbols. The data 

symbols are usually quantised transform coefficients in image compression, but they 

can be anything, provided the coder has knowledge of their statistics. 

1.1.3.1  Entropy Coding 

This is the most effective method of lossless coding and is nearly always 

present in image compression. Entropy is the average minimum number of bits that a 

data symbol stream can be compressed into, when each symbol is considered in 

isolation, based on its statistics. It can be calculated directly using equation (1.6), but 

it is sometimes not possible to reach the theoretical minimum entropy due to the 

implementation of the entropy coder. 

2( ) log ( ( ))Entropy PDD x PDD x=∑  (1.6)

where PDD(x) is the probability density distribution of symbol x. 

There are two different approaches to entropy coding, Huffman coding [1 - 2]  

and arithmetic coding [1 - 2]. Huffman compression is a more common and robust 

method, however cannot compress data to less than one bit/symbol. Arithmetic 

coding is less controllable and does not compress well at higher bits/symbol, 

however it can reduce its entropy below one bit/symbol. For this reason arithmetic 
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coders are not often used, unless the average entropy of the source is expected to 

drop below one bit / symbol. 

1.1.3.2 Huffman Coding 

Huffman compression [1 - 2] is designed to reduce the entropy of a data 

source close to the theoretical minimum entropy described in equation (1.6). The 

Huffman coder does this by representing common data symbols with short 

compressed symbols and rare data symbols with long compressed symbols. The 

average effect of this method is to reduce the redundancy of each compressed symbol 

to a minimum. 

A Huffman coder determines the compressed symbols by forming a data tree 

from the original data symbols and their associated probabilities. The tree is formed 

by applying the following rules until it is complete. 

1. Link the two unlinked data symbols with the lowest probability to form a new 

data symbol with probability equal to the sum of the previous two symbols. 

2. Continue to link the active data symbols with the smallest probability until a 

complete data tree is formed. 

Table 1.1 showing four symbols compressed using Hoffman Coding 

Symbol Probability Binary Symbol Binary Compressed Symbol 

A 0.06 00 111 

B 0.04 01 110 

C 0.2 10 10 

D 0.7 11 0 

Consider the example shown in Table 1.1. There are four symbols, which can 

be described by the binary data symbols shown, and have an average bits/symbol 

coding rate of 2. If the four symbols are Huffman coded, then we obtain the 

compressed binary symbols shown in Table 1.1. The average bits/symbol for the 

compressed binary symbols is 1.3, which is a lossless compression of 1.5:1. The 
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example shown in Table 1.1 shows the major failing of the Huffman coder. The 

entropy of the source given is 1.0, but the Huffman coder is only able to reduce the 

bit/symbol coding rate to 1.3. If the entropy of the data source is often close to or 

below 1 bit/symbol, then the Huffman coder does not perform optimally, and needs 

to be improved.  

1.1.3.3 Arithmetic Coding 

Arithmetic coding [1-2] works by treating a stream of data symbols as a 

whole and does not replace individual data symbols with compressed versions. The 

coder is always implemented in binary and to avoid confusion it will be explained by 

reference to binary numbers. 

An arithmetic coder takes an upper and lower limit, and defines a range 

between these upper and lower limits to be equivalent to a symbol with the 

probability of 1.0. Symbols are encoded by modifying the range of the arithmetic 

coder and sending symbols to reconstruct this range information at the decoder. The 

operation of an arithmetic coder can be demonstrated by using the data previously 

used in Table 1.1. The data can be represented as probabilities in the arithmetic coder 

as shown in figure 1.4.(b). It can be seen that the symbol probabilities stack to form a 

continuous range of probabilities between 0.0 and 1.0. This gives a range of 

probabilities that represent each symbol. 
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(a) (b)  
Figure 1.4: Limits of an Arithmetic Coder 
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The upper limit of the arithmetic coder is initially set to a value which 

corresponds to a probability of 1.0 but with infinite precision. This can be 

represented in binary as an infinite number of bits set to 1, since there is no fixed 

position for the decimal point. The lower limit is set to zero with infinite precision, 

again using an infinite number of binary bits set to 0. The only problem with this 

assumption is that computers work with fixed length numbers, commonly 4 to 8 

bytes long, so it is impossible to represent the infinite precision. To over come this 

the limits are set as large as possible and their infinite length is simulated, by the 

coding algorithm. 

The operation of encoding a symbol by the coder requires the range to be 

reduced in the following way: 

Range = Upper Limit - Lower Limit 

New Upper Limit = Lower Limit + Range x PHIGH (Symbol)  

New Lower Limit = Lower Limit + Range x PLOW((Symbol)  

where PHIGH (Symbol) is the higher probability range of the symbol, and      

PLOW(Symbol) is the lower probability range of the symbol. 

1.1.3.4  Run Length Coding 

Run length coding is effective on data sources that have linear runs of the 

same symbol inside a data stream. The run length coder works by counting the 

number of occurrences of the same symbol and then forming a new symbol which 

describes the run length and the run symbol type. This is demonstrated in figure 1.5. 
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Figure 1.5: Diagram Illustrating the Run Length Coder 
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The entropy of the new symbol stream, which contains the run length codes is 

less than the original, providing there are sufficient runs to make the method viable. 

Run length coding has a similar effect to arithmetic coding without the complication 

of the arithmetic coder. 

1.2 Performance Measures of Image Compression 

Normally the performance of a data compression scheme can be measured in terms 

of three parameters. These are: 

i. compression efficiency 

ii. complexities  

iii. Distortion measurement for lossy compression 

Compression efficiency is measured through compression ratio (CR). The CR 

can be defined as the ratio of the data size (number of bits) of the original data to the 

size of the corresponding compressed data. The complexities of a digital data 

compression algorithms are measured by a number of data operations required 

performing both the encoding and decoding process. The data operations include 

additions, subtractions, and multiplication, divisions and shift operations. Generally 

there are two parameters: efficiency and complexities, which are mutually 

conflicting. One can not be benefited from both sides that are the efficiency of a 

compression algorithm varies proportionally with the complexity. More complex 

algorithm yields better compression performance with a greater data reduction and 

takes a longer time to execute. In the lossy compression algorithms, distortion 

measurement is used to measure the amount of information lost on the reconstruction 

of the original signal or image data that has been recovered from the compressed data 

through encoding and decoding operations. The mean square error (MSE) is one of 

the distortion measurements in the reconstructed data. The performance measurement 

parameter; signal to noise ratio (SNR) is also used to measure the performance of the 

lossy compression algorithms. These measurement criteria are often used for 1D 

data. For image data (2D) compression, the SNR is replaced by a parameter known 

as peak signal to noise ratio (PSNR). Another way of distortion measurement is the 
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percentage of energy retained in the compressed data. The above distortion 

measurements can be mathematically expressed as:  

For One Dimensional data Mean Square Error calculated as 

1
2

0

1 ( ) '( )
N

n
MSE x n x n

N

−

=

= −∑  (1.7)

where N is the number of pixels in the image, ( )x n is the original data and 

'( )x n  is the compressed data. 

PSNR(Peak Signal to Noise Ratio) for two dimensional image data is 
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Percentage of energy retain is given by 

2

2

( ) 100
( )

Vector norm of data after compression
Vector norm of data before compression

×  (1.10)

None of the main methods for measuring image distortion takes into account, 

how good the recovered image looks to the human visual system. This is an area 

called psycho-visual image analysis, and it is an area of research which has a large 

scope. Unfortunately little progress has been made into an automated method for 

calculating a psycho-visual distortion measure. 

1.3  Digital Camera  

A digital camera is a popular consumer electronic device that can capture 

images, or "take pictures," and store them in digital format. A digital still camera 

does not contain film, but rather then it contains one or more ICs, possessing 

processors and memories [7].  The key advantage of digital photography systems is 

their ability to provide noise-free storage, duplication, editing, and transmission of the 
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digital images. The increased processing, storage, and communications capabilities of 

desktop PCs, coupled with their decreasing cost, have sparked the growth of digital 

photography. 

From a designer's point of view, a simple digital camera performs two key 

tasks. The first task is that of processing images and storing them in internal memory. 

The second task is that of uploading the images serially to an attached PC. The task of 

processing and storing images is initiated when the user presses the shutter button. At 

this point, the image is captured and converted to digital form by a charge-coupled 

device (CCD) or CMOS. Then, the image is processed and stored in internal memory. 
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Figure 1.6: Digital Image Processing Steps in a Digital Camera 

Figure 1.6, shows the key image processing steps implemented in digital 

cameras [4, 6, 7], or in host computers that process the raw image files provided by 

digital cameras. The sensor data may be processed to conceal defective or noisy 

pixels, and to correct for sensitivity variations caused by the lens or sensor.  

CFA - Most digital cameras use this approach. A mosaic color filter array 

(CFA) is fabricated on top of the individual sensor photosites. Many different 

arrangements of colors are possible [4, 6], but each photosite is sensitive to only one 

spectral band. An optical anti-aliasing filter is normally used to reduce false color 

artifacts. 

 Color sequential - The color image is created with a monochrome sensor 

using three successive exposures taken with different optical red, green, and blue 

(RGB) filters, or a tunable LCD, in the optical path. These cameras are used for studio 

photography of inanimate scenes, but cannot be used for portraits, because subject 

motion causes colored edge artifacts. The CFA data from the sensor is interpolated to 

 14 



 
Introduction 

reconstruct the "missing" color pixel values. Adaptive FIR filters are used for better 

results. 

White balance corrects for the scene illuminant, since daylight has a greater 

proportion of blue energy than tungsten lamps. The R and B signals are multiplied by 

R and B gain values intended to provide equal RGB pixel values for neutral (e.g., 

white or gray) objects. Color correction may use a 3 x 3 matrix to correct the camera 

spectral sensitivities, and tone correction uses a set of lookup tables. Image 

sharpening, achieved by simple or adaptive spatial filters, compensates lens blur and 

provides a subjectively sharper image. 

To store images on memory cards, standard JPEG compression [2, 3, 32] is 

typically used to reduce the file size to less than 2 bits per pixel, in order to increase 

the number of images that can be stored. Exif format JPEG-compressed files 

produced by digital cameras, and by film scanners to picture CD discs, include 

metadata that provides information about the image capture device and the picture 

taking conditions. This metadata can be used to simplify image retrieval and provide 

higher quality prints from the digital files. The metadata often includes a "thumbnail" 

size image at the beginning of the PEG file, to allow groups of images to be rapidly 

viewed so that appropriate images can be quickly selected for viewing, copying, or 

printing. 

Some of the new compression standard features are: 

• Improved compression efficiency 

• Multiple resolution representation 

• Embedded bit stream (progressive decoding from lossless to lossy) 

• Region-of-interest coding 

Many of these features are invaluable for digital cameras. For example, 

improved compression efficiency allows for either more images to be stored on the 

same memory card or for the same number of images to be stored with a higher image 

quality. The multi-resolution feature allows the various segments of the bit stream to 

be decoded to provide multiple resolutions of the image as needed. For example, the 
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low-resolution image can be used as a thumbnail display on the camera LCD, while 

the medium resolution image is shared through e-mail, and the higher resolution 

images are used to create high-quality prints. 

1.3.1 Requirements Specification 

Specification describes what a particular 'system should do, namely the 

system's requirements [6]. Specifications include both functional and nonfunctional 

requirements. Functional requirements describe the system's behavior, meaning the 

system's outputs as a function of inputs (e.g., "output X should equal input y times 

2"). Nonfunctional requirements describe constraints on design metrics (e.g., "the 

system should use 0.001 watt or less"), battery life should be as long as possible. The 

initial functional specification of a system may be very general and may come from 

the company's marketing department.  

1.3.2 Nonfunctional Requirements 

Given our initial requirements specification, we might want to pay attention to 

several design metrics in particular: performance, size, power, and energy. 

Performance is the time required to process an image [6]. Size is the number of 

elementary logic gates (such as a two input NAND gate) in our IC. Power is a 

measure of the average electrical energy consumed by the IC while processing an 

image. Energy is power times time, which directly relates to battery lifetime. Some of 

these metrics will be constrained metrics-those metrics must have values below (or in 

some cases above) a certain threshold. Some metrics may be optimization metrics - 

those metrics should be improved as much as possible, since this optimization 

improves the product. A metric can be both a constrained and optimization metric. 

Regarding size, our design must use an IC that fits in a reasonably sized 

camera. Suppose that, based on current technology, we determine that our IC has a 

size constraint of 200,000 gates. In addition to being a constrained metric, size is also 

an optimization metric, since smaller ICs are generally cheaper. They are cheaper 

because we can either get higher yield from a current technology or use an older and 

hence cheaper technology.   
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1.3.3 Functional Requirements 
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Figure 1.7: Functional block-diagram specification of a digital camera 

The high-level functionality of the digital camera can be described by using 

the flowchart in figure 1.7 [6]. The major functions involved in image capture, 

namely zero-bias adjust, Image compression (DCT, quantisation and archive in 

memory). The compressed image data transmitted serially. Note that figure 1.4 does 

not dictate that each of the blocks be mapped onto a distinct processor. Instead, the 

description only aids in capturing the functionality of the digital camera by breaking 

that functionality down into simpler functions. The functions could be implemented 

on any combination of single-purpose and general-purpose processors. 

Finally, power is a constrained metric because the IC must operate below a 

certain temperature. Note that the digital camera cannot use a fan to cool the IC, so 

low power operation is crucial. Let's assume we determine the power constraint to be 

200 mill watt. Energy will be an optimization metric because we want the battery to 

last as long as possible. Notice that reducing power or time each reduces energy. 
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1.4 Motivation 

Image compression is an important issue in digital image processing and 

finds extensive applications in many fields. This is the basic operation performed 

frequently by any digital photography technique to capture an image. For longer use 

of the portable photography device it should consume less power so that battery life 

will be more. To improve the Conventional techniques of image compressions using 

the DCT have already been reported and sufficient literatures are available on this. 

The JPEG is a lossy compression scheme, which employs the DCT as a tool and used 

mainly in digital cameras for compression of images. In the recent past the demand 

for low power image compression is growing. As a result various research workers 

are actively engaged to evolve efficient methods of image compression using latest 

digital signal processing techniques. The objective is to achieve a reasonable 

compression ratio as well as better quality of reproduction of image with a low 

power consumption. Keeping these objectives in mind the research work in the 

present thesis has been undertaken. In sequel the following problems have been 

investigated.   

For solving for low power image compression we have modified the existing 

JPEG architecture which is the basic technique used for image compression and 

proposed some new low complexity method of compression technique. The 

performances of the proposed compression techniques have been evaluated and have 

been compared with that of the standard technique. Finally the proposed algorithms 

implemented in hardware and the power consumption is estimated. It is in general, 

observed that the proposed techniques are efficient than the conventional one. The 

results of the investigation have been outlined and discussed in subsequent Chapters. 

1.5 Literature Survey 

Interest in portable devices [6] has enhanced the requirement of developing 

low-power signal processors and algorithms, as well as the development of low-power 

general purpose processors. Designers have been able to reduce the energy 

requirements of particular functions, such as video compression, by several orders of 

magnitude [15, 63].  Low power techniques [11 - 23] can be discussed at various 

levels of abstractions: system level, algorithm and architecture level, logic level, 
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circuit level, and technology level [12 - 14].  One important technique for low power 

is at algorithmic level by using algorithmic transformations [12 - 14]. This technique 

exploits the complexity, concurrency, regularity, and locality of an algorithm. 

Reducing the complexity of an algorithm reduces the number of operations and hence 

the power consumption.  This technique is used for reduction of power consumption 

by reducing the complexity. 

The JPEG [24, 32, 41, 50] is one of the standard digital image compression for 

multilevel still images including both grayscale and colour images. Among the 

different models the JPEG baseline is the most widely used. It is based on the 

Transform coding using the DCT. Due to the lossy transformation, the JPEG output at 

high CR (at 15-20:1) becomes effected by the blocking artifacts and ridges separated 

in the image that are found to merge during compression. Normally the DCT has been 

used in the JPEG compression scheme. However, in the DSP literature many other 

efficient transforms such as Discrete Hartley Transform (DHT) [56 – 60] can be used 

in place of DCT, which may enhances the performance of the JPEG. 

Vector quantisation, (VQ) mainly used for lossy image compression to reduce 

the image data [42].   Many VQ techniques applied for image compression has been 

reported [41 - 45].  The main problem with existing VQs is preparation of the code 

book [44, 52].  In VQ techniques creating the code book is a complicated process 

which has to be designed mainly to preserve the low frequency coefficients, and most 

of the high frequency coefficients are discarded. 

Many lossless image compression techniques [66 -73] are exists. The main 

aim behind  these compression techniques to get good quality image reconstruction 

and low compression. These techniques are mainly used for those images like medical 

images [66, 68, 69], satellite images etc.  

1.6 Chapter-wise Organization of the thesis: 

The thesis is organised as follows: 

(1) Chapter-1 outlines the basic principle of image compression and deals 

with the performance measurement of digital image compression. It gives 

a brief idea of digital camera architecture.  It also reviews the relevant 
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literature on digital image compression and formulates the problems to be 

investigated in sequel.  The motivation behind choosing various problems 

is also outlined. 

(2) Chapter-2 presents an overall idea about low power VLSI design, such as 

what are the sources of power loss in a circuit and how to control these 

losses. Describes all the low power techniques such as system level, 

algorithm level, architecture level, logic level and circuit level. Lastly it 

describes the basic steps to be followed for low power design.   

(3) Chapter-3 introduces DCT and its application in JPEG image 

compression technique briefly. The work reported in the literature on 

JPEG based compression is clearly reviewed. Three new quantisation 

techniques are proposed to reduce the computational complexity. The 

proposed techniques are compared with the standard JPEG technique 

through computer simulation on standard images. 

(4) In Chapter-4 the standard DCT is replaced by DHT to reduce the 

computational complexity, ringing effect and blocking effect.  The three 

quantisation techniques proposed in chapter-1 is used with DHT to further 

reduce the complexity of compression technique. The performance of 

these new techniques is compared with the standard conventional JPEG. 

(5) In Chapter-5 a new method of lossless image compression technique is 

proposed. The computational complexity of this technique is very less 

compared to other image compression technique. The performance of 

these new techniques is compared with the standard conventional lossless 

JPEG compression technique. 

(6) Chapter-6 briefly introduces VLSI design and AccelChip synthesis 

process. Also lists the FPGA implementation results of all the proposed 

techniques and compared with the standard JPEG technique.  

(7) In Chapter-7, conclusion has been made and some further research 

scopes are suggested. 
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In the past few years there has been an explosive growth in the demand for 

portable computing and communication devices, from mobile telephones to 

sophisticated multimedia gadgets [11]. This interest in these devices has enhanced the 

requirement of developing low-power signal processors and algorithms, as well as the 

development of low-power general purpose processors. In the digital signal 

processing area, the results of this attention to power are quite remarkable. Designers 

have been able to reduce the energy requirements of particular functions, such as 

video compression, by several orders of magnitude [14]. This reduction has come as a 

result of focusing on the power dissipation at all levels of the design process, from 

algorithm design to the detailed implementation. In the general purpose processor 

area, however, there has been little work done to understand how to design energy 

efficient processors.  

Performance of processors has been growing at an exponential rate, doubling 

every 18 to 24 months. However, at the same time the power dissipated by these 

processors has also been growing considerably. Although the rate of growth of power 

dissipation is perhaps not quite proportional to performance and size (the number of 

transistors) it still has led to processors which dissipated more than 50W.  For such 

processors cooling becomes an absolute necessity and at high power dissipation level 

this is even difficult and expensive. If this trend continues processors will soon 

dissipate hundreds of watts, which would be  unacceptable in most systems. Thus 

there is great interest in understanding how to continue increasing performance 

without increasing the power dissipation. 

For portable applications the problem is even more severe since battery life 

depends on the power dissipation. Lithium-ion batteries have an energy density of 

approximately 100Wh/kg, the highest available today. To operate a 50 W processor 

for 4 hours requires a 2 kg battery; hence it can hardly be termed as a portable device. 

In order to compare processor designs that have different performance and power one 

needs a measure of "goodness". If two processors have the same performance or the 

same power, then it is trivial to choose which is better—users prefer higher 

performance for the same power level or the lower power one if they have the same 

performance. But processor designs rarely have the same performance. Designers 

have to determine whether to add a particular feature will make a processor more 
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desirable or not.  However micro-architectural designing changes the amount of 

parallelism of the processor, affects the efficiency of the processor. Since both the 

performance and energy dissipation of modern processors depend heavily on the 

design of the memory hierarchy, one must look not only at the processor itself, but 

also have to look at the design of the memory.  Since memories and clocking circuits 

are critical components of every digital system, much work already has been done to 

reduce the energy requirements. A different approach to reduce the energy 

dissipation of clocks and memories is to change the technology by scaling the supply 

voltage and the threshold voltage of transistors. 

2.1 Power Dissipation Sources 

In CMOS circuits, the main contributions to the power consumption are from 

short-circuiting current, leakage current, and switching currents [18], [21]. In the 

following subsections, we introduce them separately. 

2.1.1  Short-Circuit Power 

In a static CMOS circuit, there are two complementary networks: p-network 

(pull-up network) and n-network (pull-down network). The logic functions for the 

two networks are complementary to each other. Normally when the input and output 

state are stable, only one network is turned on and conducts the output either to 

power supply node or to ground node and the other network is turned off and blocks 

the current from flowing. Short-circuit current exists during the transitions as one 

network is turned on and the other network is still active. For example, the input 

signal to an inverter is switching from 0 to . During this transaction, there exists a ddV

short time interval where the input voltage is larger than but less thantnV tpdd VV − . 

During this time interval, both PMOS-transistor (p-network) and NMOS-transistor 

(n-network) are turned on and the short-circuit current flows through both kinds of 

transistors from power supply line to the ground. 

The exact analysis of the short-circuit current in a simple inverter [18] is 

complex, this is analyzed by SPICE simulation. It is observed that the short-circuit 

current is proportional to the slope of input signals, the output loads and the 
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transistor sizes [19]. The short-circuit current consumes typically less than 10% of 

the total power in a "well-designed" circuit [19]. 

2.1.2   Leakage Power 

Leakage currents are due to two sources: one from the currents that flow 

through the reverse biased diodes (reverse biased PN-Junction current), the other 

from the currents that flow through transistors that are non-conducting (subthreshold 

channel conduction current). 
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Figure 2.1: Leakage current types: (a) reverse biased diode current, (b) 

subthreshold leakage current. 

The leakage currents are proportional to the leakage area and exponential of 

the threshold voltage. The leakage currents are due to manufacturing technology and 

cannot be modified by the designers except in some logic styles.  Subthreshold 

leakage and reverse-biased junction leakage, both increases dramatically with 

temperature and are independent of the operating voltage for a given fabrication 

process. 

The leakage current is in the order of pico-Ampere, but it increases as the 

threshold voltage is reduced. In some cases, like large RAMs, the leakage current is 

one of the main concerns. The leakage current is currently not a severe problem in 

most digital designs. However, the power consumed by leakage current can be as 

large as the power consumed by the switching current for mμ06.0  technology. The 

usage of multiple threshold voltages can reduce the leakage current in deep-

submicron technology.  Leakage current is difficult to predict, measure or optimized.  
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Generally, leakage current serves no useful purposes, but some circuits do exploit it 

for intended operations, such as power-on reset signal generation.  The leakage 

power problem mainly appears in very low frequency circuits or ones with “sleep 

modes” where dynamic activities are suppressed. 

2.1.3  Switching Power 

The switching currents are due to the charging and discharging of node 

capacitances. The node capacitances mainly include gate, overlapping, and 

interconnection capacitances. The power consumed by switching current [18] can be 

expressed as 

2/2
ddL fVCP α=  (2.1)

where α  a is the switching activity factor, CL is the load capacitance,  f is the clock 

frequency, and Vdd  is the supply voltage. 

The above equation (2.1) shows that the switching power depends on a few 

quantities that are readily observable and measurable in CMOS circuits. It is 

applicable to almost every digital circuit and hence provides guidelines for the low 

power design. 

The power consumed by switching current is the dominant part of the power 

consumption. Reducing the switching current is the focus of most low power design 

techniques.  For large capacitance circuits, reduction of the frequency is the best way 

to reduce the switching power. The use of different coding methods, number 

representation systems, continuing sequences and data representations can directly 

alter the switching frequency of the design, which alters the switching power.  The 

best method of reducing switching frequency is to eliminate logic switching that is 

not necessary for computation. 

2.2  Low Power Techniques 

Low power techniques can be discussed at various levels of abstractions: 

system level, algorithm and architecture level, logic level, circuit level, and 

technology level [18], [21]. Figure 2.2 shows some examples of techniques at the 

different levels. 
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Figure 2.2: Low-power design methodology at different abstraction levels. 

In the following sections, an overview for different low power techniques has 

been described in detail. This is organized on the basis of abstraction level. 

2.2.1  System Level 

A system typically consists of both hardware and software components, which 

affect the power consumption.  The system design includes the hardware/software 

partitioning, hardware platform selection (application-specific or general-purpose 

processors), resource sharing (scheduling) strategy, etc. The system design usually has 

the largest impact on the power consumption and hence the low power techniques 

applied at this level have the most potential for power reduction. 

At the system level, it is hard to find the best solution for low power in the 

large design space and there is a shortage of accurate power analysis tools at this level. 

However, if, for example, the instruction-level power models for a given processor are 

available, software power optimization can be performed [23]. It is observed that faster 

code and frequently usage of cache are most likely to reduce the power consumption. 
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The order of instructions also have an impact on the internal switching within 

processors and hence on the power consumption. 

The power-down and clock gating are two of the most used low power 

techniques at system level. The non-active hardware units are shut down to save the 

power. The clock drivers, which often consume 30-40% of the total power 

consumption, can be gated to reduce  switching activities as illustrated in figure 2.3. 

 

 

 

Block enable

Clock

To Block Clock Network
AND

Block enable

Clock

To Block Clock Network
Block enable

Clock

To Block Clock Network
AND

 
Figure 2.3: Clock gating. 

The power-down can be extended to the whole system. This is called sleep 

mode and widely used in low power processors. The system is designed for the peak 

performance. However, the computation requirement is time varying. Adapting 

clocking frequency and/or dynamic voltage scaling to match the performance 

constraints is another low power technique. The lower requirement for performance at 

certain time interval can be used to reduce the power supply voltage. This requires 

either feedback mechanism (load monitoring and voltage control) or predetermined 

timing to activate the voltage down-scaling. 

 

 

 

 

 

 

 

Asynchronous design of the circuit can also be used as another low power 

designing technique. The asynchronous designs have many attractive features, like 

non-global clocking, automatic power-down, no spurious transitions, and low peak 
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Figure 2.4: Asynchronous design with dynamic voltage scaling. 
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current, etc. It is easy to reduce the power consumption further by combining the 

asynchronous design technique with other low power techniques, for instance, 

dynamic voltage scaling technique [20], as shown in the following figure 2.4. 

2.2.2    Algorithm Level 

The algorithm selection has large impact on the power consumption. The task 

of algorithm design is to select the most energy-efficient algorithm that just satisfies 

the constraints. The cost of an algorithm includes the computation part and the 

communication/storage part. The complexity measurement for an algorithm includes 

the number of operations and the cost of communication and storage. Reduction of the 

number of operations, cost per operation, and long distance communications are key 

issues to algorithm selection. 

One important technique for low power of the algorithmic level is algorithmic 

transformations [21]. This technique exploits the complexity, concurrency, regularity, 

and locality of an algorithm. Reducing the complexity of an algorithm reduces the 

number of operations and hence the power consumption. The possibility of increasing 

concurrency in an algorithm allows the use of other techniques, e.g., voltage scaling, to 

reduce the power consumption. The regularity and locality of an algorithm affects the 

controls and communications in the hardware. 

 

 

 

 

 

 

The loop unrolling technique [18], [12 - 13] is a transformation that aims to 

enhance the speed. This technique can be used for reducing the power consumption. 

With loop unrolling, the critical path can be reduced and hence voltage scaling can be 

applied to reduce the power consumption.  
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Figure 2.5: (a) Original signal flow graph. (b) Unrolled signal flow graph. 
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In  figure 2.5, the unrolling reduces the critical path and gives a voltage 

reduction of 26% [18 – 23]. This reduces the power consumption with 20% even the 

capacitance load is increases with 50% [13]. Furthermore, this technique can be 

combined with other techniques at architectural level, for instance, pipeline and 

interleaving, to save more power.  In some cases, like digital filters, the faster 

algorithms, combined with voltage-scaling, can be used for energy-efficient 

applications [18]. 

2.2.3  Architecture Level 

According to the selection of the algorithm, the architecture can be determined 

for the given algorithm. From equation (2.1) we can say that, an efficient way to 

reduce the dynamic power consumption is the voltage scaling. When supply voltage is 

reduced, the power consumption is reduced. However, this increases the gate delay. To 

compensate the delay, low power techniques like parallelism and pipelining [14] 

architectures were used. 

The use of two parallel datapath is equivalent to interleaving of two 

computational tasks. A datapath to determine the largest number of C and (A + B) is 

shown in figure 2.6. It requires an adder and a comparator. The original clock 

frequency is 40 MHz [14].  

 

 

 

 

 

Figure 2.6: Original data path. 
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In order to maintain the throughput while reducing the power supply voltage, 

we use a parallel architecture. The parallel architecture with twice the amount of 

resources is shown in figure 2.7. The clock frequency can be reduced to half, from 40 

MHz to 20 MHz since two tasks are executed concurrently. This allows the supply 
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voltage to be scaled down from 5 V to 2.9 V [14]. Since the extra routing is required to 

distribute computations to two parallel units, the capacitance load is increased by a 

factor of 2.15 [14]. The power is calculated by using equation (2.2).  

 

 

 

 

 

 

 

 

 

Figure 2.7:  Parallel implementation.  
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Figure 2.8: Pipelining implementation. 
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Pipelining is another method for increasing the throughput. By adding a 

pipelining buffer / register after the adder in figure 2.8., the throughput can the 
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increased from  to . If T)/(1 compadd TT + ),max(/1 compadd TT add is equal Tcomp, this 

increases the throughput by a factor of 2. As a result the supply voltage also scaled 

down to 2.9 V (the gate delay doubles) [14]. The effective capacitance increases to a 

factor of 1.15 because of the insertions of latches [14]. The power consumption for 

pipelining [14] is calculated using equation (2.3). 

Main advantage of pipelining is the low area overhead in comparison with 

using parallel data paths. Another benefit is that the amount of glitches can be reduced. 

However, since the delay increases significantly as the voltage approaches the 

threshold voltage and the capacitance load for routing and/or pipeline registers 

increases, there exists an optimal power supply voltage. Reduction of supply voltage 

lower than the optimal voltage increases the power consumption. 

2.2.4  Logic Level 

The power consumption depends on the switching activity factor, which in turn 

depends on the statistical characteristics of data. The low power techniques at the logic 

level, however, focus mainly on the reduction of switching activity factor by using the 

signal correlation and the node capacitances. In case of  the gated clocking, the clock 

input to non-active functional block does not change by gating, and, hence, reduces the 

switching of clock network.  
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Figure 2.9: A precomputation structure for low power. 

Precomputation [18] uses the same concept to reduce the switching activity 

factor: a selective precomputing of the output of a circuit is done before the outputs are 

required, and this reduces the switching activity by gating those inputs to the circuit. 

As shown in figure 2.9, the input data is partitioned into two parts, corresponding to 
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registers R1 and R2. One part, R1, is computed in precomputation block g, one clock 

cycle before the computation of A. The result from g decides gating of R2. The power 

can then be saved by reducing the switching activity factor in A. 

Lets consider a comparator as an example of precomputation for low-power. 

The comparator takes the MSB of the two numbers to register R1 and the others to R2. 

The comparison of MSB is performed in g. If two MSBs are not equal, the output from 

g gated the remaining inputs. In this way, only a small portion of inputs to the 

comparator's main block A (subtracter) is changed. Therefore the switching activity is 

reduced. 

Gate reorganization  [18] is another technique used to restructure the circuit. 

This can be decomposition a complex gate to simple gates, or combines simple gates to 

a complex gate, duplication of a gate, deleting/addition of wires. The decomposition of 

a complex gate and duplication of a gate help to separate the critical and non-critical 

path.  Which reduce the size of gates in the non-critical path, as a result reduces the 

power consumption. In some cases, the decomposition of a complex gate increases the 

circuit speed and gives more space for power supply voltage scaling. The composition 

of simple gates can reduce the power consumption.  The complex gate can reduce the 

charge/discharge of high-frequently switching node. The deleting of wires reduces the 

circuit size as a result, reduces the load capacitance. The addition of wires helps to 

provide an additional interconnection for better results. 

 Logic encoding defines the way data bits are represented on the circuits. The 

encoding is usually optimized for reduction of delay or area. In low power design, the 

encoding is optimized for reduction of switching activities since various encoding 

schemes have different switching properties. 

In a counter design, counters with binary and Gray code have the same 

functionality. For N-bit counter with binary code, a full counting cycle requires       

2(2n - 1) transitions [18] A full counting cycle for a Gray coded N-bit counter requires 

only 2n transitions. For instance, the full counting cycle for a 2-bit binary coded 

counter is from 00, 01, 10, 11, and back to 00, which requires 6 transitions. The full 

counting cycle for 2-bit Gray coded counter is from 00, 01, 11, 10, and back to 00, 

which requires 4 transitions. The binary coded counter has twice transitions as the 
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Gray coded counter when the n is large. Using binary coded counter therefore requires 

more power consumption than using Gray coded counter under the same conditions. 

Traditionally, the logic coding style is used for enhancement of speed 

performance. Careful choice of coding style is important to meet the speed requirement 

and minimize the power consumption. This can be applied to the finite state machine, 

where states can be coded with different schemes. 

A bus is the main on-chip communication channel that has large capacitance. 

As the on-chip transfer rate, increases, the use of buses contributes with a significant 

portion of the total power. Bus encoding is a technique to exploit the property of 

transmitted signal to reduce the power consumption. 

2.2.5 Circuit Level 

At the circuit level, the power saving techniques is quite limited if compared 

with the other techniques at higher abstract levels. However, this cannot be ignored. 

The power savings can be significant as the basic cells are frequently used. A few 

percents improvement for D flip-flop can significantly reduce the power consumption 

in deep pipelined memory systems. 

In CMOS circuits, the dynamic power consumption is caused by the 

transitions. Spurious transitions typically consume between 10% and 40% of the 

switching activity power in the typical combinational logic. In some cases, like array 

multipliers, the amount of spurious transitions is large. To reduce the spurious 

transitions, the delays of signals from registers that converge at a gate should be 

roughly equal. This can be done by insertions of buffers and device sizing [18]. The 

insertions of buffer increase the total load capacitance but can still reduce the spurious 

transitions. This technique is called path balancing. 

Many logic gates have inputs that are logically equivalent, i.e., the swapping of 

inputs does not modify the logic function of the gate. Some examples of gates are 

NAND, NOR, XOR, etc. However, from the power consumption point of view, the 

order of inputs does effect the power consumption. Lets consider the figure 1.10, the 

A-input, which is near the output in a two-input NAND gate, consumes less power 

than the B-input closed to the ground with the same switching activity factor. Pin 

 32



 
 Low Power VLSI Design Techniques 

ordering is to assign more frequently switching input pins near to the output node, 

which will consume less power. In this way, the power consumption will be reduced 

without cost. However, the statistics of switching activity factors for different pins 

must be known in advanced and this limits the use of pin ordering [18]. 
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Figure 2.10: A two input NAND gate. 
 

Different logic styles have different electrical characteristics. The selection of 

logic style affects the speed and power consumption. In most cases, the standard 

CMOS logic is used for speed and power trade-off. In some cases other logic styles, 

like complementary pass-transistor logic (CPL) is efficient.  

Transistor sizing affects both delay and power consumption. Generally, a gate 

with smaller size has smaller capacitance and consumes less power. To minimize the 

transistor sizes and meet the speed requirement is a trade-off. Typically, the transistor 

sizing uses static timing analysis to find out those gates (whose slack time is larger 

than 0) to be reduced. The transistor sizing is generally applicable for different 

technologies. 
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2.3  Summary  

Several approaches to reduce the power consumption have been briefly 

discussed. Below we summarize some of the most commonly used low power 

techniques. 

• Reduce the number of operations. The selection of algorithm and/or 

architecture has significant impact on the power consumption. 

• Power supply voltage scaling. The voltage scaling is an efficient way to reduce 

the power consumption. Since the throughput is reduced as the voltage is 

reduced, this may need to be compensated by using parallel and/or pipelining 

techniques. 

• I/Os between chips can consume large power due to the large capacitive loads. 

Reducing the number of chips is a promising approach to reduce the power 

consumption.  

• Power management. In many systems, the most power consuming parts are 

often idle. For example, in a lap-top computer, the portion of display and hard 

disk could consume more than 50% of the total power consumption. Using 

power management strategies to shut down these components when they are 

idle for a long time can achieve good power saving. 

• Reducing the effective capacitance. The effective capacitance can be reduced 

by several approaches, for example, compact layout and efficient logic style. 

• Reduce the number of transitions. To minimize the number of transitions, 

especially the glitches, is important 
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Image compression using Discrete Cosine Transform 

 

Discrete cosine transform (DCT)  [39, 44] is widely used in image processing, 

especially for compression. Some of the applications of two-dimensional DCT 

involve still image compression and compression of individual video frames, while 

multidimensional DCT is mostly used for compression of video streams. DCT is also 

useful for transferring multidimensional data to frequency domain, where different 

operations, like spread-spectrum, data compression, data watermarking, can be 

performed in easier and more efficient manner. A number of papers discussing DCT 

algorithms is available in the literature that signifies its importance and application. 

Hardware implementation of parallel DCT transform is possible, that would 

give higher throughput than software solutions.  Special purpose DCT hardware 

decreases the computational load from the processor and therefore improves the 

performance of complete multimedia system. The throughput is directly influencing 

the quality of experience of multimedia content. Another important factor that 

influences the quality is the finite register length effect that affects the accuracy of the 

forward-inverse transformation process. 

Hence, the motivation for investigating hardware specific DCT algorithms is 

clear. As 2-D DCT algorithms are the most typical for image compression, the main 

focus of this chapter will be on the efficient hardware implementations of 2-D DCT 

based compression by decreasing the number of computations, increasing the 

accuracy of reconstruction, and reducing the chip area. This in return reduces the 

power consumption of the compression technique. As the number of applications that 

require higher-dimensional DCT algorithms are growing, a special attention will be 

paid to the algorithms that are easily extensible to higher dimensional cases.  

The JPEG standard has been around since the late 1980's and has been an 

effective first solution to the standardisation of image compression. Although JPEG 

has some very useful strategies for DCT quantisation and compression, it was only 

developed for low compressions. The 8×8 DCT block size was chosen for speed 

(which is less of an issue now, with the advent of faster processors) not for 

performance. The JPEG standard will be briefly explained in this chapter to provide a 

basis to understand the new DCT related work. 
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This chapter contains three new and different approaches for using the DCT. 

The first uses a ‘Energy Quantisation’ method for compression. The aim of this 

energy quantisation and then modified energy quantisation techniques is to reduce the 

quantisation complexity in terms of hardware implementation. Finally, a ‘Rule-based 

Energy Quantisation’ method is presented that automatically sets the threshold value 

for the quantization of the transformed DCT coefficients. The main aim behind these 

two proposed schemes is to reduce the hardware requirement for quantisation and 

dequantisation, and to reduce the use of memory, to reduce the power consumption. 

 
3.1 JPEG Compression 

The JPEG (Joint Photographic Experts Group) standard [32,50] has been 

around for some time and is the only standard for lossy still image compression. 

There are quite a lot of interesting techniques used in the JPEG standard and it is 

important to give an overview of how JPEG works. There are several variations of 

JPEG, but only the 'baseline' method is discussed here. 

 

 

 

 

 

 

 

 

As shown in the figure 3.1, the image is first partitioned into non-overlapping 

8 ×  8 blocks.  A Forward Discrete Cosine Transform (FDCT) is applied to each block 

to convert the spatial domain gray levels of pixels into coefficients in frequency 

domain.  To improve the precision of the DCT the image is 'zero shifted', before the 

DCT is applied. This converts a 0  255 image intensity range to a -128  127 

range, which works more efficiently with the DCT. One of these transformed values 

is referred to as the DC coefficient and the other 63 as the AC coefficients. 

→ →
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Figure 3.1: JPEG Encoder 

  After the computation of DCT coefficients, they are normalized with 

different scales according to a quantization table provided by the JPEG standard 

conducted by psychovisual evidence. The quantized coefficients are rearranged in a 
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zigzag scan order for further compressed by an efficient lossless coding algorithm 

such as runlength coding, arithmetic coding, Huffman coding.  The decoding process 

is simply the inverse process of encoding as shown in figure 3.2. 
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Figure 3.2: JPEG Decoder  
 
3.1.1 DISCRETE COSINE TRANSFORM (DCT) 

The DCT is a widely used transformation in transformation for data 

compression. It is an orthogonal transform, which has a fixed set of (image 

independent) basis functions, an efficient algorithm for computation, and good energy 

compaction and correlation reduction properties. Ahmed et al [39] found that the 

Karhunen Lòeve Transform (KLT) basis function of a first order Markov image 

closely resemble those of the DCT. They become identical as the correlation between 

the adjacent pixel approaches to one.  

The DCT belongs to the family of discrete trigonometric transform, which has 

16 members [44]. The 1D DCT of a N×1  vector ( )nx  is defined as 
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The original signal vector ( )nx  can be reconstructed back from the DCT 

coefficients [ ]kY  using the Inverse DCT (IDCT) operation and can be defined as 
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where  1,...,2,1,0 −= Nn

 
The DCT can be extended to the transformation of 2D signals or images. This 

can be achieved in two steps: by computing the 1D DCT of each of the individual 

rows of the two-dimensional image and then computing the 1D DCT of each column 

of the image. If  represents a 2D image of size ( 21 , nnx ) NN × , then the 2D DCT of 

an image is given by:  
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Similarly the 2D IDCT can be defined as 
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The DCT is a real valued transform and is closely related to the DFT. In 

particular, a NN ×  DCT of ( )21 , nnx  can be expressed in terms of  DFT of 

its even-symmetric extension, which leads to a fast computational algorithm. Because 

of the even-symmetric extension process, no artificial discontinuities are introduced at 

the block boundaries. Additionally the computation of the DCT requires only real 

arithmetic. Because of the above properties the DCT is popular and widely used for 

data compression operation. 

NN 22 ×

The DCT presented in equations (3.1) and (3.4) is orthonormal and perfectly 

reconstructing provided the coefficients are represented to an infinite precision. This 

means that when the coefficients are compressed it is possible to obtain a full range of 

compressions and image qualities. The coefficients of the DCT are always quantised 

for high compression, but DCT is very resistant to quantisation errors due to the 

statistics of the coefficients it produces. The coefficients of a DCT are usually linearly 

quantised by dividing by a predetermined quantisation step. 
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The DCT is applied to image blocks N x N pixels in size (where N is usually 

multiple of 2) over the entire image. The size of the blocks used is an important factor 

since they determine the effectiveness of the transform over the whole image. If the 

blocks are too small then the images is not effectively decorrelated but if the blocks 

are too big then local features are no longer exploited.  

The tiling of any transform across the image leads to artifacts at the block 

boundaries. The DCT is associated with blocking artifact since the JPEG standard 

suffers heavily from this at higher compressions. However the DCT is protected 

against blocking artifact as effectively as possible, without interconnecting blocks, 

since the DCT basis functions all have a zero gradient at the edges of their blocks. 

This means that only the DC level significantly affects the blocking artifact and this 

can then be targeted. 

Ringing is a major problem in DCT operation. When edges occur in an image 

DCT relies on the high frequency components to make the image shaper. However 

these high frequency components persist across the whole block and although they are 

effective at improving the edge quality they tend to 'ring' in the flat areas of the block. 

This ringing effect increases, when larger blocks are used, but larger blocks are better 

in compression terms, so a trade off is usually established.  

3.1.2 QUANTISATION 

In lossy image compression the transformation decompose the image into 

uncorrelated parts projected on orthogonal basis of the transformation.  These basis 

are represented by eigenvectors which are independent and orthogonal in nature.  

Taking inverse of the transformed values will result in the retrieval of the actual 

image data.  For compression of the image, the independent characteristic of the 

transformed coefficients are considered, truncating some of these coefficients will not 

affect the others.  This truncation of the transformed coefficients is actually the lossy 

process involved in compression and known as quantization [43]. So we can say that 

DCT is perfectly reconstructing, when all the coefficients are calculated and stored to 

their full resolution. For high compression, the DCT coefficients are normalized by 

different scales, according to the quantization matrix as shown in the Table-3.1 

provided by JPEG standard, which is designed by conducting some psycho visual 
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evidence.  The JPEG quantizer is a bank of 64 linear (uniform) quantizers, one for 

each DCT coefficients as shown in figure 3.3.  The i'th quantizer is evaluated as 

i
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XY Round
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⎛ ⎞
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 (3.5)

where  is the i’th quantization step size, iQ iX  is the input where as  is the scaled 

and quantized version of 

iY

iX .  The JPEG decoder dequantizes  to obtain a quantized 

version of 
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Figure 3.3: JPEG Quantiser 

 

 

 

 

 

 

Table 3.1: JPEG Quantisation matrix 
16 11 10 16 24 40 51 61  80 60 50 80 120 200 255 255 

12 12 14 19 26 58 60 55  55 60 70 95 130 255 255 255 

14 13 16 24 40 57 69 56  70 65 80 120 200 255 255 255 

14 17 22 29 51 87 80 62  70 85 110 154 255 255 255 255 

18 22 37 56 68 109 103 77  90 110 185 255 255 255 255 255 

24 35 55 64 81 104 113 92  120 175 255 255 255 255 255 255 

49 64 78 87 103 121 120 101  245 255 255 255 255 255 255 255 

72 92 95 98 112 100 103 99  255 255 255 255 255 255 255 255 

MAT1  MAT2   

  Vector quantization, (VQ) mainly used for reducing or compressing the 

image data [42].   Application VQ on images for compression started from early 1975 

by Hilbert mainly for the coding of multispectral Landsat imaginary.  Many VQ 

techniques applied for image compression has been reported [41 - 45].  The main 

problem with existing VQs is preparation of the code book [43, 45].  In VQ 
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techniques creating the code book is a complicated process which has to be designed 

mainly to preserve the low frequency coefficients, and most of the high frequency 

coefficients are discarded, which results in the loss of edges of the image.  The 

encoder search the whole code book to identify the nearest matching vector template 

to an input vector, which also takes a lot of time. 

3.1.3 CODING 

After the DCT coefficients have been quantised, the DC coefficients are 

DPCM coded and then they are entropy coded along with the AC coefficients. The 

quantised AC and DC coefficient values are entropy coded in the same way, but 

because of the long runs in the AC coefficient, an additional run length process is 

applied to them to reduce their redundancy.  
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Figure 3.4: Zigzag Scanning 

 
 
 
 
 
 
 
 
 
 

The quantised coefficients are all rearranged in a zigzag order as shown in 

figure 3.4. The run length in this zigzag order is described by a RUN-SIZE symbol. 

The RUN is a count of how many zeros occurred before the quantised coefficient and 

the SIZE symbol is used in the same way as it was for the DC coefficients, but on 

their AC counter parts. The two symbols are combined to form a RUN-SIZE symbol 

and this symbol is then entropy coded. Additional bits are also transmitted to specify 

the exact value of the quantised coefficient. A size of zero in the AC coefficient is 

used to indicate that the rest of the 8 ×  8 block is zeros (End of Block or EOB).  
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3.2 SIGNAL ENERGY  

The idea of the "size" of a signal is crucial to many applications. It is also nice 

to know if the signal driving a set of headphones is enough to create a sound. The 

given example deals with electric signals, which generally vary with different signals 

with very different tolerances. For this reason, it is convenient to quantify this idea of 

"size". This leads to the ideas of signal energy and signal power. 

Since we often think of signal as a function of varying amplitude through 

time, it seems to reason that a good measurement of the strength of a signal would be 

the area under the curve. However, this area may have a negative part. This negative 

part does not have less strength than a positive signal of the same size. This suggests 

squaring the signal or taking its absolute value, then finding the area under that curve. 

It turns out that what we call the energy of a signal is the area under the squared 

signal. The original signal and the energy of the signal is shown in figure 3.5, and 

equation 3.6 shows the formula for the calculation of energy of a continuous signal. 

dttfEt ∫
∞

∞−

= )|)((| 2  (3.6)

 

 

 

 

 
 

 
 

Figure 3.5: Original Signal ( )f t  and Energy signal 2( )f t  
 
3.3 ENERGY QUANTISATION (EQ) 

3.3.1 Technique-1: Energy Quantisation (EQ) 

The technique of energy calculation discussed in the previous section has been 

applied to calculate the energy of the transformed coefficients of the image block, 

where each transformed pixel values are considered as the amplitude of the image 

    42



 
 

Image compression using Discrete Cosine Transform 

signal. Taking the square of each transformed coefficients and taking the sum gives 

rise to the energy content in that block.  It means that each signal has some 

contribution to the total energy.  Than a threshold value considered for elimination of 

the transformed coefficients i.e. if the energy of the transformed coefficient is less 

than the threshold value than make that zero, otherwise keep the coefficient as it is.  

The threshold value is considered according to the user requirement, i.e. how much 

energy of the image user want to save.   For higher compression and low quality, less 

transformed coefficients has to be stored i.e. maximum amount of the energy has to 

be discarded.  For low compression and high quality, maximum amount energy has to 

be saved. 

 

 

 

 

 

FDCT Energy 
calculation 
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Thresholding 

Huffman 
Encoder 
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DCT – Based Encoder8 x 8 blocks 
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Data 

Compressed 
Image Data 

 
 

Figure 3.6: Energy Quantisation based Image Compression Encoder 

Energy Quantisation based image compression (EQ-IC) technique encoder 

and is shown in figure 3.6.  Figure 3.7, illustrates the proposed energy quantization 

technique briefly by taking a sample 8 ×  8 block.  Figure 3.7 (a), is an 8 ×  8 block of 

8-bit samples taken arbitrarily from a real image.  The sample to sample variation is 

very high, which indicates the existence of high spatial frequency. The actual samples 

level sifted by subtracting 128 from each sample, as DCT is designed to work on 

sample values ranging form -127 to 128.  The samples are than passed through the 

FDCT block, for converting the samples to frequency domain.  Figure 3.7 (b), shows 

the resulting DCT coefficients, where it’s very clear that most of the coefficients are 

very small.  Figure 3.7 (c), shows the quantized DCT coefficients, normalized by the 

quantization table (Table -1).  Figure 3.7 (d) shows the DCT coefficients quantized by 

using the proposed algorithm. First the normalized energy of the transformed 

coefficients is calculated using the following equation, 
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.),(1 2

0 0
nmx

MN
E

M

m

N

n
n ∑∑

= =

=  (3.7)

Where M  and are the width and length of the sample block and N ( , )x m n is the 

transformed samples.  Than according to the threshold value, i.e. a measure to know 

the contribution of the transformed sample to the normalized energy is considered.   

  154 123 123 123 123 123 123 136 
192 180 136 154 154 154 136 110 
254 198 154 154 180 154 123 123 
239 180 136 180 180 166 123 123 
180 154 136 167 166 149 136 136 
128 136 123 136 154 180 198 154 
123 105 110 149 136 136 180 166 
110 136 123 123 123 136 154 136 

(a) Source Image Sample 

162.3 40.6 20.0 72.3 30.3 12.5 -19.7 -11.5 
30.5 108.4 10.5 32.3 27.7 -15.5 18.4 -2.0 

-94.2 -60.1 12.3 -43.4 -31.3 6.1 -3.3 7.2 
-38.6 -83.6 -5.4 -22.2 -13.5 15.5 -1.3 3.5 
-31.3 17.9 -5.5 -12.4 14.3 -5.9 11.5 -6.0 

-0.9 -11.8 12.8 0.2 28.1 12.6 8.4 2.9 
4.6 -2.4 12.2 6.6 -18.7 -12.8 7.0 12.1 

-9.9 11.2 7.8 -16.3 21.5 0.1 5.9 10.7 
 

  (b) Forward DCT coefficients 

10 4 2 5 1 0 0 0
3 9 1 2 1 0 0 0 

-7 -5 1 -2 -1 0 0 0 
-3 -5 0 -1 0 0 0 0 
-2 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 

 (c) JPEG Quantized Coefficients 

10 3 1 5 2 0 -1 0 
2 7 0 2 2 0 0 0 

-6 -4 0 -3 -2 0 0 0 
-2 -5 0 -1 0 0 0 0 
-2 0 0 0 0 0 0 0 
0 0 0 0 2 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 

 (d) Energy Quantized Coefficients 
      30% of Normalized Discarded 

149 134 119 116 121 126 127 128
204 168 140 144 155 150 135 125 
253 195 155 166 183 165 131 111 
245 185 148 166 184 160 124 107 
188 149 132 155 172 159 141 136 
132 123 125 143 160 166 168 171 
109 119 126 128 139 158 168 166 
111 127 127 114 118 141 147 135 
 (e) Reconstructed image of JPEG Dequantized 

     Coefficients 

149 127 113 132 139 122 123 128 
195 177 148 146 153 148 134 109 
253 194 152 173 184 150 122 110 
241 183 142 166 183 154 128 115 
188 154 128 149 171 163 152 139 
139 135 125 138 158 168 173 162 
123 118 116 136 148 148 160 168 
101 128 126 113 118 142 156 137 
 (f) Reconstructed image of energy Dequantized 

     Coefficients 

 
Figure 3.7:  Energy Quantisation Decoding and Encoding example 

 

 

 

 

 

 

 

 

 

 

 

For this example the threshold value is taken as 30% of the normalized 

energy. For higher compression this threshold value has to be increased.  The DCT 

coefficient can be saved as it is, but the transformed coefficients/samples have been 

normalized to decrease the amplitudes.  At the decoder the compressed data is 

dequantized and passed through the IDCT operation to reconstruct the image. Figure 

3.7 (e) shows the reconstructed samples, after dequantizing the compressed samples 

using the quantization table.   

The decoding technique is shown in figure 3.8. The reconstructed pixel using 

the energy dequantisation is shown in Figure 3.7 (f).  From the reconstructed image 
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pixel values it is clear that some of the high frequency components are preserved.  

This indicates that the edge property of the image is preserved. 

  DCT – Based Decode

 IDCT Huffman 
Decoder 

 

 

 

3.3.2 Technique-II : Modified Energy Quantisation (MEQ) 

In case of the second method i.e. Modified energy quantisation the energy is 

calculated by taking the absolute value of the transformed coefficients as shown in 

figure 3.9. By performing the absolute operation all the transformed coefficients are 

converted into some positive amplitude. The area under this positive coefficients will 

give the energy of the signal.  It means that each signal amplitude represents the 

energy of that signal.  A threshold value has to be considered for elimination of the 

transformed coefficients  i.e. if the energy of the transformed coefficient is less than 

the threshold value than make that zero, otherwise keep the coefficient as it is.  Mean 

of the signal is used to set the threshold value for truncation of the transformed 

coefficients as shown in equation (3.8).  

0 0

1 ( , )
M N

m
m n

A x m n
MN = =

= ∑ ∑  (3.8)

where M   and  are the width and length of the sample block and N ( , )x m n  is the 

transformed samples.  is the default threshold value. To sift the level of threshold 

value  is multiplied by some constant i.e. for higher compression and low quality 

of reconstruction  should be multiplied by some integer greater then 1, for low 

compression and high quality  should be divided by some integer.   

mA

mA

mA

mA

 

 

Table  
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r

Compressed 
Image Data Reconstructed  

Image Data 

 
Figure 3.8: Energy Quantisation based Image Compression Decoder 
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Figure 3.9: Modified Energy Quantisation based Image Compression Decoder 
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The threshold value is considered according to the user requirement, i.e. how 

much energy of the image user want to save.   For higher compression and low 

quality, less transformed coefficients has to be stored i.e. maximum amount of the 

energy has to be discarded.  For low compression and high quality, maximum amount 

energy has to be saved. The decoding procedure is same as the previous technique as 

shown in figure 3.8. 

3.3.3 Rule Based Energy Quantisation  (RBEQ) 

Instead of representing knowledge in a relatively declarative, static way, rule-

based system represent knowledge in terms of a bunch of rules that tell what should 

be done or what could be concluded in different situations. A rule-based system 

consists of a bunch of IF-THEN rules, and some interpreter controlling the 

application of the rules, given the facts.  

Rules in the system represent possible actions to take when specified 

conditions hold on items in the working memory - they are sometimes called 

condition-action rules. The conditions are usually patterns that must match items in 

the working memory, while the actions usually involve adding or deleting items from 

the working memory. The rule based designing broadly divided into two types: 

forward chaining design, and backward chaining design. In a forward chaining 

designer have to start with some initial facts, and keep using the rules to draw new 

conclusions (or take certain actions) given those facts. In a backward chaining 

designer have to start with some hypothesis (or goal) to prove, and keep looking for 

rules that would allow to conclude that hypothesis, perhaps setting new subgoals to 

prove. Forward chaining design are primarily data-driven, while backward chaining 

design are goal-driven. 

Forward chaining design process is used here for compression of the image.  

Normalized energy  is used as the primary data to set the rules for the quantization 

of the blocks.  Calculation of   is already explained by the equation 3.7 in section 

3.4.1. As the blocks which have edges contributes in large energy and the blocks 

nE

nE
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which has no edges contributes to less energy.  So this property of the image blocks 

taken in to account and some rules are formed using this energy values. Here two 

rules are proposed, one for high compression low quality of reconstruction and other 

one for low compression high quality of reconstruction, compared to the fixed energy 

quantization method. 

Rule-1 (RBEQ-1): 

If  quantisation value is 10% of   1000,nE ≥ nE

Else if   quantisation value is 30% of   700,nE ≥ nE

Else if   quantisation value is 50% of   500,nE ≥ nE

Else if   quantisation value is 60% of   300,nE ≥ nE

Else quantisation value is 70% of   nE

Rule-2 (RBEQ-2): 

If  quantisation value is 10% of   1000,nE ≥ nE

Else if   quantisation value is 50% of   500,nE ≥ nE

Else quantisation value is 90% of   nE

 

3.4 SIMULATION RESULTS 

Five different standard test images shown in figure 3.10 are used in the 

simulation of the image compression task using the DCT based JPEG, Energy 

Quantisation technique (EQ), Modified Energy Quantisation (MEQ) and Rule Based 

Energy Quantisation (RBEQ-1 & RBEQ-2) respectively. At first the image blocks are 

passed through the FDCT blocks for conversion into frequency domain. Then the 

transformed coefficients are allowed to compress using the quantisation operation. 

After the quantisation the quantized coefficients are coded using some lossless coding 

algorithm.  This completes the compression of the original data and the coded data 

represent the compressed version of the original sample images.  
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The performance comparison has been carried out using all the performance 

indices given in equations (1.2-1.4). These are; PSNR peak signal to noise ratio, 

energy retained and bits per pixel obtained in the process of compression and 

reconstruction of signals or images. The same parameters are computed for all the 

images using the DCT based compression and proposed techniques. Table 3.2 lists the 

PSNR in dB obtained for JPEG technique and proposed techniques, Table 3.3 lists the 

bpp (bits per pixel) required for representing one pixel in case of the compressed 

image. The reconstructed image and the error images for different techniques are 

shown in figures 3.11 - 3.14. 

   

(a) Lena Image  (b) Bobbon Image 

   

(c) Peppers Image  (d) GoldHill Image 
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 (e) Airport Image  

Figure 3.10: Standard (512x512) test images used for testing the proposed algorithms 
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Table 3.2: Comparative results in PSNR (dB) of different Quantisation techniques for 
five different images 

  LENA BABBON PEPPERS GOLDHILL AIRPORT
MAT-1 36.80 28.22 34.74 33.58 28.68 JPEG MAT-2 30.62 23.42 30.09 28.65 24.58 
100% 31.23 25.92 30.53 29.88 25.63 
80% 31.71 26.58 30.97 30.33 26.11 
60% 32.39 27.45 31.55 30.88 26.79 
40% 33.37 28.72 32.34 31.70 27.81 
20% 35.06 30.87 33.63 33.06 29.71 
10% 36.65 32.92 34.75 34.37 31.63 

EQ 

5% 37.99 34.39 35.61 35.43 33.43 
5 28.80 20.86 28.04 27.33 22.33 
4 29.90 21.62 29.15 28.19 22.99 
3 31.47 22.88 30.44 29.32 23.93 
2 33.68 24.13 32.17 31.10 25.64 

100% 37.35 29.82 34.80 34.30 29.79 
80% 38.36 31.37 35.45 35.23 31.35 
60% 39.31 33.21 36.10 36.00 33.25 
40% 39.84 34.80 36.49 36.26 34.71 

MEQ 

20% 39.88 35.09 36.54 36.27 34.99 
RBEQ1 36.23 37.94 34.37 34.82 31.29 RBEQ RBEQ2 36.07 2.001 34.24 34.24 31.11 

 
 
Table 3.3: Comparative results in bpp (bits per pixcel) of different Quantisation 
techniques for five different images: 

  LENA BABBON PEPPERS GOLDHILL AIRPORT
MAT-1 0.691 1.538 0.700 0.876 1.234 JPEG MAT-2 0.193 0.381 0.197 0.205 0.208 
100% 0.403 1.228 0.395 0.497 0.721 
80% 0.428 1.358 0.424 0.542 0.808 
60% 0.461 1.516 0.461 0.597 0.939 
40% 0.531 1.724 0.520 0.680 1.133 
20% 0.602 2.004 0.632 0.821 1.453 
10% 0.691 2.232 0.750 0.959 1.700 

EQ 

5% 0.761 2.419 0.874 1.090 1.916 
5 0.290 0.264 0.267 0.265 0.219 
4 0.340 0.371 0.305 0.324 0.274 
3 0.421 0.593 0.362 0.416 0.391 
2 0.549 1.072 0.475 0.591 0.715 

100% 0.752 1.946 0.804 0.949 1.533 
80% 0.816 2.149 0.898 1.064 1.788 
60% 0.873 2.339 0.992 1.194 2.080 
40% 0.898 2.508 1.063 1.260 2.269 

MEQ 

20% 0.900 2.565 1.076 1.263 2.317 
RBEQ1 0.621 2.001 0.627 0.832 1.602 RBEQ RBEQ2 0.611 2.062 0.608 0.805 1.576 
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(a) Reconstructed image using MAT-1  (b) Error image using MAT-1 

 

 

 
(c) Reconstructed image using MAT-2  (d) Error image using MAT-2 
 

 

 

(e) Reconstructed image using MAT-1  (f) Error image using MAT-1 

 

 

 

(g) Reconstructed image using MAT-2  (h) Error image using MAT-2 
 

Figure 3.11: Reconstructed image and error images of JPEG quantisation technique 
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(a) Threshold=100% of En (b) Threshold=80% of En (c) Threshold=60% of En 

 

 

  

(d) Threshold=100% of En (e) Threshold=80% of En (f) Threshold=60% of En 

 

 

  

(g) Threshold=40% of En 

 

(h) Threshold=20% of En (i) Threshold=10% of En

 

  

(j) Threshold=40% of En (k) Threshold=20% of En (l) Threshold=10% of En 

 
Figure 3.12: Reconstructed image and error images of EQ technique 
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(a) Threshold=5 of En 

 
 
 
 
 
 
 
 
 

(b) Threshold=3 of En

 
 
 
 
 
 
 
 
 

(c) Threshold= En

   

(d) Threshold=5 of En 

 
 
 
 
 
 
 
 
 

(e) Threshold=3 of En

 
 
 
 
 
 
 
 
 

(f) Threshold= En

   

(g) Threshold=80% of En 

 
 
 
 
 
 
 
 
 
(h) Threshold=60% of En

 
 
 
 
 
 
 
 
 
(i) Threshold=40% of En

   

(j) Threshold=80% of En 

 
 
 
 
 
 
 
 
 
(k) Threshold=60% of En

 
 
 
 
 
 
 
 
 
(l) Threshold=40% of En

   
Figure 3.13: Reconstructed image and error images of MEQ technique 
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(a) Using RBEQ-1 

 
 
 
 
 
 
 
 
 

(b) Using RBEQ-1 

 
 
 
 
 
 
 
 
 

(c) Using RBEQ-1 
   

(d) Using RBEQ-1 

 
 
 
 
 
 
 
 
 

(e) Using RBEQ-1 

 
 
 
 
 
 
 
 
 

(f) Using RBEQ-1 
   

(g) Using RBEQ-2 

 
 
 
 
 
 
 
 
 

(h) Using RBEQ-2 

 
 
 
 
 
 
 
 
 

(i) Using RBEQ-2 
   

(j) Using RBEQ-2 

 
 
 
 
 
 
 
 
 

(k) Using RBEQ-2 

 
 
 
 
 
 
 
 
 

(l) Using RBEQ-2 
   

Figure 3.14: Reconstructed image and error images of RBEQ technique 
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3.5 Summary and Discussion  

In this Chapter we have employed the DCT based JPEG image compression 

technique. Three new quantisation techniques are proposed that can  replace the 

existing vector quantisation technique. Simulation results indicate that the proposed 

techniques achieve nearly same PSNR value as that of the existing JPEG technique. 

The third rule based energy quantisation (RBEQ) technique improves the 

performance of image compression by making it intelligent to select the threshold 

value for each block separately according to the amount of energy content of that 

block.   
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JPEG [32, 50] has been created out of the collaboration between the 

consultative Committee on International Telephone and Telegraph (CCITT) and the 

International Standard Organization (ISO) to establish an International standard for 

image compression. It is based on the transform coding using DCT. The JPEG 

standard describes a family of image compression techniques for continuous tone 

(gray-scale) still images. Because of the amount of data involved and the 

psychovisual redundancy present in the images, JPEG employs a lossy compression 

scheme based on the transform coding. The JPEG defines four operation modes: 

sequential DCT based mode, sequential lossless mode, progressive DCT based mode, 

and hierarchical mode. The simplest sequential algorithm among the DCT based 

JPEG referred to as JPEG baseline, is widely used compression algorithm in the JPEG 

family.  

 
4.1 JPEG Baseline Algorithm 

Baseline algorithm is also called the sequential algorithm. The JPEG baseline 

data compression scheme can be summarized in the following three steps. The block 

diagram of the conventional JPEG framework has been shown in figure 4.1.  

Compressed 
data 

 

DCT 
 

Quantization 
 

Zigzag 
scanning 

 

DPCM of DC 
coefficients 

 

VLC 

Input  
block 

 

DCT 
 

Inv. 
Quantization 

 

Inv. zigzag 
scanning 

 

Inv. DPCM  
of DC coeff. 

 

VLD 

Output  
block 

Figure 4.1: Schematic block diagram of the conventional 
JPEG scheme of data compression 

4.1.1    DCT computation 

Initially the whole image is subdivided into 88×  size of pixel blocks. Each 

pixel is then level shifted by subtracting , where is the maximum number of 12 −n n2
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given levels. That is for 8-bit images we subtract 128 from each pixel in an attempt to 

remove the DC level of each block. The 2D DCT of each block is then computed. 

4.1.2    Quantisation of the DCT coefficients 

The DCT coefficients thus obtained are then thresholded using a Quantisation 

Matrix (QM) of size ( ) [4.2, 4.3] and reordered using zigzag scanning to form a 

1D sequence of 64 quantised coefficients. The first one is the DC coefficient and the 

rest 63 coefficients are the AC coefficients. The effect of dividing by such a QM 

would be to favour the low frequencies. The QM can be scaled to provide a variety of 

compression levels. The entries of the QM are usually determined according to the 

psychovisual considerations. A typical QM might be an integer multiple of a matrix 

such as in [9]. The multiplier might be any positive integer. The larger the multiplier, 

the better is the compression and accordingly a degradation in the reconstructed 

image is noticed. Also to reduce the psychovisual redundancy in image, JPEG 

incorporates the characteristic of the human visual system into the compression 

process through the specification of QM. It is known that the frequency response of 

the human visual system drops off with increasing spatial frequency. Further this drop 

off is faster in the two chrominance channels. As a result, the JPEG allows 

specification of two QM, one for the luminance and another for the two chrominance 

channels to allocate more bits for the representation of coefficients, which are visually 

more significant [54] Thus the choice of the QM and multiplier greatly influences the 

performance of the method. 

88×

 

4.1.3   Coding of the quantised coefficients 

The nonzero AC coefficients are Huffman coded using the Variable length 

code (VLC) that defines the value of the coefficients and the number of preceding 

zeros. The DC coefficient of each block is coded using the differential pulse code 

modulation (DPCM) relative to the DCT coefficients of the previous block.  

 

4.1.4   Reconstruction of the original image 

The reconstruction process of this scheme can be obtained by reversing all the 

forward processes, like Variable Length Decoding, Inverse DPCM, Inverse 

quantization and the inverse DCT algorithm.  
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4.2 Motivation 

 The JPEG conventionally employs the DCT as the transform block in its 

framework for image compression. The performance of the JPEG is quite satisfactory. 

In the DSP literature many other efficient transforms such as Good Winograd 

Transform (GWT) [34, 46] and DHT are being used. Similarly the DHT is a real 

valued transform whose forward and inverse transforms are same except for an 

inclusion of a scale factor in the inverse transform. Besides, the DHT can compute 

both convolution and the DFT efficiently [46]. The memory requirement to compute 

both the forward and inverse DHT is about 50% as those of the DCT. In the present 

work we have attempted the use of the DHT in JPEG to find out whether the new 

version of the JPEG can provide equivalent performance as that of the conventional 

one. The choice of QM and the multiplier greatly influence the performance of the 

JPEG scheme of image compression and reconstruction. While replacing the DHT in 

the JPEG framework, care should be taken in choosing proper QM. The same QM 

shown in Table-3.1 is used for testing the results. But these QM were unable to give 

proper results as they are designed to preserve data which follows the zigzag scan 

order as shown in figure 3.4. DHT transformed coefficients do not follows the zigzag 

scanning; instead they follow a special scanning order as shown in figure 4.2. So the 

designing of the QM matrix is quite difficult in this case. To eliminate these 

difficulties the quantisation techniques proposed in chapter one  used and tested for 

different images to examine whether the newer version has any advantage over the 

conventional compression scheme or not. 
1 2 4 6 8 10 12 14  
        

 3 16 17 19 21 23 25 27 
         
5 18 29 30 32 34 36 38 
         
7 20 31 40 41 43 45 47 
   

 
     

9 22 33  42 49 50 52 54 
        

11 24 35 
 

44 51 56 57 59 
         

13 26 37 46 53 58 61 62 
   

 
     

15 28 39  48 55 60 63 64 
Figure 4.2: Scanning order of DHT coefficient  
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4.3 Discrete Hartley Transform (DHT) 

4.3.1 1D DHT 

In 1942, R. V. L. Hartley [61] proposed a real integral transform for the 

analysis of transmission problem. Based on that integral transform, Bracewell [59] 

proposed a real valued discrete transform called the DHT. The DHT is a real valued 

alternative to the DFT as the even and odd parts of the DHT of a real valued sequence 

are same as the real and negative imaginary parts of the corresponding DFT 

components. The DHT of an N-point real valued sequence ( )nx  is defined as [60] 

( ) ( ) ( )Nkn2 cas  1 1

0
π∑

−

=

=
N

n
nx

N
kX  (4.1)

and the inverse transform is 

( ) ( ) ( )Nkn2 cas  
1

0
π∑

−

=

=
N

k
kXnx  (4.2)

where,  

( ) ( ) ( )NknNknNkn πππ 2sin2cos2cas +=  

for  1,...,2,1,0, −= Nnk

Equations (4.1) and (4.2) may respectively be expressed in the matrix product form 

as: 

( ) xCNX N1= , and    XCx N=  (4.3)

where x  is the  input vector and1×N X is the 1×N  DHT vector.  is the NC NN ×  

Hartley matrix whose elements are given by 

( ) ( ) ( )NknNknnkCN ππ 2sin2cos, +=  (4.4)

for  from (4.4) it can be seen that 1,...,2,1,0, −= Nnk

( ) ( )knCnkC NN ,, =  (4.5)

and 

( ) ( ) kk

N

n
NN NknCknC ′

−

=

=′∑ δ
1

0

,,  (4.6)

where Kronecker delta kk ′δ is given by 
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⎢
⎣

⎡
′≠

′=
=′  kkfor        0

kkfor         1
kkδ  

 
from (4.5) and (4.6) it can be found that the Hartley matrix is a nonsingular Harmitian 

matrix of eigen value N± . An important feature of this transform that makes it 

more advantageous compared to the DFT and DCT is that the inverse transform 

defines by (4.2) is identical to the forward transform given by (4.1), except a scale 

factor of 
N
1 . Therefore, only one routine may be coded and stored for the forward as 

well as inverse transform.  

 
4.3.2 2D DHT 

Just like 1D, the 2D DHT computation can be developed and has a potential 

application in the field of image processing [57]. Development of efficient schemes 

for its fast computation is, therefore, a subject of interest. Many researches have been 

carried out to solve this problem. Bracewell et al [60] have proposed an efficient 

algorithm to compute the multidimensional DHT by adding certain number of 

intermediate arrays where each of the arrays is computed using 1-dimensional fast 

DHT algorithm. Another scheme of computation of the DHT has been proposed [58], 

where the computation is based on the prime-factor decomposition. According to this 

scheme, multidimensional DHT can be computed using a 1D fast DFT algorithm and 

an 1D fast DHT algorithm. This scheme has been reported to be less compulsive as 

well as structurally less complex over the earlier scheme. In the JPEG scheme we 

have incorporated the DHT that has been computed using the prime factor. A brief 

overview of this algorithm is follows.   

The 2D DHT of an array ( )[ ]nmx ,  of size NM ×  may be defined as 

( ) ( )∑∑
−

=

−

=
⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ ++⎥

⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ +=

1

0

1

0

ln2sinln2cos  ,,
N

n

M

m NM
km

NM
kmnmxlkX ππ  (4.7)

By splitting the arguments of sine and cosine function of (4.7), we get 

( ) ( ) ( )∑∑
−

=

−

=
⎥⎦
⎤

⎢⎣
⎡ −+⎥⎦

⎤
⎢⎣
⎡ +=

1

0

1

0

 ln2sinln2cos , ln2sinln2cos ,,
N

n

N

n NN
nkv

NN
nkulkX ππππ  (4.8)

where  
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( ) ( )∑
−

=

=
1

0

2cos,,
M

m M
kmnmxnku π  (4.9)

( ) ( )∑
−

=

=
1

0

2cos,,
M

m M
kmnmxnkv π  (4.10)

It may be noted that ( )nku ,  and ( )nkv , , for ,1,...,1,0 −= Mk  represent the 

real parts and the negative imaginary parts of M-point DFT of nth column of 

, respectively. ([ nmx , )]

Substituting  on the second sum of (4.8), we can get  nNn −=

( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ +=∑

−

= NN
nkwlkX

N

n

ln2sinln2cos  ,,
1

0

ππ  (4.11)

where,  

( ) ( ) ( )( )NnNkvnkunkw −+= ,,,  (4.12)

The symbol  denotes the modulo N operation ( )N•

 Equations (4.9) - (4.12) indicate that a 2D DHT of an array of size NM ×  

may be computed in the following sequences: 

i. The M-point DFT of each column of  ( )[ ]nmx ,  be computed. 

ii. The real parts of the DFT of the nth column be added with the –ve of 

corresponding imaginary parts of the DFT of the (N-n)th column, for  

n=1,2,…,N-1. The real part of the DFT of zeroth column, however, be added 

with the -ve imaginary part of the DFT of the same column. The results thus 

obtained, be stored in the corresponding position of ( )[ ]nmx ,  under its new 

variable name . ( )[ ]nmw ,

iii. Finally, the N-point DHT of each row of ( )[ ]nmw ,  be computed to obtained 

the desired 2D DHT. 

4.4 Energy Quantisation (EQ) 

4.4.1 Technique-1: Energy Quantisation (EQ) 

This same technique of energy calculation discussed in the previous chapter 

has been applied to calculate the energy of the transformed coefficients of the image 

block, where each transformed pixel values are considered as the amplitude of the 

image signal. Taking the square of each transformed coefficients and taking the sum 
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gives rise to the energy content in that block.  It means that each signal has some 

contribution to the total energy.  Than a threshold value considered for elimination of 

the transformed coefficients i.e. if the energy of the transformed coefficient is less 

than the threshold value than make that zero, otherwise keep the coefficient as it is.  

The threshold value is considered according to the user requirement, i.e. how much 

energy of the image user want to save.   For higher compression and low quality, less 

transformed coefficients has to be stored i.e. maximum amount of the energy has to 

be discarded.  For low compression and high quality, maximum amount energy has to 

be saved. 

 

 

 

 

 

First the normalized energy of the transformed coefficients is calculated using 

the following equation, 

FDCT Energy 
calculation 

& 
Thresholding 

Huffman 
Encoder 

Table  
Specifications 

DCT – Based Encoder8 x 8 blocks 

Source Image 
Data 

Compressed 
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Figure 4.3: Energy Quantisation based Image Compression Encoder 
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n ∑∑

= =

=  (4.13)

Where M  and are the width and length of the sample block and N ( , )x m n is the 

transformed samples.  Than according to the threshold value, i.e. a measure to know 

the contribution of the transformed sample to the normalized energy is considered.   

    DHT –

 IDHT Huffman
Decoder

 

 

 

Table 
Specifications 

 Based Decoder

Compressed  
Image Data Reconstructed  

Image Data 

 
 

Figure 4.4: Energy Quantisation based Image Compression Decoder 
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The decoding technique is shown in figure 4.4. From the reconstructed image 

pixel values it is clear that some of the high frequency components are preserved.  

This indicates that the edge property of the image is preserved. 

4.4.2 Technique-II : Modified Energy Quantisation (MEQ) 

In case of the second method i.e. Modified energy quantisation the energy is 

calculated by taking the absolute value of the transformed coefficients as shown in 

figure 4.5. By performing the absolute operation all the transformed coefficients are 

converted into some positive amplitude. The area under these positive coefficients 

will give the energy of the signal and the amplitude represents the energy of that 

signal.   

 

 

 

 

A threshold value has to be considered for elimination of the transformed 

coefficients i.e. if the energy of the transformed coefficient is less than the threshold 

value than make that zero, otherwise keep the coefficient as it is.  Mean of the signal 

is used to set the threshold value for truncation of the transformed coefficients as 

shown in equation (4.15).  
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Figure 4.5: Modified Energy Quantisation based Image Compression Decoder 
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DHT  

0 0

1 ( , )
M N

m
m n

A x m n
MN = =

= ∑ ∑  (4.15)

where M   and  are the width and length of the sample block and N ( , )x m n  is the 

transformed samples.  is the default threshold value. To shift the level of threshold 

value  is multiplied by some constant i.e. for higher compression and low quality 

of reconstruction  should be multiplied by some integer greater then 1, for low 

compression and high quality  should be divided by some integer.   

mA

mA

mA

mA

The threshold value is considered according to the user requirement, i.e. how 

much energy of the image user want to save.   For higher compression and low 
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quality, less transformed coefficients has to be stored i.e. maximum amount of the 

energy has to be discarded.  For low compression and high quality, maximum amount 

energy has to be saved. The decoding procedure is same as the previous technique as 

shown in figure 4.4. 

 

4.4.3 RULE BASED ENERGY QUANTISATION  (RBEQ) 

Instead of representing knowledge in a relatively declarative, static way, rule-

based system represent knowledge in terms of a bunch of rules that tell what should 

be done or what could be concluded in different situations. A rule-based system 

consists of a set of IF-THEN rules, and some interpreter controlling the application of 

the rules, given the facts.  

Rules in the system represent possible actions to take when specified 

conditions hold on items in the working memory - they are sometimes called 

condition-action rules. The conditions are usually patterns that must match items in 

the working memory, while the actions usually involve adding or deleting items from 

the working memory. The rule based designing broadly divided into two types: 

forward chaining design, and backward chaining design. In a forward chaining 

designer have to start with some initial facts, and keep using the rules to draw new 

conclusions (or take certain actions) given those facts. In a backward chaining 

designer have to start with some hypothesis (or goal) to prove, and keep looking for 

rules that would allow concluding that hypothesis, perhaps setting new subgoals to 

prove. Forward chaining design is primarily data-driven, while backward chaining 

design are goal-driven.  

The energy quantisation rules proposed in chapter 3 is used to threshold the 

transformed coefficients.  Form the simulation result it is very much clear that the 

performance of the proposed DHT based JPEG technique out performs the existing 

technique of quantisation.  Both the rules are unchanged for testing the proposed 

technique. These rules can be modified for both better compression and better quality. 

The two rules are specified  
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Rule-1 (RBEQ-1): 

If  quantisation value is 10% of   1000,nE ≥ nE

Else if   quantisation value is 30% of   700,nE ≥ nE

Else if   quantisation value is 50% of   500,nE ≥ nE

Else if   quantisation value is 60% of   300,nE ≥ nE

Else quantisation value is 70% of   nE

Rule-2 (RBEQ-2): 

If  quantisation value is 10% of   1000,nE ≥ nE

Else if   quantisation value is 50% of   500,nE ≥ nE

Else quantisation value is 90% of   nE

  

4.5 Simulation Results 

In this section we provide simulation results both for the conventional and 

newer version of the JPEG. Because of the obvious advantage of DHT over DCT, we 

have replaced the DCT block in the encoder side with the DHT and IDCT block in the 

decoder side with the DHT having a scale factor of ⎟
⎠
⎞

⎜
⎝
⎛

N
1 .    

The performance comparison has been carried out using all the performance 

indices given by (1.2-1.4). These are; PSNR peak signal to noise ratio, energy 

retained and bits per pixel obtained in the process of compression and reconstruction 

of signals or images. The same parameters are computed for all the images using the 

DCT based compression and proposed techniques. Table 4.1 lists the PSNR in dB 

obtained for JPEG technique and proposed techniques, Table 4.2 lists the bpp (bits 

per pixel) required for representing one pixel in case of the compressed image. The 

reconstructed image and the error images for different techniques are shown in figures 

4.6 - 4.8. 
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Table 4.1: Comparative results in PSNR (dB) of different Quantisation techniques for 
five different images 

  LENA BABBON PEPPER GOLDHILL AIRPORT 
100% 29.83 25.55 29.13 29.22 25.32 
80% 30.35 26.09 29.60 29.68 25.80 
60% 31.03 27.05 30.18 30.24 26.53 
40% 31.92 28.40 31.02 31.11 27.48 
20% 33.59 30.01 32.55 32.69 29.56 

EQ 

10% 34.98 32.98 33.85 34.00 30.80 
5 29.90 20.80 26.23 26.78 22.21 
4 27.88 21.56 27.27 27.60 22.79 
3 29.25 22.72 28.54 28.78 23.69 
2 31.33 29.69 30.52 30.69 25.37 

100% 34.98 29.82 33.64 34.06 29.64 
90% 35.41 30.13 34.11 34.71 30.32 
70% 36.66 31.34 34.96 35.76 32.04 
50% 37.68 34.69 35.95 36.06 34.38 

MEQ 

30% 37.91 35.09 36.21 36.07 35.04 
RBEQ1 30.04 25.81 29.35 29.45 25.56 RBEQ RBEQ2 30.67 26.48 29.86 29.95 26.71 

 
 
 
 

Table 4.2 Comparative results in bpp (bits per pixcel) of different Quantisation 
techniques for five different images: 

  LENA BABBON PEPPER GOLDHILL AIRPORT 
100% 0.501 0.502 0.502 0.635 0.749 
80% 0.546 0.547 0.547 0.701 0.856 
60% 0.607 0.609 0.609 0.784 1.030 
40% 0.688 0.710 0.710 0.911 1.251 
20% 0.844 0.901 0.901 1.107 1.624 

EQ 

10% 0.958 1.077 1.077 1.293 1.826 
5  0.317 0.295 0.284 0.317 0.220 
4 0.398 0.435 0.371 0.413 0.278 
3 0.517 0.687 0.508 0.583 0.417 
2 0.709 1.255 0.774 0.984 0.790 

100% 1.057 2.321 1.152 1.408 1.013 
90% 1.086 2.385 1.197 1.464 2.047 
70% 1.114 2.536 1.266 1.526 2.225 
50% 1.175 2.728 1.319 1.537 2.386 

MEQ 

30% 1.181 2.741 1.328 1.539 2.407 
RBEQ1 0.521 1.427 0.522 0.667 0.806 RBEQ RBEQ2 0.576 1.588 0.576 0.740 0.950 
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(a) Threshold=100% of En (b) Threshold=80% of En (c) Threshold=60% of En
   

   
(d) Threshold=100% of En (e) Threshold=80% of En (f) Threshold=60% of En
   

   
(g) Threshold=40% of En (h) Threshold=20% of En (i) Threshold=10% of En

   

   
(j) Threshold=40% of En (k) Threshold=20% of En (l) Threshold=10% of En

 
Figure 4.6: Reconstructed image and error images of EQ technique 
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(a) Threshold=5 of En (b) Threshold=3 of En (c) Threshold= En

   

   
(d) Threshold=5 of En (e) Threshold=3 of En (f) Threshold= En

   

   
(g) Threshold=90% of En (h) Threshold=70% of En (i) Threshold=50% of En

   

   
(j) Threshold=90% of En (k) Threshold=70% of En (l) Threshold=50% of En

 
Figure 4.7: Reconstructed image and error images of MEQ technique 
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(a) Using RBEQ-1 (b) Using RBEQ-1 (c) Using RBEQ-1 

   

   
(d) Using RBEQ-1 (e) Using RBEQ-1 (f) Using RBEQ-1 

   

   
(g) Using RBEQ-2 (h) Using RBEQ-2 (i) Using RBEQ-2 

   

   
(j) Using RBEQ-2 (k) Using RBEQ-2 (l) Using RBEQ-2 

 
Figure 4.8: Reconstructed image and error images of RBEQ technique 
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4.6 SUMMARY  

Exhaustive computer simulation results indicate that the DHT based JPEG is a 

useful alternative to that of a DCT based JPEG because of less storage requirement 

and improved compression and reconstruction performance. Qualitatively it is found 

to offer superior performance compared to the conventional JPEG. It is evident from 

the plots computed from the saving energy and PSNR in dB in the reconstructed 

images. Besides, there is saving in memory space in employing the DHT rather than 

the DCT and IDCT.  
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Arithmetic Lossless Compression Technique 

With the increasing use of multimedia technologies, image compression 

requires higher performance.  To address needs and requirements of multimedia and 

internet applications, many efficient image compression techniques, with 

considerably different features, have been developed.  An image compression 

technique exploits a common characteristic of most images that is the neighboring 

picture elements or pixels are highly correlated [9].  It means a typical still image 

contains a large amount of spatial redundancy in plain areas where adjacent pixels 

have almost the same values.  In addition a still image contains subjective 

redundancy, which is determined by the properties of Human Visual System (HVS).  

HVS presents some tolerance to distortion depending upon the image and viewing 

conditions.  Consequently, pixels must not always be reproduced exactly same as the 

original one but still HVS will not detect the difference between original image and 

reproduced image [65].  

All compression techniques can be basically classified into two main 

categories: called as lossy compression and lossless compression. Lossy schemes 

offer compression by a factor of 20 or more, but do not allow exact recovery of 

original images. In lossless schemes on the other hand compression ratio is limited to 

a factor of 2, but it allows exact reconstruction of images from the compressed 

imaged. This method is considered to be useful when finer details of the images are 

required to be retained for certain reasons as in case of medical and space images, 

remote sensing images and fine arts etc. Exact lossless recovery is, however, not an 

essential requirement in many situations because different applications may tolerate 

different limits of deviation from the original value. A third category of compression 

technique called as near lossless compression [62 - 79] is, therefore, evolving in the 

recent years. Near lossless compression method guarantees that difference between a 

pixel value of the reconstructed image and the value of corresponding pixel in the 

original image cannot exceed a specified upper limit [66, 69]. 

Transform domain approach using the discrete cosine transform (DCT) or the 

discrete wavelet transform (DWT) along with an entropy coding is usually deployed 

for lossy compression. For lossless and near lossless compression using differential 

pulse code modulation (DPCM) based on different predictors and error-modeling 

schemes are popularly used due to their simplicity as well as its efficiency although 
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wavelet-based filter bank coding and some hybrid schemes are also suggested [36], 

But, all these methods for near lossless coding cannot be directly extended to lossy 

region to have a unified approach for compression that can be suitable for variable 

compression requirement. Recently, a unified coding algorithm is suggested for lossy, 

lossless as well as the near lossless compression using lossless-DCT (L-DCT) [77]. 

Since L-DCT maps an integer vector to a vector mat is also expressed by integer it 

does not introduce reconstruction error when no quantization is performed. L-DCT 

can therefore be used for lossless compression, and the compression performance of 

the L-DCT is found to be comparable to that of conventional DCT for lossy as well as 

near lossless compression. 

Based on some simple arithmetic calculation, an efficient Lossless Image 

Compression technique is proposed.  This technique is designed for high quality still 

image compression, especially PSNR value above 34.  This algorithm is most 

applicable for those images where lossy compression is avoided such as medical and 

scientific images. The encoding and decoding procedure is very fast. 

 
5.1  Arithmetic  Compression (AC) 

For the gray level image, the pixel value is usually represented in integer 

format. The LOG-EXP image compression [74 - 75] is based on the logarithmic 

number system (LNS) properties, and brings the pixel values to 8 as a result the 

neighboring difference between the pixels also reduced. Using the proposed different 

transforms we concentrate the statistical property of the image to a particular range 

and discard some of the transformed values depending upon the requirement. 
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Figure 4.1: Schematic Diagram of Arithmetic Compression(AC) System  
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 Figure 5.1: Schematic Diagram of Arithmetic Compression (AC) System  
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The compression and decompression flow of the new arithmetic compression 

algorithm is shown in figure 5.1.  Where for reducing the distribution of the pixel 

value to locate in a small and continuous range, the pixels are divided by a base 

number and only the division value is stored and the reminder is truncated.  As a 

result it removes the redundancy of the data, at the same time the large neighboring 

distance between two pixels reduced to a small value.  The neighbor pixels usually 

represent the same object so the values of the pixels are similar.  The neighboring 

differences will be very small and there may be many similar differences.   When the 

pixels are processed in sequential scan at the time of changes form one line to next 

line occurs, there will be one large neighboring difference. To avoid such kind of 

large neighboring difference, the snake scan is used as shown in figure 5.2.  

 

 

 

 

 

 

  

  Neighbouring Difference 

Figure 4.2: Snake Scanning 
 

Figure 5.2: Snake Scanning 

5.1.1 Forward Arithmetic Compression Algorithm 

Step 1: The input image is level shifted by 2P-1 that is, 2P-1 is subtracted 

from each pixel value, where P is the number of bits used to represent each pixel.  

Thus 128 is subtracted form each pixel if the image is 8-bit. 

Step 2: Divide the level shifted pixel values by the base, where base is any 

value in between 4 to 16 and take the integer part only, similar as modulo operation.  

For high quality the base should be small and for high compression the base should be 

high.  

Step 3: Perform snake scan and calculate the difference of the adjacent pixel 

values as shown in figure 5.2. 
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Step 4: Perform Variable Run length coding for lossless coding of the 

decorrelated coefficients. 

5.1.2 Inverse Arithmetic Compression Algorithm 

Step 1: Perform Run length decoding to get back the pixel values form the 

lossless coded data. 

Step 2: Perform snake scan and calculate the original pixel values by adding 

the differences. 

Step 3: Multiply the pixel values by the base to get back the original pixel 

values.  In this case the maximum loss will be equal to base -1. 

Step 4: Level shifted by 2P-1 that is, 2P-1 is added to each pixel value, where 

P is the number of bits used to represent each pixel.  Thus 128 is added to each pixel 

if the image is 8-bit. 

 

5.2 Simulation Results 

The programs are implemented using Matlab 7.1. Performance of the 

proposed scheme is evaluated on a set of test images namely, Lena, Baboon, Pepper, 

Gold Hill and Airport images seen in figure 3.10 of second chapter.  In Table 5.1 and 

Table 5.2, the performance of the proposed technique is compared with the JPEG 

compression.  Two different quantization matrixes Mat1 & Mat2 as shown in      

Table 3.1 of second chapter has been considered for JPEG compression.    

Table 5.1 lists the PSNR in dB obtained for JPEG technique and proposed 

techniques for modulo values 4, 8, 16, 32 i.e. 2n where n= 1, 2, 3… etc.  Table 5.2 

lists the bpp (bits per pixel) required for representing one pixel in case of the 

compressed image. The reconstructed image and the error images for different 

techniques are shown in figures 5.3 – 5.7. 
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(a) JPEG : Mat1 (b) JPEG : Mat2 (c) Base 4 

   
(d) JPEG : Mat1 (e) JPEG : Mat2 (f) Base 4 

   
(g) Base 8 (h) Base 16 (i) Base 32 

   
(j) Base 8 (k) Base 16 (l) Base 32 

 
Figure 5.3: (a, b) Decoded Lena images using JPEG quantization matrix Mat1 & Mat2   

(d, e) Error images of JPEG quantization matrix Mat1 & Mat2  

(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32 
(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32 
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(a) JPEG : Mat1 (b) JPEG : Mat2 (c) Base 4 

   
(d) JPEG : Mat1 (e) JPEG : Mat2 (f) Base 4 

   
(g) Base 8 (h) Base 16 (i) Base 32 

   
(j) Base 8 (k) Base 16 (l) Base 32 

 
Figure 5.4: (a, b) Decoded Babbon image using JPEG quantization matrix Mat1 & Mat2   

(d, e) Error images of JPEG quantization matrix Mat1 & Mat2  

(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32 
(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32 
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(a) JPEG : Mat1 (b) JPEG : Mat2 (c) Base 4 

   
(d) JPEG : Mat1 (e) JPEG : Mat2 (f) Base 4 

   
(g) Base 8 (h) Base 16 (i) Base 32 

   
(j) Base 8 (k) Base 16 (l) Base 32 

 
Figure 5.5: (a, b) Decoded Peppers image using JPEG quantization matrix Mat1 & Mat2   

(d, e) Error images of JPEG quantization matrix Mat1 & Mat2  

(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32 
(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32 
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(a) JPEG : Mat1 (b) JPEG : Mat2 (c) Base 4 

   
(d) JPEG : Mat1 (e) JPEG : Mat2 (f) Base 4 

   
(g) Base 8 (h) Base 16 (i) Base 32 

   
(j) Base 8 (k) Base 16 (l) Base 32 

 
Figure 5.6: (a, b) Decoded Gold Hill image using JPEG quantization matrix Mat1 & Mat2   

(d, e) Error images of JPEG quantization matrix Mat1 & Mat2  

(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32 
(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32 
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(a) JPEG : Mat1 (b) JPEG : Mat2 (c) Base 4 

   
(d) JPEG : Mat1 (e) JPEG : Mat2 (f) Base 4 

   
(g) Base 8 (h) Base 16 (i) Base 32 

   
(j) Base 8 (k) Base 16 (l) Base 32 

 
Figure 5.7: (a, b) Decoded Airport image using JPEG quantization matrix Mat1 & Mat2   

(d, e) Error images of JPEG quantization matrix Mat1 & Mat2  

(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32 
(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32 
 
 
Table 5.1: Comparative results in PSNR (dB) for JPEG compression and Aritmatic 
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compression techniques for five different images 
  LENA BABBON PEPPERS GOLDHILL AIRPORT

MAT-1 36.80 28.22 34.74 33.58 28.68 JPEG MAT-2 30.62 23.42 30.09 28.65 24.58 
4 46.37 46.36 46.37 46.36 46.24 
8 40.74 40.70 40.71 40.74 40.66 
16 34.93 34.78 34.87 34.75 34.90 

Arithmetic 
Compression 

32 28.66 28.80 28.87 28.87 28.79 
4 46.37 46.36 46.37 46.36 46.24 
8 40.74 40.70 40.71 40.74 40.66 
16 34.93 34.78 34.87 34.75 34.90 

Arithmetic 
Compression 

+ 
Snake scan 32 28.67 28.80 28.86 28.87 28.34 

 
 
Table 5.2: Comparative results in bpp (bits per pixcel) for JPEG compression and 
Aritmatic compression techniques for five different images: 

  LENA BABBON PEPPERS GOLDHILL AIRPORT
MAT-1 36.80 28.22 34.74 33.58 28.68 JPEG MAT-2 30.62 23.42 30.09 28.65 24.58 

4 6.458 6.285 6.771 6.552 7.004 
8 5.556 5.393 5.856 5.643 6.077 
16 4.707 4.550 4.988 4.779 5.189 

Arithmetic 
Compression 

32 3.887 3.768 4.180 3.956 4.344 
4 3.698 4.953 3.978 4.060 4.818 
8 3.097 4.158 3.272 3.358 4.034 
16 2.648 3.451 2.722 2.817 3.335 

Arithmetic 
Compression 

+ 
Snake scan 32 2.380 2.870 2.393 2.439 2.861 

 
 

5.3 Summary and Discussion 

A new method of lossless image compression technique is proposed to 

speedup the encoding and decoding procedure to fulfill the present-day requirement 

of multimedia technology. This is very much useful for those images where the 

information content is very large i.e. redundant data is very less. From the simulation 

results it’s clear that the edges of the images are lost in case of the JPEG compression, 

where as in case of the proposed technique the edges are preserved.  The coding and 

decoding procedure is very faster then the existing algorithms as only few addition/ 

subtraction and sift operation are performed to obtain the compression. The hardware 

requirement for the implementation of the proposed technique will be less then that of 

the existing technique.  
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Electronics design automation must cope with technological trend in silicon 

integration. Nowadays, the possibility of integrating millions of transistors onto a 

single silicon chip is demanding for new CAD tools, to bridge the gap between 

technology and design. As integration technology enables the development of deep 

submicron CMOS circuits for digital signal processing (DSP) in an ever and ever 

increasing variety of applications, designers have to face new problems which require 

new design methodologies and tools. 

The increasing gap between technology capability and designer productivity is 

demanding for new design methodologies and innovative CAD tools, as in previous 

stages of the “design crisis”. Following the introduction of electronics design 

automation tools for physical design (partitioning, placement and routing) and, more 

recently, for digital circuit synthesis from behavioral description (hardware 

description languages), now a remarkable effort is being spent, aiming at the 

automatic synthesis starting from functional specifications rather than from 

behavioral representation. 

The image compression techniques discussed in the previous chapters are 

implemented in hardware for the testing and verification of low complexity and hence 

low power.  In this chapter a brief overview of VLSI design is given.  In the second 

section a overview of AccelChip software is given, which is used for implementation 

of all the algorithms. And finally the implementation results are tabulated and 

compared to draw definite conclusions.  

6.1 VLSI Overview and Reconfigurable Computing 

The semiconductor industry has evolved the first integrated circuits (ICs) that 

matured rapidly since then. Early small-scale integration (SSI) ICs contain a few      

(1 to 10) logic gates NAND gates, NOR gates and few tens of transistors. The era of 

medium-scale integration (MSI) increased the range of integrated logic available to 

some counters and some larger functions. The era of large-scale integration (LSI) 

packed even larger logic functions, such as the first microprocessors, into a single 

chip. Then the evolution of very large scale integration (VLSI) has developed when 

millions of transistors can be integrated into a single chip. By using VLSI, the design 

of 64-bit microprocessors, complete with cache memory and floating point arithmetic 
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units has become possible. Based on all the new technologies which have been grown 

from several years, the digital integrated circuit (IC) is one of the most phenomenal 

growths in terms of circuit complexity, switching speed and the power dissipation. 

The design of digital system from specification to final product involves a lot of 

effort. Among the possible design methodologies of full-custom, mask programmable 

and field programmable logic devices, field programmable gate array (FPGAs) [80] 

with different architecture and programming capacity are recently used 

overwhelmingly in different Application Specific Integrated Circuit (ASIC) 

development. Various types of sophisticated Computed Aided Design (CAD) tools 

are now available which really made the whole process feasible economically and 

timely.  

6.1.1 Advantages of Using ASIC 

The major advantages of using an ASIC are as follows; 

(a) Miniaturization 

The usage of custom ICs will reduce the size of the end product. An ASIC 

may replace the functions of a number of PCBs in the system, resulting in size 

reduction. 

(b) Lesser inventory 

The reduced number of components per system reduces the inventory. This in 

turn reduces the overall cost. 

(c) Reduced maintenance cost 

Lesser components lead to fewer failures and lesser system down time. 

Maintenance will be easy. All it may need would be the replacement of a single PCB. 

(d) Lower power consumption 

Lesser number of components in a system reduces the power consumption. 

Most of the ASICs are based on the low power CMOS technology. 
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(e) Performance 

More number of functions can be integrated to the ASIC, without increasing 

the size, cost or power consumption of the product 

6.1.2 Major Risks of Using ASIC 

(a) Higher Cost 

 ASIC will be always expensive than the standard components. We have to 

invest more time and money for the design and development phase. The selection of 

the ASIC technology is very important. 

(b) Time to market 

 The product lead time will be more for an ASIC based system. The market 

research team should define the requirement of the end product well in advance. Last 

minute changes in the specification will result in delayed market entry and revenue 

loss. The right product should be introduced in to the market at the right time. 

(c) First time success 

The ASIC design should be properly simulated and thoroughly tested to insure 

the first time success. Any failure will affect the time to market and resulting huge 

loss in revenue. 

6.2 VLSI Design Methodologies 

The basic steps involved in designing an ASIC can well be understood from 

the figure 6.1 [80]. This is an iterative process of development and testing.  

ASIC can broadly be classified into following categories.  

(A) Full Custom ASIC 

Possibly all logic cells and mask layers are customized in a full custom ASIC. 

So, full custom ICs are more costly. Manufacturing time (not including design time) 

requires 8 to 10 weeks. Designers go for full custom if there is no suitable existing 

cell library which is fast enough or the logic cells are small enough or consume too 

much power. 
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This ASIC technology is chosen, based on many reasons like  

1) Power consumption  

2) Functional requirement  

3) Speed of the ASIC 

4) Non availability of suitable library 

5) Product life, etc. 

Microprocessor and Microcontroller are examples of full custom IC. Full 

custom technology is widely used in the mixed analog digital ASICs. 

(B) Semi-Custom ASIC 

In the semi custom ASIC, the designer will be using the pre-characterized and 

sometimes prefabricated logic cells. This approach reduces the design time and 

increases the turn around time of the ASIC.  

Again the semi-custom ASIC can be subcategorized into, 

1) Standard Cell based 

2) Gate Array base 

(C) Programmable ASIC 

The programmable ASIC is the latest invention of the IC family. A 

programmable ASIC can be reprogrammed according to a change in the specification. 

Just it needs to reconfigure itself by the new configuration file, unlike the case of 

other ASIC where one has to go through all the steps starting from specification to 

fabrication. It reduces the development time and cost. The programmable ASIC can 

be sub grouped into two types according to their architecture and function. 

1) Programmable Logic Device (PLD) 

2) Field Programmable Gate Array (FPGA) 
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Figure 6.1: Steps involved in VLSI designing 
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6.3 FPGA Devices 

FPGA is a high capacity programmable logic device [82]. An FPGA consists 

of an array of programmable basic logic cells surrounded by programmable 

interconnect. It can be configured by end user (field programmable) to have specific 

circuitry with in it. Any combinational or sequential circuit can be designed using 

FPGA. The programmable logic array was introduced in the late 1970s and was 

followed by the introduction of the first FPGA, XC2000 series, by Xilinx in 1985. 

The advantage of FPGAs is that they combine the performance that can be achieved 

by ASICs with the flexibility of programmable microprocessors. With these merits, 

FPGAs destroyed the balance of gate array market and have taken a significant 

proportion of the standard cell market. Conceptually a programmable FPGA has three 

key elements as illustrated in figure 6.2. 

Programmable logic cells: It provides the functional elements for 

constructing the user’s logic. 

Programmable Input/Output (I/O) blocks: It provide the interface between 

the package pins and the logic cell. 

Programmable interconnects: It provides routing paths to connect the inputs 

and outputs of the logic cell and I/O blocks. 

 

 

 

 

 

 

 

 

 

Programmable IO 
blocks 

Programmable 

 Function Unit 

Programmable  

Interconnect 
Path

Figure 6.2:  Internal Structure of an FPGA 
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For any programmable device the control information is stored in the memory 

which can be programmed as shown in figure 6.3. According to the select input from 

the programmable memory the accurate data are selected by the MUX and thus the 

switches are connected accordingly. 

Programmable 
Memory element 
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Figure 6.3: Building block in basic cell design 
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6.3.1 Selection of FPGA device 

The performance and cost of the final FPGA based product, depends on the 

target FPGA. Therefore before making a prototype, it is very much essential to 

choose the target FPGA device. Large variations of FPGA devices are available, by 

different vendors. In this present research work the target FPGA Virtex, XCV1000 is 

selected and is a product from the vendor Xilinx [83]. The resources offered by this 

family of FPGA are summarized in Table 6.1 and Table 6.2. The Virtex FPGA family 

delivers high-performance, high-capacity programmable logic solutions. Dramatic 

increases in silicon efficiency result from optimizing the new architecture for place-

and-route efficiency and exploiting an aggressive 5-layer-metal 0.22 µm CMOS 

process. These advances make Virtex FPGAs powerful and flexible alternatives to 

mask-programmed gate arrays.  

  Table – 6.1 : FPGA Resources 

Device System Gates CLB Array Logic Cells Available I/O Block RAM 

XCV1000 1,124,022 64 X 96 27,648 512 131,072 
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  Table – 6.2 : FPGA Resources 

Device Slices Flip Flops 4 Input LUTs Available I/O Block RAM 

XCV1000 12,288 24,576 24,576 512 131,072 

Virtex devices feature a flexible, regular architecture as shown in figure 6.4, 

comprises an array of configurable logic blocks (CLBs) surrounded by programmable 

input/output blocks (IOBs), all interconnected by a rich hierarchy of fast, versatile 

routing resources. The abundance of routing resources permits the Virtex family to 

accommodate even the largest and most complex designs. 

Virtex FPGAs are SRAM-based, and are customized by loading configuration 

data into internal memory cells. In some modes, the FPGA reads its own 

configuration data from an external PROM (master serial mode). Otherwise, the 

configuration data is written into the FPGA (Select- MAP™, slave serial, and JTAG 

modes). The standard Xilinx Foundation™ and Alliance Series™ Development 

systems deliver complete design support for Virtex, covering every aspect from 

behavioral and schematic entry, through simulation, automatic design translation and 

implementation, to the creation, downloading, and read-back of a configuration bit 

stream. Virtex devices provide better performance than previous generations of 

FPGA. Designs can achieve synchronous system clock rates up to 200 MHz including 

I/O. Virtex inputs and outputs comply fully with PCI specifications, and interfaces 

can be implemented that operate at 33 MHz or 66 MHz. 

 
Figure 6.4: Virtex Architecture 
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6.4 Introduction to AccelChip 

AccelChip DSP Synthesis, is a DSP (Digital Signal Processing) synthesis tool 

that allows to transform a MATLAB floating-point design into a synthesized 

hardware module that can be implemented in silicon (FPGA or ASIC). AccelChip 

DSP Synthesis features an easy-to-use Graphical User Interface, called AccelView, 

that controls an integrated environment with other design tools such as MATLAB, 

HDL simulators, logic synthesizers, and some vendor tools.  

AccelChip® DSP Synthesis provides the following capability:  

• Reads and analyzes a MATLAB floating-point design  

• Automatically creates an equivalent MATLAB fixed-point design  

• Invokes a MATLAB simulation to verify the fixed-point design  

• Provides you with the power to quickly explore design tradeoffs of algorithms that 

are optimized for target FPGA and ASIC architectures  

• Creates a synthesizable RTL HDL model and a Testbench to ensure bit-true, cycle-

accurate design verification  

• Provides scripts that invoke and control downstream tools such as HDL simulators, 

RTL logic synthesizers, and vendor implementation tools.  

6.4.1 AccelChip DSP Synthesis Flow 

A MATLAB floating-point model is synthesized into a hardware module using the 

following basic steps in the AccelChip DSP Synthesis Flow shown in figure 6.5. 

1. Examine the Coding Style of the Floating-Point Model. We should first verify that 

the MATLAB design conforms to minimum AccelChip style guidelines that are 

explained in the manual provided. 

2. Create an AccelChip Project. We invoke AccelChip DSP Synthesis, then click 

Project and specify the name of a new Project file. The Project file is placed in the 

Project Directory where all future AccelChip-generated files are saved. 
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3. Verify the Floating-Point Model. We should have verification constructs in the 

MATLAB script file to apply stimulus and plot results. This output plot is the 

"golden" reference for comparing future results. If we have verified the floating-

point model outside of AccelChip DSP Synthesis, we may skip this step. 

4. Analyze the Floating-Point Model. This step creates an in-memory model of the 

design. In a later pass through this flow, one can add design directives that guide 

AccelChip toward finding the best hardware architecture for the design. 

5. Generate a Fixed-Point Model. This step generates a fixed-point model of the 

design, and then places the design files in a newly generated project sub-folder 

named MATLAB. 

6. Verify the Fixed-Point Model. When we select Verify Fixed Point, AccelChip 

automatically runs a MATLAB fixed-point simulation. Then after the simulation 

visually compare the Fixed-Point Plot with the Floating-Point Plot to verify a 

match. 

7. Generate an RTL Model. This step generates an RTL Model from the in- memory 

design data base. The RTL model can be generated in VHDL or Verilog format. 

8. Verify the RTL Model with the HDL Simulator. When Verify RTL option is 

selected, HDL simulator will test the generated RTL code by using the generated 

Testbench. Finally PASSED or FAILED will be indicated in a simulation report. 

9. Synthesize the RTL Design into a Gate-Level Netlist. This step invokes a pre- 

specified RTL synthesis tool for the design. The generated gate-level netlist is 

ready for place and route using the Vendor's implementation tools. 

10. Implement the Gate-Level Netlist. When Implement is selected it invoke the 

vendor's implementation tools to place and route the design. The generated files of 

interest are a gate-level HDL simulation file and a configuration file containing 

the bitstream for configuring the FPGA hardware. 

11. Verify the Gate Level Design. This step uses the AccelChip Testbench to run a 

bit-true simulation check on the gate-level HDL simulation model. A PASSED 

indication means that the implemented design is bit-true with the original fixed-

point MATLAB design. 

    89



 
 

FPGA Implementation of the compression techniques 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: AccelChip DSP Synthesis Flow  

6.5 Simulation Results 

All the compression techniques discussed in the previous chapters are 

synthesized by using the AccelChip DSP Synthesis tools. FPGA Virtex, XCV1000 

device is used for synthesize all the algorithms to get an approximate hardware 

requirements for their calculation. The comparative study is performed in terms of 

number of slices, number of Flip Flops, number of LUTs used, Table 6.3 presents lists  

for calculation of DCT, IDCT, JPEG quantisation, energy quantisation (EQ), 

modified energy quantisation (MEQ), rule based energy quantisaton (RBEQ), DHT 

and IDHT, Arithmetic compression technique respectively. Table 6.4 presents a 

comparative study for different image compression techniques in terms of size and 
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power consumption in mW calculated using the Xilinx websites power calculation 

tool [81]. For calculation of the power consumption we have assumed that all the 

devices are operated at 10MHz frequency.  

Table 6.3: Synthesize reports of different techniques 

 

 
Number of 
Slices Used 

Number of Flip 
Flops used 

Number of 4 
Input LUTs used

DCT Calculation 4836 6561 8538 

IDCT Calculation 6295 8346 11188 

JPEG Quantisation 15338 22827 27529 

JPEG Dequantisation 14146 11250 25811 

Energy Quantisation 

(EQ) 
17927 25816 33099 

Modified Energy 

Quantisation (MEQ) 
15602 23163 27951 

Rule Based Energy 

Quantisation (RBEQ) 
11867 14741 9990 

DHT and IDHT 5939 4420 10844 

Arithmetic difference 

Encoding 
950 149 1381 

Arithmetic difference 

Decoding 
22 37 35 

Arithmetic Encoding 

with snake scan 
1897 236 2766 

Arithmetic Encoding 

with snake scan 
52 64 94 

    91



 
 

FPGA Implementation of the compression techniques 

 

Table 6.4: Comparison between different image compression technique in terms of 

size and power consumption  

Compression 
Techniques 

Number of 
Slices Used

Number of 
Flip Flops 

used 

Number of 4 
Input LUTs 

used 

Power 
consumed in 

mW 

DCT + IDCT + JPEG 
Quantisation 40615 48984 73066 2011 

DCT + IDCT + EQ 29058 40723 52825 1637 

DCT + IDCT + MEQ 26733 38070 47677 1501 

DCT + IDCT + RBEQ 22998 29648 29716 1056 

DHT + IDHT + JPEG 
Quantisation 35423 38497 64184 1811 

DHT + IDHT + EQ 23866 30236 43943 1301 

DHT + IDHT + MEQ 21541 27583 38795 1165 

DHT + IDHT + RBEQ 17806 19161 20834 720 

Arithmetic difference 
coding and decoding 972 186 1416 11 

Arithmetic Snake scan 
coding and decoding 1949 300 2860 22 

6.6 Summary and Discussion 

It is clear form the implementation that the hard ware requirement gradually 

decreases form vector quantisation to rule based energy quantisation. DHT based 

JPEG  with rule based energy quantisation is an ideal solution for lossy image 

compression technique as the hardware requirement is less and power consumption is 

very low compare to other techniques.  If we want to go for good quality, low 

compression and high speed then the arithmetic compression with snake scanning is 

the best choice, which also consumes very less power compare to the rest 

compression techniques. The schematic generated after implementation of the last 

technique is shown in Appendix-1.  
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Conclusion 

The work in this thesis, primarily focuses on image compression with less 

computation and low power. Novel schemes for quantisation of transformed 

coefficients have also been devised. The work reported in this thesis is summarized in 

this chapter. Section 7.1 lists the pros and cons of the work. Section 7.2 provides 

some scope for further development. 

7.1 Achievements and Limitations of the work 
A brief study on low power VLSI design is discussed in Chapter II. The main 

sources of power losses in the transistors are explained and the necessary action has to 

be taken to reduce this losses were specified. All the low power techniques such as 

system level, algorithm level, architecture level, logic level and circuit level are 

explained elaborately also explains how these techniques are used for power 

reduction. Lastly it describes the basic steps to be followed for low power design. 

 It is observed from the investigations made in Chapter III that the proposed 

three quantisation techniques: energy quantisation, modified energy quantisation and 

rule based energy quantisation  are better candidate for signal and image compression 

compared to the standard scalar and vector quantisation techniques. Further the rule 

based energy quantisation technique makes the quantisation process intelligent by 

setting different  threshold value for different image blocks and yields superior 

compression performance as compared to other techniques.  The computational 

complexity of the proposed techniques is also less compare to the standard JPEG 

technique.  

In Chapter IV we have discussed an alternative scheme of JPEG by 

substituting the DHT in place of the conventional DCT. Such a substitution has 

resulted improved compression and reconstruction performance. It is shown that 

qualitatively the new JPEG offers superior performance. Further there is a saving in 

hardware if DHT is employed in place of the DCT.  We have also used the 

quantisation techniques proposed in chapter-III with this DHT based JPEG 

compression technique. Which further reduces the computational complexity and also 

facilitates easier implementation.  

As digital storage is becoming so cheap and so wide spread and the available 

transmission channel bandwidth is increasing due to the deployment of cable, fiber 

optics and ADSL modems, why is there a need to provide more powerful 

compression scheme?  The answer is, with no doubt mobile video transmission 
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channels and Internet streaming, which mainly requires high quality and high speed. 

Chapter V we provide a novel lossless image compression technique. The main aim 

behind this technique is to reduce the complexity and secondly to make the 

compression technique fast with a reasonable image compression.  With this new 

technique the compression and decompression technique becomes very faster and also  

hardware requirement is very less compare to other techniques re out signal 

compression the transmission time as well as the storage requirement will be large but 

inclusion of compression and reconstruction scheme reduces the storage requirement 

and data transmission time. 

VLSI designing procedure is discussed briefly in chapter-VI. All the 

advantages and disadvantage of using FPGA over ASIC design is discussed. How to 

select the FPGA device for different requirements were discussed. AccelChip DSP 

Synthesis, is a DSP (Digital Signal Processing) synthesis tool that allows to transform 

a MATLAB floating-point design into a synthesized hardware module that can be 

implemented in silicon (FPGA or ASIC), all the step involved for the implementation 

of different algorithms were discussed. Finally some conclusions were made on the 

basis of the implementation results. It is clear form the implementation that the hard 

ware requirement gradually decreases form vector quantisation to rule based energy 

quantisation. DHT based JPEG  with rule based energy quantisation is an ideal 

solution for lossy image compression technique as the hardware requirement is less 

and power consumption is very low compare to other techniques.  If we want to go 

for good quality, low compression and high speed then the arithmetic compression 

with snake scanning is the best choice, which also consumes very less power compare 

to the rest compression techniques.    

In general, it is concluded that the investigation made in the present thesis 

pertains to the development of some alternative compression-reconstruction schemes, 

which offer superior performance compared to the conventional works. The proposed 

quantisation techniques for image compression proposed in the thesis has aimed to 

enhance the CR required for some multimedia applications while reducing the 

computational complexity for coding and decoding. Simulation study has been carried 

out to support this idea. Further all the compression techniques proposed were 

implanted to get the size required in terms of number of slices, LUTs, Flip-Flops used 

which is used to calculate the power consumption by different techniques. Which 
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exploits the use of efficient image compression and reconstruction schemes with low 

power consumption. 

7.2 Further Development 
To conclude this thesis, following are some points that may lead to some 

better and interesting results. 

The different image compression techniques developed in the thesis can 

suitably be applied for 3D video signals. Some  hybrid image compression scheme or 

algorithms can be developed by using some soft computing techniques like multilayer 

Artificial Neural Network (ANN), Radial Basis Function (RBF), Multi-Layer 

Perceptron (MLP) with the proposed techniques. This investigation may lead to 

intelligent and adaptive efficient compression scheme. The proposed quantisation 

techniques can be used in other image compression techniques such as Discrete 

Wavelet Transform (DWT) and Slantlet transform to threshold the transformed 

coefficients.  
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Abstract


Digital camera is the main medium for digital photography. The basic operation performed by a simple digital camera is, to convert the light energy to electrical energy, then the energy is converted to digital format and a compression algorithm is used to reduce memory requirement for storing the image. This compression algorithm is frequently called for capturing and storing the images. This leads us to develop an efficient compression algorithm which will give the same result as that of the existing algorithms with low power consumption. As a result the new algorithm implemented camera can be used for capturing more images then the previous one.


1)
 Discrete Cosine Transform (DCT) based JPEG is an accepted standard for lossy compression of still image.  Quantisation is mainly responsible for the amount loss in the image quality in the process of lossy compression. A new Energy Quantisation (EQ) method proposed for speeding up the coding and decoding procedure while preserving image quality.  Some of the high frequency components of the transformed sub image are preserved in accordance to the quantisation value. There is no need of a dequantiser at the decoder side.  This would enable reduction of hardware and would make the implementation much simpler. The proposed EQ method is modified and two new quatisation techniques Modified Energy Quantisation (MEQ) and Rule Based Energy Quantisation (RBEQ) proposed to further reduce the hardware requirement. 


2)
 DCT and IDCT are used for the coding and decoding of the image. Calculations of both are independent to each other, so there is a need of two different hardware. Where as in case of DHT transform the forward and inverse transforms are same except a scale factor in the inverse transform. As a result the hardware requirement to compute both the forward and inverse DHT is approximately reduced by 50% as those of the DCT and IDCT. 


3)
 All the Energy Quantisation techniques proposed are applied to further reduce the complexity of DHT based JPEG compression technique.


4)
 A new simple arithmetic compression technique is proposed for lossless compression. The computational complexity is very less compare to previous techniques. 


5) All the image compression techniques proposed are synthesised  for Virtex XCV1000 device for the testing and verification of low complexity and hence low power.  DHT based JPEG with rule based energy quantisation is an ideal solution for lossy image compression technique as the hardware requirement is less and power consumption is very low compare to other techniques. 
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Fig. 2.16   (a) Structure of Fuzzy Weighted Rank Ordered Mean Filter



(b) Triangular fuzzy membership associated with the order statistics



(c) Gaussian Fuzzy membership
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Introduction



 Data compression is the process of converting data files into smaller files for efficiency of storage and transmission. As one of the enabling technologies of the multimedia revolution, data compression is a key to rapid progress being made in information technology. The digital data have become an important source of information in the present world of communication systems. In this Internet age the power of the digital images to convey information as compared to the text data is obvious to all. This power of the images can be accessible and possible through the digital technology that enhances through its ability to process, transmit and reproduce with unparalleled faithfulness to the original images. It would not be practical to put images, audio, and video alone on websites without compression.  

What is data compression? And why do we need it? Many people may have heard of JPEG (Joint Photographic Experts Group) and MPEG (Moving Pictures Experts Group), which are standards for representing images and video. Data compression algorithms are used in those standards to reduce the number of bits required to represent an image or a video sequence. Compression is the process of representing information in a compact form. Data compression treats information in digital form, which is, as binary numbers represented by bytes of data with very large data sets. Fox example, a single small 4" x 4" size color picture, scanned at 300 dots per inch (dpi) with 24 bits/pixel of true color, will produce a file containing more than 4 megabytes of data. At least three floppy disks are required to store such a picture. This picture requires more than one minute for transmission by a typical transmission line (64k bit/second ISDN). That is why large image files remain a major bottleneck in a distributed environment. Although increasing the bandwidth is a possible solution, the relatively high cost makes this less attractive. Therefore, compression is a necessary and essential method for creating image files with manageable and transmittable sizes.

Data and information are not the same thing rather the data are the means by which the information is conveyed. Thus while conveying the same information by different formats of the data, there is every possibility that some data are common between the ways of representing the information and can be removed as redundant. The basic motive behind the data compression is to search for such redundancy and then to remove them faithfully without compromising with the quality of the reconstructed data. Mathematically the concept of redundancy may be expressed as follows:

If 
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 (or 10:1) defines that the first data set has         10 information carrying units for every 1 unit in the second or compressed data set. Thus corresponding redundancy of 0.9 means 90 percent of the data in the first data set is redundant with respect to the second one. 

In order to be useful, a compression algorithm has a corresponding decompression algorithm that reproduces the original file once the compressed file is given. There have been many types of compression algorithms developed. These algorithms fall into two broad types, lossless algorithms and lossy algorithms. A lossless algorithm reproduces the data exactly same as the original one. A lossy algorithm, as its name implies, loses some data. Data loss may be unacceptable in many applications. For example, text compression must be lossless because a very small difference can result in statements with totally different meanings. There are also many situations where loss may be either unnoticeable or acceptable.  In image compression, for example, the exact reconstructed value of each sample of the image is not necessary. Depending on the quality required of the reconstructed image, varying amounts of loss of information can be accepted.

1.1
 Image Compression and Reconstruction 

Three basic data redundancies can be categorized in the image compression standard.


1.
Spatial redundancy due to the correlation between neighboring pixels.


2.
Spectral redundancy due to correlation between the color components.


3.
Psycho-visual redundancy due to properties of the human visual system.

The spatial and spectral redundancies are present because certain spatial and spectral patterns between the pixels and the color components are common to each other, whereas the psycho-visual redundancy originates from the fact that the human eye is insensitive to certain spatial frequencies. The principle of image compression algorithms are (i) reducing the redundancy in the image data and (or) (ii) producing a reconstructed image from the original image with the introduction of error that is insignificant to the intended applications. The aim here is to obtain an acceptable representation of digital image while preserving the essential information contained in that particular data set.
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The problem faced by image compression is very easy to define, as demonstrated in figure 1.1.  First the original digital image is usually transformed into another domain, where it is highly de-correlated by using some transform. This de-correlation concentrates the important image information into a more compact form. The compressor then removes the redundancy in the transformed image and stores it into a compressed file or data stream.  In the second stage, the quantisation block reduces the accuracy of the transformed output in accordance with some pre-established fidelity criterion. Also this stage reduces the psycho-visual redundancy of the input image. Quantisation operation is a reversible process and thus may be omitted when there is a need of error free or lossless compression. In the final stage of the data compression model the symbol coder creates a fixed or variable-length code to represent the quantiser output and maps the output in accordance with the code. Generally a variable-length code is used to represent the mapped and quantised data set. It assigns the shortest code words to the most frequently occurring output values and thus reduces coding redundancy. The operation in fact is a reversible one.


The decompression reverses the compression process to produce the recovered image as shown in figure 1.2. The recovered image may have lost some information due to the compression, and may have an error or distortion compared to the original image.
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1.1.1
 Transforms


The first stage in an image compressor is the transform. Transformation of the image data is required to convert the image into a domain where it is easier to compress. A transform operates on an image's pixel intensities and converts them into a set of transform coefficients. Natural images (which are the most common images to be compressed) have a lot of spatial correlation between pixel intensities, and these correlations can be exploited by the transform. This is achieved by mapping similar large scale changes in the data onto single transform coefficients. This type of mapping causes the transformed image to become highly decorrelated and standard compression techniques can then be used to further compress the transform coefficients.


The general form of a spatial intensity transform used on the image data is shown by equation (1.3):
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where 
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 is the transform function.  This equation shows that the transform coefficients are the sum of the effects of the transform on the pixel intensities, over the whole section of the image to be transformed.

The transform is rarely applied to the whole of the image. As the area of the image to which the transform has to be applied increases, the number of calculations also increases proportionally. This suggests that to keep the number of calculations small (and manageable), the area that the transform is applied to should be as small as possible. However, the decorrelation effects on the transform improve, when a larger area of the image is considered, and this in turn improves the compression performance.


In a real system a compromise is established between the compression and the speed of the transform. The effects of decorrelation are not linearly proportional to the area used so it is not possible to theoretically determine the best area to apply the transform to; it has to be done using practical results.


The image is broken into a sub-blocks and the transform is applied to each block separately. Each block then has a set of transform coefficients, which describe it. Although it has been stated that images are highly correlated, this is only true over local areas of the image. There may be little or no correlation between distant sections (100 pixels) of the image. Applying the transform to image blocks exploits the local similarity of the image without losing the benefits of decorrelation in the transform coefficients.


Transforming image blocks also introduces a blocking artifact effect, which can be a major problem. Since the coefficients that describe one block are not related to those describing the surrounding blocks, it is possible for discontinuities to occur along the block edge of compressed images. Blocking artifact is only visible at higher compression rates, in most systems, but can severely reduce the visual quality of a compressor, even if the rate distortion performance is still acceptable. The blocks that the image is broken into do not have to be a fixed size or shape, but they are generally non-overlapping. 

Transforms are generally formed in pairs so that the image can be reconstructed by applying the inverse transform. If the transforms are applied to an image without compression, then there are two possibilities, as shown in figure 1.3:


1.
The transform is perfectly reconstructing and there is no error in the recovered image. This type of transform is often quite complex, since no data is lost and it can take a long time to compute.
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2.
The transform is "lossy" and information is lost on either the forward or inverse transform stage. These transforms can be useful, since they are very easy to calculate and often represent the image using a low number of transform coefficients. They produce a moderate compression without any further processing.


If the image is passed through the transform loop (figure 1.3) multiple times, then theoretically either lossless or lossy transforms should produce the same recovered error each time. However since lossy transforms often favour a variable block size method, it is not always the case that reapplying a codec to a recovered image (coded with the same codec) will produce the same result i.e. an image is coded many times it may never converge to a fixed result. This problem   is   cause   for great   concern   in   broadcast compression as images can be compressed many times after they are originally captured.

1.1.2 
Quantisation


The transform stage spatially decorrelates the spatial property of the image, but does not always produce compression. Quantisation relevant to image coding is discussed in this section and simplified to allow a general rule for the quantisation of transform image coefficients to be developed. Quantisation is the main stage in case of lossy image compression, where most of the image compression is achieved. Before quantisation a transform coefficient may take an infinite range of values, limited only by the accuracy of the medium it is stored in. After quantisation the transform coefficient will be represented by a number of discrete values. This could be represented as:
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where q is the quantisation function, c is the transform coefficients and 
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Linear quantisation is the most basic form of quantisation. The transform coefficients are divided by a quantisation step and the result is converted to an integer, by truncation of the decimal point equation (1.5). 
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where 
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The transform data is limited based on the 8 bit pixel intensities of standard images. This allows a quantisation step to be chosen, which limits the number of quantised states available, hence compressing the coefficient to a desired number of bits. However, it is not possible to control compression in this way, since a real system losslessly codes the quantised coefficients and this operation is not well defined.

The choice of q can vary since some transform coefficients are more important than others and, as a result, a quantisation table 
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 is usually formed, providing different q values for each transform coefficient. How to choose q is quite difficult since there is no simple relationship between the compression and the value q takes.

1.1.3 Lossless Coding


Lossless coding aims at reducing the redundant data, by exploiting its statistics. Theoretically this coding method should compress a data source without introducing any new errors into the data. It is possible to reduce the information required to store data to a theoretical minimum, by exploiting the 'blind' statistics of the data, without considering the order in which it is received. This is usually achieved with a Huffman coding [1 - 2], but arithmetic coding [1 - 2] can also be useful.


In lossless coding it is useful to refer the inputs as data symbols to be compressed and the output from the lossless coder as compressed symbols. The data symbols are usually quantised transform coefficients in image compression, but they can be anything, provided the coder has knowledge of their statistics.

1.1.3.1  Entropy Coding

This is the most effective method of lossless coding and is nearly always present in image compression. Entropy is the average minimum number of bits that a data symbol stream can be compressed into, when each symbol is considered in isolation, based on its statistics. It can be calculated directly using equation (1.6), but it is sometimes not possible to reach the theoretical minimum entropy due to the implementation of the entropy coder.
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where PDD(x) is the probability density distribution of symbol x.


There are two different approaches to entropy coding, Huffman coding [1 - 2]  and arithmetic coding [1 - 2]. Huffman compression is a more common and robust method, however cannot compress data to less than one bit/symbol. Arithmetic coding is less controllable and does not compress well at higher bits/symbol, however it can reduce its entropy below one bit/symbol. For this reason arithmetic coders are not often used, unless the average entropy of the source is expected to drop below one bit / symbol.

1.1.3.2 Huffman Coding

Huffman compression [1 - 2] is designed to reduce the entropy of a data source close to the theoretical minimum entropy described in equation (1.6). The Huffman coder does this by representing common data symbols with short compressed symbols and rare data symbols with long compressed symbols. The average effect of this method is to reduce the redundancy of each compressed symbol to a minimum.


A Huffman coder determines the compressed symbols by forming a data tree from the original data symbols and their associated probabilities. The tree is formed by applying the following rules until it is complete.


1.
Link the two unlinked data symbols with the lowest probability to form a new data symbol with probability equal to the sum of the previous two symbols.


2.
Continue to link the active data symbols with the smallest probability until a complete data tree is formed.


		Table 1.1 showing four symbols compressed using Hoffman Coding



		Symbol

		Probability

		Binary Symbol

		Binary Compressed Symbol



		A

		0.06

		00

		111



		B

		0.04

		01

		110



		C

		0.2

		10

		10



		D

		0.7

		11

		0





Consider the example shown in Table 1.1. There are four symbols, which can be described by the binary data symbols shown, and have an average bits/symbol coding rate of 2. If the four symbols are Huffman coded, then we obtain the compressed binary symbols shown in Table 1.1. The average bits/symbol for the compressed binary symbols is 1.3, which is a lossless compression of 1.5:1. The example shown in Table 1.1 shows the major failing of the Huffman coder. The entropy of the source given is 1.0, but the Huffman coder is only able to reduce the bit/symbol coding rate to 1.3. If the entropy of the data source is often close to or below 1 bit/symbol, then the Huffman coder does not perform optimally, and needs to be improved. 

1.1.3.3 Arithmetic Coding

Arithmetic coding [1-2] works by treating a stream of data symbols as a whole and does not replace individual data symbols with compressed versions. The coder is always implemented in binary and to avoid confusion it will be explained by reference to binary numbers.


[image: image38.emf]Inverse


Transform


Dequantisation


Lossless


Decoding


Compressed


Image 


Reconstructed


Image 


Inverse


Transform


Dequantisation


Lossless


Decoding


Compressed


Image 


Reconstructed


Image 


An arithmetic coder takes an upper and lower limit, and defines a range between these upper and lower limits to be equivalent to a symbol with the probability of 1.0. Symbols are encoded by modifying the range of the arithmetic coder and sending symbols to reconstruct this range information at the decoder. The operation of an arithmetic coder can be demonstrated by using the data previously used in Table 1.1. The data can be represented as probabilities in the arithmetic coder as shown in figure 1.4.(b). It can be seen that the symbol probabilities stack to form a continuous range of probabilities between 0.0 and 1.0. This gives a range of probabilities that represent each symbol.

The upper limit of the arithmetic coder is initially set to a value which corresponds to a probability of 1.0 but with infinite precision. This can be represented in binary as an infinite number of bits set to 1, since there is no fixed position for the decimal point. The lower limit is set to zero with infinite precision, again using an infinite number of binary bits set to 0. The only problem with this assumption is that computers work with fixed length numbers, commonly 4 to 8 bytes long, so it is impossible to represent the infinite precision. To over come this the limits are set as large as possible and their infinite length is simulated, by the coding algorithm.

The operation of encoding a symbol by the coder requires the range to be reduced in the following way:


Range = Upper Limit - Lower Limit


New Upper Limit = Lower Limit + Range x PHIGH (Symbol) 


New Lower Limit = Lower Limit + Range x PLOW((Symbol) 

where PHIGH (Symbol) is the higher probability range of the symbol, and      PLOW(Symbol) is the lower probability range of the symbol.

1.1.3.4
 Run Length Coding

Run length coding is effective on data sources that have linear runs of the same symbol inside a data stream. The run length coder works by counting the number of occurrences of the same symbol and then forming a new symbol which describes the run length and the run symbol type. This is demonstrated in figure 1.5.
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The entropy of the new symbol stream, which contains the run length codes is less than the original, providing there are sufficient runs to make the method viable. Run length coding has a similar effect to arithmetic coding without the complication of the arithmetic coder.

1.2 Performance Measures of Image Compression


Normally the performance of a data compression scheme can be measured in terms of three parameters. These are:


i.
compression efficiency


ii.
complexities 


iii.
Distortion measurement for lossy compression


Compression efficiency is measured through compression ratio (CR). The CR can be defined as the ratio of the data size (number of bits) of the original data to the size of the corresponding compressed data. The complexities of a digital data compression algorithms are measured by a number of data operations required performing both the encoding and decoding process. The data operations include additions, subtractions, and multiplication, divisions and shift operations. Generally there are two parameters: efficiency and complexities, which are mutually conflicting. One can not be benefited from both sides that are the efficiency of a compression algorithm varies proportionally with the complexity. More complex algorithm yields better compression performance with a greater data reduction and takes a longer time to execute. In the lossy compression algorithms, distortion measurement is used to measure the amount of information lost on the reconstruction of the original signal or image data that has been recovered from the compressed data through encoding and decoding operations. The mean square error (MSE) is one of the distortion measurements in the reconstructed data. The performance measurement parameter; signal to noise ratio (SNR) is also used to measure the performance of the lossy compression algorithms. These measurement criteria are often used for 1D data. For image data (2D) compression, the SNR is replaced by a parameter known as peak signal to noise ratio (PSNR). Another way of distortion measurement is the percentage of energy retained in the compressed data. The above distortion measurements can be mathematically expressed as: 


For One Dimensional data Mean Square Error calculated as
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where N is the number of pixels in the image,
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PSNR(Peak Signal to Noise Ratio) for two dimensional image data is
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Where
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Percentage of energy retain is given by
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None of the main methods for measuring image distortion takes into account, how good the recovered image looks to the human visual system. This is an area called psycho-visual image analysis, and it is an area of research which has a large scope. Unfortunately little progress has been made into an automated method for calculating a psycho-visual distortion measure.

1.3 
Digital Camera 

A digital camera is a popular consumer electronic device that can capture images, or "take pictures," and store them in digital format. A digital still camera does not contain film, but rather then it contains one or more ICs, possessing processors and memories [7].  The key advantage of digital photography systems is their ability to provide noise-free storage, duplication, editing, and transmission of the digital images. The increased processing, storage, and communications capabilities of desktop PCs, coupled with their decreasing cost, have sparked the growth of digital photography.

From a designer's point of view, a simple digital camera performs two key tasks. The first task is that of processing images and storing them in internal memory. The second task is that of uploading the images serially to an attached PC. The task of processing and storing images is initiated when the user presses the shutter button. At this point, the image is captured and converted to digital form by a charge-coupled device (CCD) or CMOS. Then, the image is processed and stored in internal memory.
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Figure 1.6, shows the key image processing steps implemented in digital cameras [4, 6, 7], or in host computers that process the raw image files provided by digital cameras. The sensor data may be processed to conceal defective or noisy pixels, and to correct for sensitivity variations caused by the lens or sensor. 


CFA - Most digital cameras use this approach. A mosaic color filter array (CFA) is fabricated on top of the individual sensor photosites. Many different arrangements of colors are possible [4, 6], but each photosite is sensitive to only one spectral band. An optical anti-aliasing filter is normally used to reduce false color artifacts.


 Color sequential - The color image is created with a monochrome sensor using three successive exposures taken with different optical red, green, and blue (RGB) filters, or a tunable LCD, in the optical path. These cameras are used for studio photography of inanimate scenes, but cannot be used for portraits, because subject motion causes colored edge artifacts. The CFA data from the sensor is interpolated to reconstruct the "missing" color pixel values. Adaptive FIR filters are used for better results.


White balance corrects for the scene illuminant, since daylight has a greater proportion of blue energy than tungsten lamps. The R and B signals are multiplied by R and B gain values intended to provide equal RGB pixel values for neutral (e.g., white or gray) objects. Color correction may use a 3 x 3 matrix to correct the camera spectral sensitivities, and tone correction uses a set of lookup tables. Image sharpening, achieved by simple or adaptive spatial filters, compensates lens blur and provides a subjectively sharper image.


To store images on memory cards, standard JPEG compression [2, 3, 32] is typically used to reduce the file size to less than 2 bits per pixel, in order to increase the number of images that can be stored. Exif format JPEG-compressed files produced by digital cameras, and by film scanners to picture CD discs, include metadata that provides information about the image capture device and the picture taking conditions. This metadata can be used to simplify image retrieval and provide higher quality prints from the digital files. The metadata often includes a "thumbnail" size image at the beginning of the PEG file, to allow groups of images to be rapidly viewed so that appropriate images can be quickly selected for viewing, copying, or printing.


Some of the new compression standard features are:


•
Improved compression efficiency


•
Multiple resolution representation


•
Embedded bit stream (progressive decoding from lossless to lossy)


•
Region-of-interest coding


Many of these features are invaluable for digital cameras. For example, improved compression efficiency allows for either more images to be stored on the same memory card or for the same number of images to be stored with a higher image quality. The multi-resolution feature allows the various segments of the bit stream to be decoded to provide multiple resolutions of the image as needed. For example, the low-resolution image can be used as a thumbnail display on the camera LCD, while the medium resolution image is shared through e-mail, and the higher resolution images are used to create high-quality prints.

1.3.1
Requirements Specification

Specification describes what a particular 'system should do, namely the system's requirements [6]. Specifications include both functional and nonfunctional requirements. Functional requirements describe the system's behavior, meaning the system's outputs as a function of inputs (e.g., "output X should equal input y times 2"). Nonfunctional requirements describe constraints on design metrics (e.g., "the system should use 0.001 watt or less"), battery life should be as long as possible. The initial functional specification of a system may be very general and may come from the company's marketing department. 

1.3.2
Nonfunctional Requirements


Given our initial requirements specification, we might want to pay attention to several design metrics in particular: performance, size, power, and energy. Performance is the time required to process an image [6]. Size is the number of elementary logic gates (such as a two input NAND gate) in our IC. Power is a measure of the average electrical energy consumed by the IC while processing an image. Energy is power times time, which directly relates to battery lifetime. Some of these metrics will be constrained metrics-those metrics must have values below (or in some cases above) a certain threshold. Some metrics may be optimization metrics - those metrics should be improved as much as possible, since this optimization improves the product. A metric can be both a constrained and optimization metric.


Regarding size, our design must use an IC that fits in a reasonably sized camera. Suppose that, based on current technology, we determine that our IC has a size constraint of 200,000 gates. In addition to being a constrained metric, size is also an optimization metric, since smaller ICs are generally cheaper. They are cheaper because we can either get higher yield from a current technology or use an older and hence cheaper technology.  

1.3.3
Functional Requirements




The high-level functionality of the digital camera can be described by using the flowchart in figure 1.7 [6]. The major functions involved in image capture, namely zero-bias adjust, Image compression (DCT, quantisation and archive in memory). The compressed image data transmitted serially. Note that figure 1.4 does not dictate that each of the blocks be mapped onto a distinct processor. Instead, the description only aids in capturing the functionality of the digital camera by breaking that functionality down into simpler functions. The functions could be implemented on any combination of single-purpose and general-purpose processors.

Finally, power is a constrained metric because the IC must operate below a certain temperature. Note that the digital camera cannot use a fan to cool the IC, so low power operation is crucial. Let's assume we determine the power constraint to be 200 mill watt. Energy will be an optimization metric because we want the battery to last as long as possible. Notice that reducing power or time each reduces energy.

1.4 Motivation

Image compression is an important issue in digital image processing and finds extensive applications in many fields. This is the basic operation performed frequently by any digital photography technique to capture an image. For longer use of the portable photography device it should consume less power so that battery life will be more. To improve the Conventional techniques of image compressions using the DCT have already been reported and sufficient literatures are available on this. The JPEG is a lossy compression scheme, which employs the DCT as a tool and used mainly in digital cameras for compression of images. In the recent past the demand for low power image compression is growing. As a result various research workers are actively engaged to evolve efficient methods of image compression using latest digital signal processing techniques. The objective is to achieve a reasonable compression ratio as well as better quality of reproduction of image with a low power consumption. Keeping these objectives in mind the research work in the present thesis has been undertaken. In sequel the following problems have been investigated.  


For solving for low power image compression we have modified the existing JPEG architecture which is the basic technique used for image compression and proposed some new low complexity method of compression technique. The performances of the proposed compression techniques have been evaluated and have been compared with that of the standard technique. Finally the proposed algorithms implemented in hardware and the power consumption is estimated. It is in general, observed that the proposed techniques are efficient than the conventional one. The results of the investigation have been outlined and discussed in subsequent Chapters.

1.5 Literature Survey


Interest in portable devices [6] has enhanced the requirement of developing low-power signal processors and algorithms, as well as the development of low-power general purpose processors. Designers have been able to reduce the energy requirements of particular functions, such as video compression, by several orders of magnitude [15, 63].  Low power techniques [11 - 23] can be discussed at various levels of abstractions: system level, algorithm and architecture level, logic level, circuit level, and technology level [12 - 14].  One important technique for low power is at algorithmic level by using algorithmic transformations [12 - 14]. This technique exploits the complexity, concurrency, regularity, and locality of an algorithm. Reducing the complexity of an algorithm reduces the number of operations and hence the power consumption.  This technique is used for reduction of power consumption by reducing the complexity.

The JPEG [24, 32, 41, 50] is one of the standard digital image compression for multilevel still images including both grayscale and colour images. Among the different models the JPEG baseline is the most widely used. It is based on the Transform coding using the DCT. Due to the lossy transformation, the JPEG output at high CR (at 15-20:1) becomes effected by the blocking artifacts and ridges separated in the image that are found to merge during compression. Normally the DCT has been used in the JPEG compression scheme. However, in the DSP literature many other efficient transforms such as Discrete Hartley Transform (DHT) [56 – 60] can be used in place of DCT, which may enhances the performance of the JPEG.

Vector quantisation, (VQ) mainly used for lossy image compression to reduce the image data [42].   Many VQ techniques applied for image compression has been reported [41 - 45].  The main problem with existing VQs is preparation of the code book [44, 52].  In VQ techniques creating the code book is a complicated process which has to be designed mainly to preserve the low frequency coefficients, and most of the high frequency coefficients are discarded.

Many lossless image compression techniques [66 -73] are exists. The main aim behind  these compression techniques to get good quality image reconstruction and low compression. These techniques are mainly used for those images like medical images [66, 68, 69], satellite images etc. 

1.6 Chapter-wise Organization of the thesis:

The thesis is organised as follows:

(1) Chapter-1 outlines the basic principle of image compression and deals with the performance measurement of digital image compression. It gives a brief idea of digital camera architecture.  It also reviews the relevant literature on digital image compression and formulates the problems to be investigated in sequel.  The motivation behind choosing various problems is also outlined.


(2) Chapter-2 presents an overall idea about low power VLSI design, such as what are the sources of power loss in a circuit and how to control these losses. Describes all the low power techniques such as system level, algorithm level, architecture level, logic level and circuit level. Lastly it describes the basic steps to be followed for low power design.  

(3) Chapter-3 introduces DCT and its application in JPEG image compression technique briefly. The work reported in the literature on JPEG based compression is clearly reviewed. Three new quantisation techniques are proposed to reduce the computational complexity. The proposed techniques are compared with the standard JPEG technique through computer simulation on standard images.

(4) In Chapter-4 the standard DCT is replaced by DHT to reduce the computational complexity, ringing effect and blocking effect.  The three quantisation techniques proposed in chapter-1 is used with DHT to further reduce the complexity of compression technique. The performance of these new techniques is compared with the standard conventional JPEG.

(5) In Chapter-5 a new method of lossless image compression technique is proposed. The computational complexity of this technique is very less compared to other image compression technique. The performance of these new techniques is compared with the standard conventional lossless JPEG compression technique.


(6) Chapter-6 briefly introduces VLSI design and AccelChip synthesis process. Also lists the FPGA implementation results of all the proposed techniques and compared with the standard JPEG technique. 

(7) In Chapter-7, conclusion has been made and some further research scopes are suggested.
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Figure 1.4: Limits of an Arithmetic Coder
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Figure 1.5: Diagram Illustrating the Run Length Coder
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Figure 1.3: Block Diagram of Transform Loop
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Figure 1.6: Digital Image Processing Steps in a Digital Camera
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Figure 1.2: Image Decompression System
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Figure 1.1: Image Compression System
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Figure 1.7: Functional block-diagram specification of a digital camera
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 Low Power VLSI Design Techniques



In the past few years there has been an explosive growth in the demand for portable computing and communication devices, from mobile telephones to sophisticated multimedia gadgets [11]. This interest in these devices has enhanced the requirement of developing low-power signal processors and algorithms, as well as the development of low-power general purpose processors. In the digital signal processing area, the results of this attention to power are quite remarkable. Designers have been able to reduce the energy requirements of particular functions, such as video compression, by several orders of magnitude [14]. This reduction has come as a result of focusing on the power dissipation at all levels of the design process, from algorithm design to the detailed implementation. In the general purpose processor area, however, there has been little work done to understand how to design energy efficient processors. 

Performance of processors has been growing at an exponential rate, doubling every 18 to 24 months. However, at the same time the power dissipated by these processors has also been growing considerably. Although the rate of growth of power dissipation is perhaps not quite proportional to performance and size (the number of transistors) it still has led to processors which dissipated more than 50W.  For such processors cooling becomes an absolute necessity and at high power dissipation level this is even difficult and expensive. If this trend continues processors will soon dissipate hundreds of watts, which would be  unacceptable in most systems. Thus there is great interest in understanding how to continue increasing performance without increasing the power dissipation.

For portable applications the problem is even more severe since battery life depends on the power dissipation. Lithium-ion batteries have an energy density of approximately 100Wh/kg, the highest available today. To operate a 50 W processor for 4 hours requires a 2 kg battery; hence it can hardly be termed as a portable device. In order to compare processor designs that have different performance and power one needs a measure of "goodness". If two processors have the same performance or the same power, then it is trivial to choose which is better—users prefer higher performance for the same power level or the lower power one if they have the same performance. But processor designs rarely have the same performance. Designers have to determine whether to add a particular feature will make a processor more desirable or not.  However micro-architectural designing changes the amount of parallelism of the processor, affects the efficiency of the processor. Since both the performance and energy dissipation of modern processors depend heavily on the design of the memory hierarchy, one must look not only at the processor itself, but also have to look at the design of the memory.  Since memories and clocking circuits are critical components of every digital system, much work already has been done to reduce the energy requirements. A different approach to reduce the energy dissipation of clocks and memories is to change the technology by scaling the supply voltage and the threshold voltage of transistors.

2.1
Power Dissipation Sources


In CMOS circuits, the main contributions to the power consumption are from short-circuiting current, leakage current, and switching currents [18], [21]. In the following subsections, we introduce them separately.


2.1.1  Short-Circuit Power


In a static CMOS circuit, there are two complementary networks: p-network (pull-up network) and n-network (pull-down network). The logic functions for the two networks are complementary to each other. Normally when the input and output state are stable, only one network is turned on and conducts the output either to power supply node or to ground node and the other network is turned off and blocks the current from flowing. Short-circuit current exists during the transitions as one network is turned on and the other network is still active. For example, the input signal to an inverter is switching from 0 to
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. During this time interval, both PMOS-transistor (p-network) and NMOS-transistor (n-network) are turned on and the short-circuit current flows through both kinds of transistors from power supply line to the ground.


The exact analysis of the short-circuit current in a simple inverter [18] is complex, this is analyzed by SPICE simulation. It is observed that the short-circuit current is proportional to the slope of input signals, the output loads and the transistor sizes [19]. The short-circuit current consumes typically less than 10% of the total power in a "well-designed" circuit [19].


2.1.2 
 Leakage Power
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Leakage currents are due to two sources: one from the currents that flow through the reverse biased diodes (reverse biased PN-Junction current), the other from the currents that flow through transistors that are non-conducting (subthreshold channel conduction current).


Figure 2.1: Leakage current types: (a) reverse biased diode current, (b) subthreshold leakage current.


The leakage currents are proportional to the leakage area and exponential of the threshold voltage. The leakage currents are due to manufacturing technology and cannot be modified by the designers except in some logic styles.  Subthreshold leakage and reverse-biased junction leakage, both increases dramatically with temperature and are independent of the operating voltage for a given fabrication process.

The leakage current is in the order of pico-Ampere, but it increases as the threshold voltage is reduced. In some cases, like large RAMs, the leakage current is one of the main concerns. The leakage current is currently not a severe problem in most digital designs. However, the power consumed by leakage current can be as large as the power consumed by the switching current for 
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 technology. The usage of multiple threshold voltages can reduce the leakage current in deep-submicron technology.  Leakage current is difficult to predict, measure or optimized.  Generally, leakage current serves no useful purposes, but some circuits do exploit it for intended operations, such as power-on reset signal generation.  The leakage power problem mainly appears in very low frequency circuits or ones with “sleep modes” where dynamic activities are suppressed.

2.1.3  Switching Power


The switching currents are due to the charging and discharging of node capacitances. The node capacitances mainly include gate, overlapping, and interconnection capacitances. The power consumed by switching current [18] can be expressed as
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where 
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 a is the switching activity factor, CL is the load capacitance,  f is the clock frequency, and Vdd  is the supply voltage.


The above equation (2.1) shows that the switching power depends on a few quantities that are readily observable and measurable in CMOS circuits. It is applicable to almost every digital circuit and hence provides guidelines for the low power design.


The power consumed by switching current is the dominant part of the power consumption. Reducing the switching current is the focus of most low power design techniques.  For large capacitance circuits, reduction of the frequency is the best way to reduce the switching power. The use of different coding methods, number representation systems, continuing sequences and data representations can directly alter the switching frequency of the design, which alters the switching power.  The best method of reducing switching frequency is to eliminate logic switching that is not necessary for computation.

2.2
 Low Power Techniques


Low power techniques can be discussed at various levels of abstractions: system level, algorithm and architecture level, logic level, circuit level, and technology level [18], [21]. Figure 2.2 shows some examples of techniques at the different levels.
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Figure 2.2: Low-power design methodology at different abstraction levels.

In the following sections, an overview for different low power techniques has been described in detail. This is organized on the basis of abstraction level.

2.2.1 
System Level

A system typically consists of both hardware and software components, which affect the power consumption.  The system design includes the hardware/software partitioning, hardware platform selection (application-specific or general-purpose processors), resource sharing (scheduling) strategy, etc. The system design usually has the largest impact on the power consumption and hence the low power techniques applied at this level have the most potential for power reduction.


At the system level, it is hard to find the best solution for low power in the large design space and there is a shortage of accurate power analysis tools at this level. However, if, for example, the instruction-level power models for a given processor are available, software power optimization can be performed [23]. It is observed that faster code and frequently usage of cache are most likely to reduce the power consumption. The order of instructions also have an impact on the internal switching within processors and hence on the power consumption.
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The power-down and clock gating are two of the most used low power techniques at system level. The non-active hardware units are shut down to save the power. The clock drivers, which often consume 30-40% of the total power consumption, can be gated to reduce  switching activities as illustrated in figure 2.3.
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The power-down can be extended to the whole system. This is called sleep mode and widely used in low power processors. The system is designed for the peak performance. However, the computation requirement is time varying. Adapting clocking frequency and/or dynamic voltage scaling to match the performance constraints is another low power technique. The lower requirement for performance at certain time interval can be used to reduce the power supply voltage. This requires either feedback mechanism (load monitoring and voltage control) or predetermined timing to activate the voltage down-scaling.


Asynchronous design of the circuit can also be used as another low power designing technique. The asynchronous designs have many attractive features, like non-global clocking, automatic power-down, no spurious transitions, and low peak current, etc. It is easy to reduce the power consumption further by combining the asynchronous design technique with other low power techniques, for instance, dynamic voltage scaling technique [20], as shown in the following figure 2.4.


2.2.2    Algorithm Level


The algorithm selection has large impact on the power consumption. The task of algorithm design is to select the most energy-efficient algorithm that just satisfies the constraints. The cost of an algorithm includes the computation part and the communication/storage part. The complexity measurement for an algorithm includes the number of operations and the cost of communication and storage. Reduction of the number of operations, cost per operation, and long distance communications are key issues to algorithm selection.
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One important technique for low power of the algorithmic level is algorithmic transformations [21]. This technique exploits the complexity, concurrency, regularity, and locality of an algorithm. Reducing the complexity of an algorithm reduces the number of operations and hence the power consumption. The possibility of increasing concurrency in an algorithm allows the use of other techniques, e.g., voltage scaling, to reduce the power consumption. The regularity and locality of an algorithm affects the controls and communications in the hardware.


The loop unrolling technique [18], [12 - 13] is a transformation that aims to enhance the speed. This technique can be used for reducing the power consumption. With loop unrolling, the critical path can be reduced and hence voltage scaling can be applied to reduce the power consumption. 

In  figure 2.5, the unrolling reduces the critical path and gives a voltage reduction of 26% [18 – 23]. This reduces the power consumption with 20% even the capacitance load is increases with 50% [13]. Furthermore, this technique can be combined with other techniques at architectural level, for instance, pipeline and interleaving, to save more power.  In some cases, like digital filters, the faster algorithms, combined with voltage-scaling, can be used for energy-efficient applications [18].


2.2.3
 Architecture Level

According to the selection of the algorithm, the architecture can be determined for the given algorithm. From equation (2.1) we can say that, an efficient way to reduce the dynamic power consumption is the voltage scaling. When supply voltage is reduced, the power consumption is reduced. However, this increases the gate delay. To compensate the delay, low power techniques like parallelism and pipelining [14] architectures were used.


The use of two parallel datapath is equivalent to interleaving of two computational tasks. A datapath to determine the largest number of C and (A + B) is shown in figure 2.6. It requires an adder and a comparator. The original clock frequency is 40 MHz [14]. 
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Figure 2.6: Original data path.


In order to maintain the throughput while reducing the power supply voltage, we use a parallel architecture. The parallel architecture with twice the amount of resources is shown in figure 2.7. The clock frequency can be reduced to half, from 40 MHz to 20 MHz since two tasks are executed concurrently. This allows the supply voltage to be scaled down from 5 V to 2.9 V [14]. Since the extra routing is required to distribute computations to two parallel units, the capacitance load is increased by a factor of 2.15 [14]. The power is calculated by using equation (2.2). 
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Figure 2.7:  Parallel implementation. 
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Figure 2.8: Pipelining implementation.
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Pipelining is another method for increasing the throughput. By adding a pipelining buffer / register after the adder in figure 2.8., the throughput can the increased from 
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. If Tadd is equal Tcomp, this increases the throughput by a factor of 2. As a result the supply voltage also scaled down to 2.9 V (the gate delay doubles) [14]. The effective capacitance increases to a factor of 1.15 because of the insertions of latches [14]. The power consumption for pipelining [14] is calculated using equation (2.3).

Main advantage of pipelining is the low area overhead in comparison with using parallel data paths. Another benefit is that the amount of glitches can be reduced. However, since the delay increases significantly as the voltage approaches the threshold voltage and the capacitance load for routing and/or pipeline registers increases, there exists an optimal power supply voltage. Reduction of supply voltage lower than the optimal voltage increases the power consumption.


2.2.4
 Logic Level


The power consumption depends on the switching activity factor, which in turn depends on the statistical characteristics of data. The low power techniques at the logic level, however, focus mainly on the reduction of switching activity factor by using the signal correlation and the node capacitances. In case of  the gated clocking, the clock input to non-active functional block does not change by gating, and, hence, reduces the switching of clock network. 
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Figure 2.9: A precomputation structure for low power.


Precomputation [18] uses the same concept to reduce the switching activity factor: a selective precomputing of the output of a circuit is done before the outputs are required, and this reduces the switching activity by gating those inputs to the circuit. As shown in figure 2.9, the input data is partitioned into two parts, corresponding to registers R1 and R2. One part, R1, is computed in precomputation block g, one clock cycle before the computation of A. The result from g decides gating of R2. The power can then be saved by reducing the switching activity factor in A.

Lets consider a comparator as an example of precomputation for low-power. The comparator takes the MSB of the two numbers to register R1 and the others to R2. The comparison of MSB is performed in g. If two MSBs are not equal, the output from g gated the remaining inputs. In this way, only a small portion of inputs to the comparator's main block A (subtracter) is changed. Therefore the switching activity is reduced.

Gate reorganization  [18] is another technique used to restructure the circuit. This can be decomposition a complex gate to simple gates, or combines simple gates to a complex gate, duplication of a gate, deleting/addition of wires. The decomposition of a complex gate and duplication of a gate help to separate the critical and non-critical path.  Which reduce the size of gates in the non-critical path, as a result reduces the power consumption. In some cases, the decomposition of a complex gate increases the circuit speed and gives more space for power supply voltage scaling. The composition of simple gates can reduce the power consumption.  The complex gate can reduce the charge/discharge of high-frequently switching node. The deleting of wires reduces the circuit size as a result, reduces the load capacitance. The addition of wires helps to provide an additional interconnection for better results.


 Logic encoding defines the way data bits are represented on the circuits. The encoding is usually optimized for reduction of delay or area. In low power design, the encoding is optimized for reduction of switching activities since various encoding schemes have different switching properties.


In a counter design, counters with binary and Gray code have the same functionality. For N-bit counter with binary code, a full counting cycle requires       2(2n - 1) transitions [18] A full counting cycle for a Gray coded N-bit counter requires only 2n transitions. For instance, the full counting cycle for a 2-bit binary coded counter is from 00, 01, 10, 11, and back to 00, which requires 6 transitions. The full counting cycle for 2-bit Gray coded counter is from 00, 01, 11, 10, and back to 00, which requires 4 transitions. The binary coded counter has twice transitions as the Gray coded counter when the n is large. Using binary coded counter therefore requires more power consumption than using Gray coded counter under the same conditions.


Traditionally, the logic coding style is used for enhancement of speed performance. Careful choice of coding style is important to meet the speed requirement and minimize the power consumption. This can be applied to the finite state machine, where states can be coded with different schemes.


A bus is the main on-chip communication channel that has large capacitance. As the on-chip transfer rate, increases, the use of buses contributes with a significant portion of the total power. Bus encoding is a technique to exploit the property of transmitted signal to reduce the power consumption.

2.2.5 Circuit Level


At the circuit level, the power saving techniques is quite limited if compared with the other techniques at higher abstract levels. However, this cannot be ignored. The power savings can be significant as the basic cells are frequently used. A few percents improvement for D flip-flop can significantly reduce the power consumption in deep pipelined memory systems.


In CMOS circuits, the dynamic power consumption is caused by the transitions. Spurious transitions typically consume between 10% and 40% of the switching activity power in the typical combinational logic. In some cases, like array multipliers, the amount of spurious transitions is large. To reduce the spurious transitions, the delays of signals from registers that converge at a gate should be roughly equal. This can be done by insertions of buffers and device sizing [18]. The insertions of buffer increase the total load capacitance but can still reduce the spurious transitions. This technique is called path balancing.

Many logic gates have inputs that are logically equivalent, i.e., the swapping of inputs does not modify the logic function of the gate. Some examples of gates are NAND, NOR, XOR, etc. However, from the power consumption point of view, the order of inputs does effect the power consumption. Lets consider the figure 1.10, the A-input, which is near the output in a two-input NAND gate, consumes less power than the B-input closed to the ground with the same switching activity factor. Pin ordering is to assign more frequently switching input pins near to the output node, which will consume less power. In this way, the power consumption will be reduced without cost. However, the statistics of switching activity factors for different pins must be known in advanced and this limits the use of pin ordering [18].



Figure 2.10: A two input NAND gate.

Different logic styles have different electrical characteristics. The selection of logic style affects the speed and power consumption. In most cases, the standard CMOS logic is used for speed and power trade-off. In some cases other logic styles, like complementary pass-transistor logic (CPL) is efficient. 

Transistor sizing affects both delay and power consumption. Generally, a gate with smaller size has smaller capacitance and consumes less power. To minimize the transistor sizes and meet the speed requirement is a trade-off. Typically, the transistor sizing uses static timing analysis to find out those gates (whose slack time is larger than 0) to be reduced. The transistor sizing is generally applicable for different technologies.

2.3  Summary 

Several approaches to reduce the power consumption have been briefly discussed. Below we summarize some of the most commonly used low power techniques.


•
Reduce the number of operations. The selection of algorithm and/or architecture has significant impact on the power consumption.


•
Power supply voltage scaling. The voltage scaling is an efficient way to reduce the power consumption. Since the throughput is reduced as the voltage is reduced, this may need to be compensated by using parallel and/or pipelining techniques.


•
I/Os between chips can consume large power due to the large capacitive loads. Reducing the number of chips is a promising approach to reduce the power consumption. 

•
Power management. In many systems, the most power consuming parts are often idle. For example, in a lap-top computer, the portion of display and hard disk could consume more than 50% of the total power consumption. Using power management strategies to shut down these components when they are idle for a long time can achieve good power saving.


•
Reducing the effective capacitance. The effective capacitance can be reduced by several approaches, for example, compact layout and efficient logic style.


•
Reduce the number of transitions. To minimize the number of transitions, especially the glitches, is important
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Figure 2.4: Asynchronous design with dynamic voltage scaling.
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Figure 2.5: (a) Original signal flow graph. (b) Unrolled signal flow graph.
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Figure 2.3: Clock gating.
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Image compression using Discrete Cosine Transform




Discrete cosine transform (DCT)  [39, 44] is widely used in image processing, especially for compression. Some of the applications of two-dimensional DCT involve still image compression and compression of individual video frames, while multidimensional DCT is mostly used for compression of video streams. DCT is also useful for transferring multidimensional data to frequency domain, where different operations, like spread-spectrum, data compression, data watermarking, can be performed in easier and more efficient manner. A number of papers discussing DCT algorithms is available in the literature that signifies its importance and application.

Hardware implementation of parallel DCT transform is possible, that would give higher throughput than software solutions.  Special purpose DCT hardware decreases the computational load from the processor and therefore improves the performance of complete multimedia system. The throughput is directly influencing the quality of experience of multimedia content. Another important factor that influences the quality is the finite register length effect that affects the accuracy of the forward-inverse transformation process.


Hence, the motivation for investigating hardware specific DCT algorithms is clear. As 2-D DCT algorithms are the most typical for image compression, the main focus of this chapter will be on the efficient hardware implementations of 2-D DCT based compression by decreasing the number of computations, increasing the accuracy of reconstruction, and reducing the chip area. This in return reduces the power consumption of the compression technique. As the number of applications that require higher-dimensional DCT algorithms are growing, a special attention will be paid to the algorithms that are easily extensible to higher dimensional cases. 

The JPEG standard has been around since the late 1980's and has been an effective first solution to the standardisation of image compression. Although JPEG has some very useful strategies for DCT quantisation and compression, it was only developed for low compressions. The 8
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8 DCT block size was chosen for speed (which is less of an issue now, with the advent of faster processors) not for performance. The JPEG standard will be briefly explained in this chapter to provide a basis to understand the new DCT related work.


This chapter contains three new and different approaches for using the DCT. The first uses a ‘Energy Quantisation’ method for compression. The aim of this energy quantisation and then modified energy quantisation techniques is to reduce the quantisation complexity in terms of hardware implementation. Finally, a ‘Rule-based Energy Quantisation’ method is presented that automatically sets the threshold value for the quantization of the transformed DCT coefficients. The main aim behind these two proposed schemes is to reduce the hardware requirement for quantisation and dequantisation, and to reduce the use of memory, to reduce the power consumption.

3.1 JPEG Compression


The JPEG (Joint Photographic Experts Group) standard [32,50] has been around for some time and is the only standard for lossy still image compression. There are quite a lot of interesting techniques used in the JPEG standard and it is important to give an overview of how JPEG works. There are several variations of JPEG, but only the 'baseline' method is discussed here.
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As shown in the figure 3.1, the image is first partitioned into non-overlapping 8 
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 8 blocks.  A Forward Discrete Cosine Transform (FDCT) is applied to each block to convert the spatial domain gray levels of pixels into coefficients in frequency domain.  To improve the precision of the DCT the image is 'zero shifted', before the DCT is applied. This converts a 0 
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 255 image intensity range to a -128 
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 127 range, which works more efficiently with the DCT. One of these transformed values is referred to as the DC coefficient and the other 63 as the AC coefficients.
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After the computation of DCT coefficients, they are normalized with different scales according to a quantization table provided by the JPEG standard conducted by psychovisual evidence. The quantized coefficients are rearranged in a zigzag scan order for further compressed by an efficient lossless coding algorithm such as runlength coding, arithmetic coding, Huffman coding.  The decoding process is simply the inverse process of encoding as shown in figure 3.2.
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3.1.1 DISCRETE COSINE TRANSFORM (DCT)

The DCT is a widely used transformation in transformation for data compression. It is an orthogonal transform, which has a fixed set of (image independent) basis functions, an efficient algorithm for computation, and good energy compaction and correlation reduction properties. Ahmed et al [39] found that the Karhunen Lòeve Transform (KLT) basis function of a first order Markov image closely resemble those of the DCT. They become identical as the correlation between the adjacent pixel approaches to one. 

The DCT belongs to the family of discrete trigonometric transform, which has 16 members [44]. The 1D DCT of a 
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where 
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The original signal vector 
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 can be reconstructed back from the DCT coefficients 
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 using the Inverse DCT (IDCT) operation and can be defined as
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where 
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The DCT can be extended to the transformation of 2D signals or images. This can be achieved in two steps: by computing the 1D DCT of each of the individual rows of the two-dimensional image and then computing the 1D DCT of each column of the image. If 

[image: image14.wmf](


)


2


1


,


n


n


x


 represents a 2D image of size 
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, then the 2D DCT of an image is given by: 
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where 
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Similarly the 2D IDCT can be defined as
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The DCT is a real valued transform and is closely related to the DFT. In particular, a 
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 DFT of its even-symmetric extension, which leads to a fast computational algorithm. Because of the even-symmetric extension process, no artificial discontinuities are introduced at the block boundaries. Additionally the computation of the DCT requires only real arithmetic. Because of the above properties the DCT is popular and widely used for data compression operation.

The DCT presented in equations (3.1) and (3.4) is orthonormal and perfectly reconstructing provided the coefficients are represented to an infinite precision. This means that when the coefficients are compressed it is possible to obtain a full range of compressions and image qualities. The coefficients of the DCT are always quantised for high compression, but DCT is very resistant to quantisation errors due to the statistics of the coefficients it produces. The coefficients of a DCT are usually linearly quantised by dividing by a predetermined quantisation step.


The DCT is applied to image blocks N x N pixels in size (where N is usually multiple of 2) over the entire image. The size of the blocks used is an important factor since they determine the effectiveness of the transform over the whole image. If the blocks are too small then the images is not effectively decorrelated but if the blocks are too big then local features are no longer exploited. 

The tiling of any transform across the image leads to artifacts at the block boundaries. The DCT is associated with blocking artifact since the JPEG standard suffers heavily from this at higher compressions. However the DCT is protected against blocking artifact as effectively as possible, without interconnecting blocks, since the DCT basis functions all have a zero gradient at the edges of their blocks. This means that only the DC level significantly affects the blocking artifact and this can then be targeted.


Ringing is a major problem in DCT operation. When edges occur in an image DCT relies on the high frequency components to make the image shaper. However these high frequency components persist across the whole block and although they are effective at improving the edge quality they tend to 'ring' in the flat areas of the block. This ringing effect increases, when larger blocks are used, but larger blocks are better in compression terms, so a trade off is usually established. 

3.1.2 QUANTISATION


In lossy image compression the transformation decompose the image into uncorrelated parts projected on orthogonal basis of the transformation.  These basis are represented by eigenvectors which are independent and orthogonal in nature.  Taking inverse of the transformed values will result in the retrieval of the actual image data.  For compression of the image, the independent characteristic of the transformed coefficients are considered, truncating some of these coefficients will not affect the others.  This truncation of the transformed coefficients is actually the lossy process involved in compression and known as quantization [43]. So we can say that DCT is perfectly reconstructing, when all the coefficients are calculated and stored to their full resolution. For high compression, the DCT coefficients are normalized by different scales, according to the quantization matrix as shown in the Table-3.1 provided by JPEG standard, which is designed by conducting some psycho visual evidence.  The JPEG quantizer is a bank of 64 linear (uniform) quantizers, one for each DCT coefficients as shown in figure 3.3.  The i'th quantizer is evaluated as
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where 
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		Table 3.1: JPEG Quantisation matrix



		16

		11

		10

		16

		24

		40

		51

		61

		

		80

		60

		50

		80

		120

		200

		255

		255



		12

		12

		14

		19

		26

		58

		60

		55

		

		55

		60

		70

		95

		130

		255

		255

		255



		14

		13

		16

		24

		40

		57

		69

		56

		

		70

		65

		80

		120

		200

		255

		255

		255



		14

		17

		22

		29

		51

		87

		80

		62

		

		70

		85

		110

		154

		255

		255

		255

		255



		18

		22

		37

		56

		68

		109

		103

		77

		

		90

		110

		185

		255

		255

		255

		255

		255



		24

		35

		55

		64

		81

		104

		113

		92

		

		120

		175

		255

		255

		255

		255

		255

		255



		49

		64

		78

		87

		103

		121

		120

		101

		

		245

		255

		255

		255

		255

		255

		255

		255



		72

		92

		95

		98

		112

		100

		103

		99

		

		255

		255

		255

		255

		255

		255

		255

		255



		MAT1

		

		MAT2  





  Vector quantization, (VQ) mainly used for reducing or compressing the image data [42].   Application VQ on images for compression started from early 1975 by Hilbert mainly for the coding of multispectral Landsat imaginary.  Many VQ techniques applied for image compression has been reported [41 - 45].  The main problem with existing VQs is preparation of the code book [43, 45].  In VQ techniques creating the code book is a complicated process which has to be designed mainly to preserve the low frequency coefficients, and most of the high frequency coefficients are discarded, which results in the loss of edges of the image.  The encoder search the whole code book to identify the nearest matching vector template to an input vector, which also takes a lot of time.


3.1.3 CODING
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After the DCT coefficients have been quantised, the DC coefficients are DPCM coded and then they are entropy coded along with the AC coefficients. The quantised AC and DC coefficient values are entropy coded in the same way, but because of the long runs in the AC coefficient, an additional run length process is applied to them to reduce their redundancy. 

The quantised coefficients are all rearranged in a zigzag order as shown in figure 3.4. The run length in this zigzag order is described by a RUN-SIZE symbol. The RUN is a count of how many zeros occurred before the quantised coefficient and the SIZE symbol is used in the same way as it was for the DC coefficients, but on their AC counter parts. The two symbols are combined to form a RUN-SIZE symbol and this symbol is then entropy coded. Additional bits are also transmitted to specify the exact value of the quantised coefficient. A size of zero in the AC coefficient is used to indicate that the rest of the 8 
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 8 block is zeros (End of Block or EOB). 

3.2 SIGNAL ENERGY 


The idea of the "size" of a signal is crucial to many applications. It is also nice to know if the signal driving a set of headphones is enough to create a sound. The given example deals with electric signals, which generally vary with different signals with very different tolerances. For this reason, it is convenient to quantify this idea of "size". This leads to the ideas of signal energy and signal power.

Since we often think of signal as a function of varying amplitude through time, it seems to reason that a good measurement of the strength of a signal would be the area under the curve. However, this area may have a negative part. This negative part does not have less strength than a positive signal of the same size. This suggests squaring the signal or taking its absolute value, then finding the area under that curve. It turns out that what we call the energy of a signal is the area under the squared signal. The original signal and the energy of the signal is shown in figure 3.5, and equation 3.6 shows the formula for the calculation of energy of a continuous signal.
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		(3.6)
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3.3 ENERGY QUANTISATION (EQ)

3.3.1 Technique-1: Energy Quantisation (EQ)


The technique of energy calculation discussed in the previous section has been applied to calculate the energy of the transformed coefficients of the image block, where each transformed pixel values are considered as the amplitude of the image signal. Taking the square of each transformed coefficients and taking the sum gives rise to the energy content in that block.  It means that each signal has some contribution to the total energy.  Than a threshold value considered for elimination of the transformed coefficients i.e. if the energy of the transformed coefficient is less than the threshold value than make that zero, otherwise keep the coefficient as it is.  The threshold value is considered according to the user requirement, i.e. how much energy of the image user want to save.   For higher compression and low quality, less transformed coefficients has to be stored i.e. maximum amount of the energy has to be discarded.  For low compression and high quality, maximum amount energy has to be saved.
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Energy Quantisation based image compression (EQ-IC) technique encoder and is shown in figure 3.6.  Figure 3.7, illustrates the proposed energy quantization technique briefly by taking a sample 8 

[image: image33.wmf]´


 8 block.  Figure 3.7 (a), is an 8 
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 8 block of 8-bit samples taken arbitrarily from a real image.  The sample to sample variation is very high, which indicates the existence of high spatial frequency. The actual samples level sifted by subtracting 128 from each sample, as DCT is designed to work on sample values ranging form -127 to 128.  The samples are than passed through the FDCT block, for converting the samples to frequency domain.  Figure 3.7 (b), shows the resulting DCT coefficients, where it’s very clear that most of the coefficients are very small.  Figure 3.7 (c), shows the quantized DCT coefficients, normalized by the quantization table (Table -1).  Figure 3.7 (d) shows the DCT coefficients quantized by using the proposed algorithm. First the normalized energy of the transformed coefficients is calculated using the following equation,
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Where 
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are the width and length of the sample block and 
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is the transformed samples.  Than according to the threshold value, i.e. a measure to know the contribution of the transformed sample to the normalized energy is considered.  
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For this example the threshold value is taken as 30% of the normalized energy. For higher compression this threshold value has to be increased.  The DCT coefficient can be saved as it is, but the transformed coefficients/samples have been normalized to decrease the amplitudes.  At the decoder the compressed data is dequantized and passed through the IDCT operation to reconstruct the image. Figure 3.7 (e) shows the reconstructed samples, after dequantizing the compressed samples using the quantization table.  

The decoding technique is shown in figure 3.8. The reconstructed pixel using the energy dequantisation is shown in Figure 3.7 (f).  From the reconstructed image pixel values it is clear that some of the high frequency components are preserved.  This indicates that the edge property of the image is preserved.
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3.3.2 Technique-II : Modified Energy Quantisation (MEQ)


In case of the second method i.e. Modified energy quantisation the energy is calculated by taking the absolute value of the transformed coefficients as shown in figure 3.9. By performing the absolute operation all the transformed coefficients are converted into some positive amplitude. The area under this positive coefficients will give the energy of the signal.  It means that each signal amplitude represents the energy of that signal.  A threshold value has to be considered for elimination of the transformed coefficients  i.e. if the energy of the transformed coefficient is less than the threshold value than make that zero, otherwise keep the coefficient as it is.  Mean of the signal is used to set the threshold value for truncation of the transformed coefficients as shown in equation (3.8). 
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where 
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are the width and length of the sample block and 
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is the default threshold value. To sift the level of threshold value 
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 is multiplied by some constant i.e. for higher compression and low quality of reconstruction 
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 should be multiplied by some integer greater then 1, for low compression and high quality 
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 should be divided by some integer.  

The threshold value is considered according to the user requirement, i.e. how much energy of the image user want to save.   For higher compression and low quality, less transformed coefficients has to be stored i.e. maximum amount of the energy has to be discarded.  For low compression and high quality, maximum amount energy has to be saved. The decoding procedure is same as the previous technique as shown in figure 3.8.

3.3.3 Rule Based Energy Quantisation  (RBEQ)

Instead of representing knowledge in a relatively declarative, static way, rule-based system represent knowledge in terms of a bunch of rules that tell what should be done or what could be concluded in different situations. A rule-based system consists of a bunch of IF-THEN rules, and some interpreter controlling the application of the rules, given the facts. 

Rules in the system represent possible actions to take when specified conditions hold on items in the working memory - they are sometimes called condition-action rules. The conditions are usually patterns that must match items in the working memory, while the actions usually involve adding or deleting items from the working memory. The rule based designing broadly divided into two types: forward chaining design, and backward chaining design. In a forward chaining designer have to start with some initial facts, and keep using the rules to draw new conclusions (or take certain actions) given those facts. In a backward chaining designer have to start with some hypothesis (or goal) to prove, and keep looking for rules that would allow to conclude that hypothesis, perhaps setting new subgoals to prove. Forward chaining design are primarily data-driven, while backward chaining design are goal-driven.

Forward chaining design process is used here for compression of the image.  Normalized energy 
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 is used as the primary data to set the rules for the quantization of the blocks.  Calculation of  
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 is already explained by the equation 3.7 in section 3.4.1. As the blocks which have edges contributes in large energy and the blocks which has no edges contributes to less energy.  So this property of the image blocks taken in to account and some rules are formed using this energy values. Here two rules are proposed, one for high compression low quality of reconstruction and other one for low compression high quality of reconstruction, compared to the fixed energy quantization method.


Rule-1 (RBEQ-1):
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Rule-2 (RBEQ-2):
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3.4 SIMULATION RESULTS


Five different standard test images shown in figure 3.10 are used in the simulation of the image compression task using the DCT based JPEG, Energy Quantisation technique (EQ), Modified Energy Quantisation (MEQ) and Rule Based Energy Quantisation (RBEQ-1 & RBEQ-2) respectively. At first the image blocks are passed through the FDCT blocks for conversion into frequency domain. Then the transformed coefficients are allowed to compress using the quantisation operation. After the quantisation the quantized coefficients are coded using some lossless coding algorithm.  This completes the compression of the original data and the coded data represent the compressed version of the original sample images. 

The performance comparison has been carried out using all the performance indices given in equations (1.2-1.4). These are; PSNR peak signal to noise ratio, energy retained and bits per pixel obtained in the process of compression and reconstruction of signals or images. The same parameters are computed for all the images using the DCT based compression and proposed techniques. Table 3.2 lists the PSNR in dB obtained for JPEG technique and proposed techniques, Table 3.3 lists the bpp (bits per pixel) required for representing one pixel in case of the compressed image. The reconstructed image and the error images for different techniques are shown in figures 3.11 - 3.14.
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		(a) Lena Image

		

		(b) Bobbon Image
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		(c) Peppers Image

		

		(d) GoldHill Image
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		(e) Airport Image

		



		Figure 3.10: Standard (512x512) test images used for testing the proposed algorithms





		Table 3.2: Comparative results in PSNR (dB) of different Quantisation techniques for five different images



		

		

		LENA

		BABBON

		PEPPERS

		GOLDHILL

		AIRPORT



		JPEG

		MAT-1

		36.80

		28.22

		34.74

		33.58

		28.68



		

		MAT-2

		30.62

		23.42

		30.09

		28.65

		24.58



		EQ

		100%

		31.23

		25.92

		30.53

		29.88

		25.63



		

		80%

		31.71

		26.58

		30.97

		30.33

		26.11



		

		60%

		32.39

		27.45

		31.55

		30.88

		26.79



		

		40%

		33.37

		28.72

		32.34

		31.70

		27.81



		

		20%

		35.06

		30.87

		33.63

		33.06

		29.71



		

		10%

		36.65

		32.92

		34.75

		34.37

		31.63



		

		5%

		37.99

		34.39

		35.61

		35.43

		33.43



		MEQ

		5

		28.80

		20.86

		28.04

		27.33

		22.33



		

		4

		29.90

		21.62

		29.15

		28.19

		22.99



		

		3

		31.47

		22.88

		30.44

		29.32

		23.93



		

		2

		33.68

		24.13

		32.17

		31.10

		25.64



		

		100%

		37.35

		29.82

		34.80

		34.30

		29.79



		

		80%

		38.36

		31.37

		35.45

		35.23

		31.35



		

		60%

		39.31

		33.21

		36.10

		36.00

		33.25



		

		40%

		39.84

		34.80

		36.49

		36.26

		34.71



		

		20%

		39.88

		35.09

		36.54

		36.27

		34.99



		RBEQ

		RBEQ1

		36.23

		37.94

		34.37

		34.82

		31.29



		

		RBEQ2

		36.07

		2.001

		34.24

		34.24

		31.11





		Table 3.3: Comparative results in bpp (bits per pixcel) of different Quantisation techniques for five different images:



		

		

		LENA

		BABBON

		PEPPERS

		GOLDHILL

		AIRPORT



		JPEG

		MAT-1

		0.691

		1.538

		0.700

		0.876

		1.234



		

		MAT-2

		0.193

		0.381

		0.197

		0.205

		0.208



		EQ

		100%

		0.403

		1.228

		0.395

		0.497

		0.721



		

		80%

		0.428

		1.358

		0.424

		0.542

		0.808



		

		60%

		0.461

		1.516

		0.461

		0.597

		0.939



		

		40%

		0.531

		1.724

		0.520

		0.680

		1.133



		

		20%

		0.602

		2.004

		0.632

		0.821

		1.453



		

		10%

		0.691

		2.232

		0.750

		0.959

		1.700



		

		5%

		0.761

		2.419

		0.874

		1.090

		1.916



		MEQ

		5

		0.290

		0.264

		0.267

		0.265

		0.219



		

		4

		0.340

		0.371

		0.305

		0.324

		0.274



		

		3

		0.421

		0.593

		0.362

		0.416

		0.391



		

		2

		0.549

		1.072

		0.475

		0.591

		0.715



		

		100%

		0.752

		1.946

		0.804

		0.949

		1.533



		

		80%

		0.816

		2.149

		0.898

		1.064

		1.788



		

		60%

		0.873

		2.339

		0.992

		1.194

		2.080



		

		40%

		0.898

		2.508

		1.063

		1.260

		2.269



		

		20%

		0.900

		2.565

		1.076

		1.263

		2.317



		RBEQ

		RBEQ1

		0.621

		2.001

		0.627

		0.832

		1.602



		

		RBEQ2

		0.611

		2.062

		0.608

		0.805

		1.576
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		(a) Reconstructed image using MAT-1

		

		(b) Error image using MAT-1
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		(c) Reconstructed image using MAT-2

		

		(d) Error image using MAT-2
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		(e) Reconstructed image using MAT-1

		

		(f) Error image using MAT-1
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		(g) Reconstructed image using MAT-2

		

		(h) Error image using MAT-2



		



		Figure 3.11: Reconstructed image and error images of JPEG quantisation technique
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		(a) Threshold=100% of En

		(b) Threshold=80% of En

		(c) Threshold=60% of En
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		(d) Threshold=100% of En

		(e) Threshold=80% of En

		(f) Threshold=60% of En
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		(g) Threshold=40% of En




		(h) Threshold=20% of En

		(i) Threshold=10% of En
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		(j) Threshold=40% of En

		(k) Threshold=20% of En

		(l) Threshold=10% of En






		Figure 3.12: Reconstructed image and error images of EQ technique





		(a) Threshold=5 of En[image: image98.png]
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(b) Threshold=3 of En
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(c) Threshold= En



		

		

		



		(d) Threshold=5 of En[image: image101.png]
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(e) Threshold=3 of En
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(f) Threshold= En



		

		

		



		(g) Threshold=80% of En[image: image104.png]
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(h) Threshold=60% of En
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(i) Threshold=40% of En



		

		

		



		(j) Threshold=80% of En[image: image107.png]
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(k) Threshold=60% of En
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(l) Threshold=40% of En



		

		

		



		Figure 3.13: Reconstructed image and error images of MEQ technique
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Using RBEQ-1
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(b) Using RBEQ-1
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(c) Using RBEQ-1



		

		

		



		(d) Using RBEQ-1[image: image113.emf]FDCT
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(e) Using RBEQ-1
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(a) Source Image Sample  
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   ( b )  Forward DCT coefficients  
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( c )  JPEG Q uantized Coefficients  
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( d )  Energy Quantized Coefficients         30% of Normalized Discarded  
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( e )  Reconstructed image of JPEG Dequantized        Coefficients  
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( f )  Reconstructed image of energy Dequantized        Coefficients  




(f) Using RBEQ-1
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(h) Using RBEQ-2
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(i) Using RBEQ-2
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(k) Using RBEQ-2
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(l) Using RBEQ-2



		

		

		



		Figure 3.14: Reconstructed image and error images of RBEQ technique





3.5 Summary and Discussion 

In this Chapter we have employed the DCT based JPEG image compression technique. Three new quantisation techniques are proposed that can  replace the existing vector quantisation technique. Simulation results indicate that the proposed techniques achieve nearly same PSNR value as that of the existing JPEG technique. The third rule based energy quantisation (RBEQ) technique improves the performance of image compression by making it intelligent to select the threshold value for each block separately according to the amount of energy content of that block.  
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Figure 3.2: JPEG Decoder
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Figure 3.9: Modified Energy Quantisation based Image Compression Decoder
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Figure 3.8: Energy Quantisation based Image Compression Decoder
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Figure 3.7:  Energy Quantisation Decoding and Encoding example
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Figure 3.6: Energy Quantisation based Image Compression Encoder
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Figure 3.5: Original Signal � EMBED Equation.DSMT4  ��� and Energy signal � EMBED Equation.DSMT4  ���
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Figure 3.4: Zigzag Scanning
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Figure 3.3: JPEG Quantiser
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Figure 3.2: JPEG Decoder







�







Figure 3.1: JPEG Encoder
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Hartley transform based JPEG




JPEG [32, 50] has been created out of the collaboration between the consultative Committee on International Telephone and Telegraph (CCITT) and the International Standard Organization (ISO) to establish an International standard for image compression. It is based on the transform coding using DCT. The JPEG standard describes a family of image compression techniques for continuous tone (gray-scale) still images. Because of the amount of data involved and the psychovisual redundancy present in the images, JPEG employs a lossy compression scheme based on the transform coding. The JPEG defines four operation modes: sequential DCT based mode, sequential lossless mode, progressive DCT based mode, and hierarchical mode. The simplest sequential algorithm among the DCT based JPEG referred to as JPEG baseline, is widely used compression algorithm in the JPEG family. 


4.1
JPEG Baseline Algorithm
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Baseline algorithm is also called the sequential algorithm. The JPEG baseline data compression scheme can be summarized in the following three steps. The block diagram of the conventional JPEG framework has been shown in figure 4.1. 


4.1.1
   DCT computation

Initially the whole image is subdivided into 
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 size of pixel blocks. Each pixel is then level shifted by subtracting 
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is the maximum number of given levels. That is for 8-bit images we subtract 128 from each pixel in an attempt to remove the DC level of each block. The 2D DCT of each block is then computed.


4.1.2
   Quantisation of the DCT coefficients

The DCT coefficients thus obtained are then thresholded using a Quantisation Matrix (QM) of size (
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) [4.2, 4.3] and reordered using zigzag scanning to form a 1D sequence of 64 quantised coefficients. The first one is the DC coefficient and the rest 63 coefficients are the AC coefficients. The effect of dividing by such a QM would be to favour the low frequencies. The QM can be scaled to provide a variety of compression levels. The entries of the QM are usually determined according to the psychovisual considerations. A typical QM might be an integer multiple of a matrix such as in [9]. The multiplier might be any positive integer. The larger the multiplier, the better is the compression and accordingly a degradation in the reconstructed image is noticed. Also to reduce the psychovisual redundancy in image, JPEG incorporates the characteristic of the human visual system into the compression process through the specification of QM. It is known that the frequency response of the human visual system drops off with increasing spatial frequency. Further this drop off is faster in the two chrominance channels. As a result, the JPEG allows specification of two QM, one for the luminance and another for the two chrominance channels to allocate more bits for the representation of coefficients, which are visually more significant [54] Thus the choice of the QM and multiplier greatly influences the performance of the method.


4.1.3   Coding of the quantised coefficients

The nonzero AC coefficients are Huffman coded using the Variable length code (VLC) that defines the value of the coefficients and the number of preceding zeros. The DC coefficient of each block is coded using the differential pulse code modulation (DPCM) relative to the DCT coefficients of the previous block. 


4.1.4   Reconstruction of the original image

The reconstruction process of this scheme can be obtained by reversing all the forward processes, like Variable Length Decoding, Inverse DPCM, Inverse quantization and the inverse DCT algorithm. 


4.2
Motivation
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The JPEG conventionally employs the DCT as the transform block in its framework for image compression. The performance of the JPEG is quite satisfactory. In the DSP literature many other efficient transforms such as Good Winograd Transform (GWT) [34, 46] and DHT are being used. Similarly the DHT is a real valued transform whose forward and inverse transforms are same except for an inclusion of a scale factor in the inverse transform. Besides, the DHT can compute both convolution and the DFT efficiently [46]. The memory requirement to compute both the forward and inverse DHT is about 50% as those of the DCT. In the present work we have attempted the use of the DHT in JPEG to find out whether the new version of the JPEG can provide equivalent performance as that of the conventional one. The choice of QM and the multiplier greatly influence the performance of the JPEG scheme of image compression and reconstruction. While replacing the DHT in the JPEG framework, care should be taken in choosing proper QM. The same QM shown in Table-3.1 is used for testing the results. But these QM were unable to give proper results as they are designed to preserve data which follows the zigzag scan order as shown in figure 3.4. DHT transformed coefficients do not follows the zigzag scanning; instead they follow a special scanning order as shown in figure 4.2. So the designing of the QM matrix is quite difficult in this case. To eliminate these difficulties the quantisation techniques proposed in chapter one  used and tested for different images to examine whether the newer version has any advantage over the conventional compression scheme or not.


4.3
Discrete Hartley Transform (DHT)

4.3.1
1D DHT


In 1942, R. V. L. Hartley [61] proposed a real integral transform for the analysis of transmission problem. Based on that integral transform, Bracewell [59] proposed a real valued discrete transform called the DHT. The DHT is a real valued alternative to the DFT as the even and odd parts of the DHT of a real valued sequence are same as the real and negative imaginary parts of the corresponding DFT components. The DHT of an N-point real valued sequence 
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and the inverse transform is
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where, 
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Equations (4.1) and (4.2) may respectively be expressed in the matrix product form as:
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where 
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for 
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 from (4.4) it can be seen that
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and
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where Kronecker delta 
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from (4.5) and (4.6) it can be found that the Hartley matrix is a nonsingular Harmitian matrix of eigen value 
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. An important feature of this transform that makes it more advantageous compared to the DFT and DCT is that the inverse transform defines by (4.2) is identical to the forward transform given by (4.1), except a scale factor of 
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. Therefore, only one routine may be coded and stored for the forward as well as inverse transform. 


4.3.2
2D DHT


Just like 1D, the 2D DHT computation can be developed and has a potential application in the field of image processing [57]. Development of efficient schemes for its fast computation is, therefore, a subject of interest. Many researches have been carried out to solve this problem. Bracewell et al [60] have proposed an efficient algorithm to compute the multidimensional DHT by adding certain number of intermediate arrays where each of the arrays is computed using 1-dimensional fast DHT algorithm. Another scheme of computation of the DHT has been proposed [58], where the computation is based on the prime-factor decomposition. According to this scheme, multidimensional DHT can be computed using a 1D fast DFT algorithm and an 1D fast DHT algorithm. This scheme has been reported to be less compulsive as well as structurally less complex over the earlier scheme. In the JPEG scheme we have incorporated the DHT that has been computed using the prime factor. A brief overview of this algorithm is follows.  


The 2D DHT of an array 
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By splitting the arguments of sine and cosine function of (4.7), we get
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where 
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It may be noted that 
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where, 
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The symbol 
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Equations (4.9) - (4.12) indicate that a 2D DHT of an array of size 
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 may be computed in the following sequences:


i. The M-point DFT of each column of  
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 be computed.


ii. The real parts of the DFT of the nth column be added with the –ve of corresponding imaginary parts of the DFT of the (N-n)th column, for  n=1,2,…,N-1. The real part of the DFT of zeroth column, however, be added with the -ve imaginary part of the DFT of the same column. The results thus obtained, be stored in the corresponding position of 

[image: image42.wmf](


)


[


]


n


m


x


,


 under its new variable name

[image: image43.wmf](


)


[


]


n


m


w


,


.


iii. Finally, the N-point DHT of each row of 
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 be computed to obtained the desired 2D DHT.


4.4 Energy Quantisation (EQ)


4.4.1 Technique-1: Energy Quantisation (EQ)


This same technique of energy calculation discussed in the previous chapter has been applied to calculate the energy of the transformed coefficients of the image block, where each transformed pixel values are considered as the amplitude of the image signal. Taking the square of each transformed coefficients and taking the sum gives rise to the energy content in that block.  It means that each signal has some contribution to the total energy.  Than a threshold value considered for elimination of the transformed coefficients i.e. if the energy of the transformed coefficient is less than the threshold value than make that zero, otherwise keep the coefficient as it is.  The threshold value is considered according to the user requirement, i.e. how much energy of the image user want to save.   For higher compression and low quality, less transformed coefficients has to be stored i.e. maximum amount of the energy has to be discarded.  For low compression and high quality, maximum amount energy has to be saved.




First the normalized energy of the transformed coefficients is calculated using the following equation,
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Where 

[image: image46.wmf]M


 and 
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are the width and length of the sample block and 
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is the transformed samples.  Than according to the threshold value, i.e. a measure to know the contribution of the transformed sample to the normalized energy is considered.  


 


The decoding technique is shown in figure 4.4. From the reconstructed image pixel values it is clear that some of the high frequency components are preserved.  This indicates that the edge property of the image is preserved.


4.4.2 Technique-II : Modified Energy Quantisation (MEQ)


In case of the second method i.e. Modified energy quantisation the energy is calculated by taking the absolute value of the transformed coefficients as shown in figure 4.5. By performing the absolute operation all the transformed coefficients are converted into some positive amplitude. The area under these positive coefficients will give the energy of the signal and the amplitude represents the energy of that signal.  

A threshold value has to be considered for elimination of the transformed coefficients i.e. if the energy of the transformed coefficient is less than the threshold value than make that zero, otherwise keep the coefficient as it is.  Mean of the signal is used to set the threshold value for truncation of the transformed coefficients as shown in equation (4.15). 


		

[image: image49.wmf]00


1


(,)


MN


m


mn


Axmn


MN


==


=


åå




		(4.15)





where 
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  and  
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are the width and length of the sample block and 
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is the default threshold value. To shift the level of threshold value 
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 is multiplied by some constant i.e. for higher compression and low quality of reconstruction 
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 should be multiplied by some integer greater then 1, for low compression and high quality 
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 should be divided by some integer.  


The threshold value is considered according to the user requirement, i.e. how much energy of the image user want to save.   For higher compression and low quality, less transformed coefficients has to be stored i.e. maximum amount of the energy has to be discarded.  For low compression and high quality, maximum amount energy has to be saved. The decoding procedure is same as the previous technique as shown in figure 4.4.

4.4.3 RULE BASED ENERGY QUANTISATION  (RBEQ)


Instead of representing knowledge in a relatively declarative, static way, rule-based system represent knowledge in terms of a bunch of rules that tell what should be done or what could be concluded in different situations. A rule-based system consists of a set of IF-THEN rules, and some interpreter controlling the application of the rules, given the facts. 


Rules in the system represent possible actions to take when specified conditions hold on items in the working memory - they are sometimes called condition-action rules. The conditions are usually patterns that must match items in the working memory, while the actions usually involve adding or deleting items from the working memory. The rule based designing broadly divided into two types: forward chaining design, and backward chaining design. In a forward chaining designer have to start with some initial facts, and keep using the rules to draw new conclusions (or take certain actions) given those facts. In a backward chaining designer have to start with some hypothesis (or goal) to prove, and keep looking for rules that would allow concluding that hypothesis, perhaps setting new subgoals to prove. Forward chaining design is primarily data-driven, while backward chaining design are goal-driven. 

The energy quantisation rules proposed in chapter 3 is used to threshold the transformed coefficients.  Form the simulation result it is very much clear that the performance of the proposed DHT based JPEG technique out performs the existing technique of quantisation.  Both the rules are unchanged for testing the proposed technique. These rules can be modified for both better compression and better quality. The two rules are specified 


Rule-1 (RBEQ-1):


		If 
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Else if  
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Rule-2 (RBEQ-2):
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4.5
Simulation Results

In this section we provide simulation results both for the conventional and newer version of the JPEG. Because of the obvious advantage of DHT over DCT, we have replaced the DCT block in the encoder side with the DHT and IDCT block in the decoder side with the DHT having a scale factor of 
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The performance comparison has been carried out using all the performance indices given by (1.2-1.4). These are; PSNR peak signal to noise ratio, energy retained and bits per pixel obtained in the process of compression and reconstruction of signals or images. The same parameters are computed for all the images using the DCT based compression and proposed techniques. Table 4.1 lists the PSNR in dB obtained for JPEG technique and proposed techniques, Table 4.2 lists the bpp (bits per pixel) required for representing one pixel in case of the compressed image. The reconstructed image and the error images for different techniques are shown in figures 4.6 - 4.8.


		Table 4.1: Comparative results in PSNR (dB) of different Quantisation techniques for five different images



		

		

		LENA

		BABBON

		PEPPER

		GOLDHILL

		AIRPORT



		EQ

		100%

		29.83

		25.55

		29.13

		29.22

		25.32



		

		80%

		30.35

		26.09

		29.60

		29.68

		25.80



		

		60%

		31.03

		27.05

		30.18

		30.24

		26.53



		

		40%

		31.92

		28.40

		31.02

		31.11

		27.48



		

		20%

		33.59

		30.01

		32.55

		32.69

		29.56



		

		10%

		34.98

		32.98

		33.85

		34.00

		30.80



		MEQ

		5

		29.90

		20.80

		26.23

		26.78

		22.21



		

		4

		27.88

		21.56

		27.27

		27.60

		22.79



		

		3

		29.25

		22.72

		28.54

		28.78

		23.69



		

		2

		31.33

		29.69

		30.52

		30.69

		25.37



		

		100%

		34.98

		29.82

		33.64

		34.06

		29.64



		

		90%

		35.41

		30.13

		34.11

		34.71

		30.32



		

		70%

		36.66

		31.34

		34.96

		35.76

		32.04



		

		50%

		37.68

		34.69

		35.95

		36.06

		34.38



		

		30%

		37.91

		35.09

		36.21

		36.07

		35.04



		RBEQ

		RBEQ1

		30.04

		25.81

		29.35

		29.45

		25.56



		

		RBEQ2

		30.67

		26.48

		29.86

		29.95

		26.71





		Table 4.2 Comparative results in bpp (bits per pixcel) of different Quantisation techniques for five different images:



		

		

		LENA

		BABBON

		PEPPER

		GOLDHILL

		AIRPORT



		EQ

		100%

		0.501

		0.502

		0.502

		0.635

		0.749



		

		80%

		0.546

		0.547

		0.547

		0.701

		0.856



		

		60%

		0.607

		0.609

		0.609

		0.784

		1.030



		

		40%

		0.688

		0.710

		0.710

		0.911

		1.251



		

		20%

		0.844

		0.901

		0.901

		1.107

		1.624



		

		10%

		0.958

		1.077

		1.077

		1.293

		1.826



		MEQ

		5 

		0.317

		0.295

		0.284

		0.317

		0.220



		

		4

		0.398

		0.435

		0.371

		0.413

		0.278



		

		3

		0.517

		0.687

		0.508

		0.583

		0.417



		

		2

		0.709

		1.255

		0.774

		0.984

		0.790



		

		100%

		1.057

		2.321

		1.152

		1.408

		1.013



		

		90%

		1.086

		2.385

		1.197

		1.464

		2.047



		

		70%

		1.114

		2.536

		1.266

		1.526

		2.225



		

		50%

		1.175

		2.728

		1.319

		1.537

		2.386



		

		30%

		1.181

		2.741

		1.328

		1.539

		2.407



		RBEQ

		RBEQ1

		0.521

		1.427

		0.522

		0.667

		0.806



		

		RBEQ2

		0.576

		1.588

		0.576

		0.740

		0.950
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		(a) Threshold=100% of En

		(b) Threshold=80% of En
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		(d) Threshold=100% of En
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		(g) Threshold=40% of En
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		(i) Threshold=10% of En



		

		

		



		

[image: image81.png]





		

[image: image82.png]





		

[image: image83.png]







		(j) Threshold=40% of En

		(k) Threshold=20% of En

		(l) Threshold=10% of En



		



		Figure 4.6: Reconstructed image and error images of EQ technique
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		(a) Threshold=5 of En

		(b) Threshold=3 of En

		(c) Threshold= En
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		(d) Threshold=5 of En
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		(f) Threshold= En



		

		

		



		

[image: image90.png]





		

[image: image91.png]





		

[image: image92.png]







		(g) Threshold=90% of En

		(h) Threshold=70% of En

		(i) Threshold=50% of En
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		(j) Threshold=90% of En

		(k) Threshold=70% of En

		(l) Threshold=50% of En



		



		Figure 4.7: Reconstructed image and error images of MEQ technique
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		(a) Using RBEQ-1

		(b) Using RBEQ-1

		(c) Using RBEQ-1
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		(d) Using RBEQ-1

		(e) Using RBEQ-1

		(f) Using RBEQ-1
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		(g) Using RBEQ-2

		(h) Using RBEQ-2

		(i) Using RBEQ-2
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		(j) Using RBEQ-2

		(k) Using RBEQ-2

		(l) Using RBEQ-2



		Figure 4.8: Reconstructed image and error images of RBEQ technique





4.6 SUMMARY 


Exhaustive computer simulation results indicate that the DHT based JPEG is a useful alternative to that of a DCT based JPEG because of less storage requirement and improved compression and reconstruction performance. Qualitatively it is found to offer superior performance compared to the conventional JPEG. It is evident from the plots computed from the saving energy and PSNR in dB in the reconstructed images. Besides, there is saving in memory space in employing the DHT rather than the DCT and IDCT. 
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Figure 4.2: Scanning order of DHT coefficient
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Figure 4.3: Energy Quantisation based Image Compression Encoder











Figure 4.1: Schematic block diagram of the conventional
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Figure 4.4: Energy Quantisation based Image Compression Decoder
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Figure 4.5: Modified Energy Quantisation based Image Compression Decoder
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Figure 4.2:  Snake Scanning  


Arithmetic Lossless Compression Technique




With the increasing use of multimedia technologies, image compression requires higher performance.  To address needs and requirements of multimedia and internet applications, many efficient image compression techniques, with considerably different features, have been developed.  An image compression technique exploits a common characteristic of most images that is the neighboring picture elements or pixels are highly correlated [9].  It means a typical still image contains a large amount of spatial redundancy in plain areas where adjacent pixels have almost the same values.  In addition a still image contains subjective redundancy, which is determined by the properties of Human Visual System (HVS).  HVS presents some tolerance to distortion depending upon the image and viewing conditions.  Consequently, pixels must not always be reproduced exactly same as the original one but still HVS will not detect the difference between original image and reproduced image [65]. 


All compression techniques can be basically classified into two main categories: called as lossy compression and lossless compression. Lossy schemes offer compression by a factor of 20 or more, but do not allow exact recovery of original images. In lossless schemes on the other hand compression ratio is limited to a factor of 2, but it allows exact reconstruction of images from the compressed imaged. This method is considered to be useful when finer details of the images are required to be retained for certain reasons as in case of medical and space images, remote sensing images and fine arts etc. Exact lossless recovery is, however, not an essential requirement in many situations because different applications may tolerate different limits of deviation from the original value. A third category of compression technique called as near lossless compression [62 - 79] is, therefore, evolving in the recent years. Near lossless compression method guarantees that difference between a pixel value of the reconstructed image and the value of corresponding pixel in the original image cannot exceed a specified upper limit [66, 69].

Transform domain approach using the discrete cosine transform (DCT) or the discrete wavelet transform (DWT) along with an entropy coding is usually deployed for lossy compression. For lossless and near lossless compression using differential pulse code modulation (DPCM) based on different predictors and error-modeling schemes are popularly used due to their simplicity as well as its efficiency although wavelet-based filter bank coding and some hybrid schemes are also suggested [36], But, all these methods for near lossless coding cannot be directly extended to lossy region to have a unified approach for compression that can be suitable for variable compression requirement. Recently, a unified coding algorithm is suggested for lossy, lossless as well as the near lossless compression using lossless-DCT (L-DCT) [77]. Since L-DCT maps an integer vector to a vector mat is also expressed by integer it does not introduce reconstruction error when no quantization is performed. L-DCT can therefore be used for lossless compression, and the compression performance of the L-DCT is found to be comparable to that of conventional DCT for lossy as well as near lossless compression.

Based on some simple arithmetic calculation, an efficient Lossless Image Compression technique is proposed.  This technique is designed for high quality still image compression, especially PSNR value above 34.  This algorithm is most applicable for those images where lossy compression is avoided such as medical and scientific images. The encoding and decoding procedure is very fast.

5.1  Arithmetic  Compression (AC)
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Figure 4.1:  Schematic Diagram of Arithmetic Compression(AC) System     


Difference  Addition   


Forward  AC  


Inverse  AC  


For the gray level image, the pixel value is usually represented in integer format. The LOG-EXP image compression [74 - 75] is based on the logarithmic number system (LNS) properties, and brings the pixel values to 8 as a result the neighboring difference between the pixels also reduced. Using the proposed different transforms we concentrate the statistical property of the image to a particular range and discard some of the transformed values depending upon the requirement.


The compression and decompression flow of the new arithmetic compression algorithm is shown in figure 5.1.  Where for reducing the distribution of the pixel value to locate in a small and continuous range, the pixels are divided by a base number and only the division value is stored and the reminder is truncated.  As a result it removes the redundancy of the data, at the same time the large neighboring distance between two pixels reduced to a small value.  The neighbor pixels usually represent the same object so the values of the pixels are similar.  The neighboring differences will be very small and there may be many similar differences.   When the pixels are processed in sequential scan at the time of changes form one line to next line occurs, there will be one large neighboring difference. To avoid such kind of large neighboring difference, the snake scan is used as shown in figure 5.2. 

5.1.1 Forward Arithmetic Compression Algorithm


Step 1: The input image is level shifted by 2P-1 that is, 2P-1 is subtracted from each pixel value, where P is the number of bits used to represent each pixel.  Thus 128 is subtracted form each pixel if the image is 8-bit.


Step 2: Divide the level shifted pixel values by the base, where base is any value in between 4 to 16 and take the integer part only, similar as modulo operation.  For high quality the base should be small and for high compression the base should be high. 


Step 3: Perform snake scan and calculate the difference of the adjacent pixel values as shown in figure 5.2.


Step 4: Perform Variable Run length coding for lossless coding of the decorrelated coefficients.

5.1.2 Inverse Arithmetic Compression Algorithm


Step 1: Perform Run length decoding to get back the pixel values form the lossless coded data.


Step 2: Perform snake scan and calculate the original pixel values by adding the differences.


Step 3: Multiply the pixel values by the base to get back the original pixel values.  In this case the maximum loss will be equal to base -1.

Step 4: Level shifted by 2P-1 that is, 2P-1 is added to each pixel value, where P is the number of bits used to represent each pixel.  Thus 128 is added to each pixel if the image is 8-bit.


5.2 Simulation Results

The programs are implemented using Matlab 7.1. Performance of the proposed scheme is evaluated on a set of test images namely, Lena, Baboon, Pepper, Gold Hill and Airport images seen in figure 3.10 of second chapter.  In Table 5.1 and Table 5.2, the performance of the proposed technique is compared with the JPEG compression.  Two different quantization matrixes Mat1 & Mat2 as shown in      Table 3.1 of second chapter has been considered for JPEG compression.   

Table 5.1 lists the PSNR in dB obtained for JPEG technique and proposed techniques for modulo values 4, 8, 16, 32 i.e. 2n where n= 1, 2, 3… etc.  Table 5.2 lists the bpp (bits per pixel) required for representing one pixel in case of the compressed image. The reconstructed image and the error images for different techniques are shown in figures 5.3 – 5.7.
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		(a) JPEG : Mat1

		(b) JPEG : Mat2

		(c) Base 4



		

[image: image4.png]





		

[image: image5.png]





		

[image: image6.png]
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		Figure 5.3: (a, b) Decoded Lena images using JPEG quantization matrix Mat1 & Mat2  


(d, e) Error images of JPEG quantization matrix Mat1 & Mat2 


(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32


(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32
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		Figure 5.4: (a, b) Decoded Babbon image using JPEG quantization matrix Mat1 & Mat2  


(d, e) Error images of JPEG quantization matrix Mat1 & Mat2 


(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32


(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32
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		(a) JPEG : Mat1
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		(d) JPEG : Mat1
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		(j) Base 8
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		Figure 5.5: (a, b) Decoded Peppers image using JPEG quantization matrix Mat1 & Mat2  


(d, e) Error images of JPEG quantization matrix Mat1 & Mat2 


(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32


(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32





		

[image: image37.png]





		

[image: image38.png]





		

[image: image39.png]







		(a) JPEG : Mat1
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		(d) JPEG : Mat1
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		Figure 5.6: (a, b) Decoded Gold Hill image using JPEG quantization matrix Mat1 & Mat2  


(d, e) Error images of JPEG quantization matrix Mat1 & Mat2 


(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32


(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32
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		(a) JPEG : Mat1
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		(d) JPEG : Mat1
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		Figure 5.7: (a, b) Decoded Airport image using JPEG quantization matrix Mat1 & Mat2  


(d, e) Error images of JPEG quantization matrix Mat1 & Mat2 


(c, g, h, i)Decoded images using proposed Tech for modulo 4, 8, 16, 32


(f, j, k, l) Error images using proposed Tech for modulo 4, 8, 16, 32





		Table 5.1: Comparative results in PSNR (dB) for JPEG compression and Aritmatic compression techniques for five different images



		

		

		LENA

		BABBON

		PEPPERS

		GOLDHILL

		AIRPORT



		JPEG

		MAT-1

		36.80

		28.22

		34.74

		33.58

		28.68



		

		MAT-2

		30.62

		23.42

		30.09

		28.65

		24.58



		Arithmetic


Compression

		4

		46.37

		46.36

		46.37

		46.36

		46.24



		

		8

		40.74

		40.70

		40.71

		40.74

		40.66



		

		16

		34.93

		34.78

		34.87

		34.75

		34.90



		

		32

		28.66

		28.80

		28.87

		28.87

		28.79



		Arithmetic


Compression


+


Snake scan

		4

		46.37

		46.36

		46.37

		46.36

		46.24



		

		8

		40.74

		40.70

		40.71

		40.74

		40.66



		

		16

		34.93

		34.78

		34.87

		34.75

		34.90



		

		32

		28.67

		28.80

		28.86

		28.87

		28.34





		Table 5.2: Comparative results in bpp (bits per pixcel) for JPEG compression and Aritmatic compression techniques for five different images:



		

		

		LENA

		BABBON

		PEPPERS

		GOLDHILL

		AIRPORT



		JPEG

		MAT-1

		36.80

		28.22

		34.74

		33.58

		28.68



		

		MAT-2

		30.62

		23.42

		30.09

		28.65

		24.58



		Arithmetic


Compression

		4

		6.458

		6.285

		6.771

		6.552

		7.004



		

		8

		5.556

		5.393

		5.856

		5.643

		6.077



		

		16

		4.707

		4.550

		4.988

		4.779

		5.189



		

		32

		3.887

		3.768

		4.180

		3.956

		4.344



		Arithmetic


Compression


+


Snake scan

		4

		3.698

		4.953

		3.978

		4.060

		4.818



		

		8

		3.097

		4.158

		3.272

		3.358

		4.034



		

		16

		2.648

		3.451

		2.722

		2.817

		3.335



		

		32

		2.380

		2.870

		2.393

		2.439

		2.861





5.3 Summary and Discussion

A new method of lossless image compression technique is proposed to speedup the encoding and decoding procedure to fulfill the present-day requirement of multimedia technology. This is very much useful for those images where the information content is very large i.e. redundant data is very less. From the simulation results it’s clear that the edges of the images are lost in case of the JPEG compression, where as in case of the proposed technique the edges are preserved.  The coding and decoding procedure is very faster then the existing algorithms as only few addition/ subtraction and sift operation are performed to obtain the compression. The hardware requirement for the implementation of the proposed technique will be less then that of the existing technique. 

































































































































































































































































































































































































































Figure 5.2: Snake Scanning







Figure 5.1: Schematic Diagram of Arithmetic Compression (AC) System 
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FPGA Implementation of the compression techniques




Electronics design automation must cope with technological trend in silicon integration. Nowadays, the possibility of integrating millions of transistors onto a single silicon chip is demanding for new CAD tools, to bridge the gap between technology and design. As integration technology enables the development of deep submicron CMOS circuits for digital signal processing (DSP) in an ever and ever increasing variety of applications, designers have to face new problems which require new design methodologies and tools.


The increasing gap between technology capability and designer productivity is demanding for new design methodologies and innovative CAD tools, as in previous stages of the “design crisis”. Following the introduction of electronics design automation tools for physical design (partitioning, placement and routing) and, more recently, for digital circuit synthesis from behavioral description (hardware description languages), now a remarkable effort is being spent, aiming at the automatic synthesis starting from functional specifications rather than from behavioral representation.

The image compression techniques discussed in the previous chapters are implemented in hardware for the testing and verification of low complexity and hence low power.  In this chapter a brief overview of VLSI design is given.  In the second section a overview of AccelChip software is given, which is used for implementation of all the algorithms. And finally the implementation results are tabulated and compared to draw definite conclusions. 

6.1 VLSI Overview and Reconfigurable Computing


The semiconductor industry has evolved the first integrated circuits (ICs) that matured rapidly since then. Early small-scale integration (SSI) ICs contain a few      (1 to 10) logic gates NAND gates, NOR gates and few tens of transistors. The era of medium-scale integration (MSI) increased the range of integrated logic available to some counters and some larger functions. The era of large-scale integration (LSI) packed even larger logic functions, such as the first microprocessors, into a single chip. Then the evolution of very large scale integration (VLSI) has developed when millions of transistors can be integrated into a single chip. By using VLSI, the design of 64-bit microprocessors, complete with cache memory and floating point arithmetic units has become possible. Based on all the new technologies which have been grown from several years, the digital integrated circuit (IC) is one of the most phenomenal growths in terms of circuit complexity, switching speed and the power dissipation. The design of digital system from specification to final product involves a lot of effort. Among the possible design methodologies of full-custom, mask programmable and field programmable logic devices, field programmable gate array (FPGAs) [80] with different architecture and programming capacity are recently used overwhelmingly in different Application Specific Integrated Circuit (ASIC) development. Various types of sophisticated Computed Aided Design (CAD) tools are now available which really made the whole process feasible economically and timely. 


6.1.1 Advantages of Using ASIC


The major advantages of using an ASIC are as follows;


(a) Miniaturization


The usage of custom ICs will reduce the size of the end product. An ASIC may replace the functions of a number of PCBs in the system, resulting in size reduction.


(b) Lesser inventory


The reduced number of components per system reduces the inventory. This in turn reduces the overall cost.


(c) Reduced maintenance cost


Lesser components lead to fewer failures and lesser system down time. Maintenance will be easy. All it may need would be the replacement of a single PCB.


(d) Lower power consumption


Lesser number of components in a system reduces the power consumption. Most of the ASICs are based on the low power CMOS technology.

(e) Performance

More number of functions can be integrated to the ASIC, without increasing the size, cost or power consumption of the product

6.1.2 Major Risks of Using ASIC


(a) Higher Cost


 ASIC will be always expensive than the standard components. We have to invest more time and money for the design and development phase. The selection of the ASIC technology is very important.


(b) Time to market


 The product lead time will be more for an ASIC based system. The market research team should define the requirement of the end product well in advance. Last minute changes in the specification will result in delayed market entry and revenue loss. The right product should be introduced in to the market at the right time.


(c) First time success


The ASIC design should be properly simulated and thoroughly tested to insure the first time success. Any failure will affect the time to market and resulting huge loss in revenue.


6.2
VLSI Design Methodologies


The basic steps involved in designing an ASIC can well be understood from the figure 6.1 [80]. This is an iterative process of development and testing. 


ASIC can broadly be classified into following categories. 

(A) Full Custom ASIC


Possibly all logic cells and mask layers are customized in a full custom ASIC. So, full custom ICs are more costly. Manufacturing time (not including design time) requires 8 to 10 weeks. Designers go for full custom if there is no suitable existing cell library which is fast enough or the logic cells are small enough or consume too much power.


This ASIC technology is chosen, based on many reasons like 


1) Power consumption 


2) Functional requirement 


3) Speed of the ASIC


4) Non availability of suitable library


5) Product life, etc.


Microprocessor and Microcontroller are examples of full custom IC. Full custom technology is widely used in the mixed analog digital ASICs.

(B) Semi-Custom ASIC


In the semi custom ASIC, the designer will be using the pre-characterized and sometimes prefabricated logic cells. This approach reduces the design time and increases the turn around time of the ASIC. 


Again the semi-custom ASIC can be subcategorized into,


1) Standard Cell based


2) Gate Array base


(C) Programmable ASIC


The programmable ASIC is the latest invention of the IC family. A programmable ASIC can be reprogrammed according to a change in the specification. Just it needs to reconfigure itself by the new configuration file, unlike the case of other ASIC where one has to go through all the steps starting from specification to fabrication. It reduces the development time and cost. The programmable ASIC can be sub grouped into two types according to their architecture and function.


1) Programmable Logic Device (PLD)


2) Field Programmable Gate Array (FPGA)
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6.3 FPGA Devices


FPGA is a high capacity programmable logic device [82]. An FPGA consists of an array of programmable basic logic cells surrounded by programmable interconnect. It can be configured by end user (field programmable) to have specific circuitry with in it. Any combinational or sequential circuit can be designed using FPGA. The programmable logic array was introduced in the late 1970s and was followed by the introduction of the first FPGA, XC2000 series, by Xilinx in 1985. The advantage of FPGAs is that they combine the performance that can be achieved by ASICs with the flexibility of programmable microprocessors. With these merits, FPGAs destroyed the balance of gate array market and have taken a significant proportion of the standard cell market. Conceptually a programmable FPGA has three key elements as illustrated in figure 6.2.

Programmable logic cells: It provides the functional elements for constructing the user’s logic.


Programmable Input/Output (I/O) blocks: It provide the interface between the package pins and the logic cell.


Programmable interconnects: It provides routing paths to connect the inputs and outputs of the logic cell and I/O blocks.
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For any programmable device the control information is stored in the memory which can be programmed as shown in figure 6.3. According to the select input from the programmable memory the accurate data are selected by the MUX and thus the switches are connected accordingly.


6.3.1
Selection of FPGA device

The performance and cost of the final FPGA based product, depends on the target FPGA. Therefore before making a prototype, it is very much essential to choose the target FPGA device. Large variations of FPGA devices are available, by different vendors. In this present research work the target FPGA Virtex, XCV1000 is selected and is a product from the vendor Xilinx [83]. The resources offered by this family of FPGA are summarized in Table 6.1 and Table 6.2. The Virtex FPGA family delivers high-performance, high-capacity programmable logic solutions. Dramatic increases in silicon efficiency result from optimizing the new architecture for place-and-route efficiency and exploiting an aggressive 5-layer-metal 0.22 µm CMOS process. These advances make Virtex FPGAs powerful and flexible alternatives to mask-programmed gate arrays. 

		  Table – 6.1 : FPGA Resources



		Device

		System Gates

		CLB Array

		Logic Cells

		Available I/O

		Block RAM



		XCV1000

		1,124,022

		64 X 96

		27,648

		512

		131,072





		  Table – 6.2 : FPGA Resources



		Device

		Slices

		Flip Flops

		4 Input LUTs

		Available I/O

		Block RAM



		XCV1000

		12,288

		24,576

		24,576

		512

		131,072





Virtex devices feature a flexible, regular architecture as shown in figure 6.4, comprises an array of configurable logic blocks (CLBs) surrounded by programmable input/output blocks (IOBs), all interconnected by a rich hierarchy of fast, versatile routing resources. The abundance of routing resources permits the Virtex family to accommodate even the largest and most complex designs.


Virtex FPGAs are SRAM-based, and are customized by loading configuration data into internal memory cells. In some modes, the FPGA reads its own configuration data from an external PROM (master serial mode). Otherwise, the configuration data is written into the FPGA (Select- MAP™, slave serial, and JTAG modes). The standard Xilinx Foundation™ and Alliance Series™ Development systems deliver complete design support for Virtex, covering every aspect from behavioral and schematic entry, through simulation, automatic design translation and implementation, to the creation, downloading, and read-back of a configuration bit stream. Virtex devices provide better performance than previous generations of FPGA. Designs can achieve synchronous system clock rates up to 200 MHz including I/O. Virtex inputs and outputs comply fully with PCI specifications, and interfaces can be implemented that operate at 33 MHz or 66 MHz.


6.4 Introduction to AccelChip

AccelChip DSP Synthesis, is a DSP (Digital Signal Processing) synthesis tool that allows to transform a MATLAB floating-point design into a synthesized hardware module that can be implemented in silicon (FPGA or ASIC). AccelChip DSP Synthesis features an easy-to-use Graphical User Interface, called AccelView, that controls an integrated environment with other design tools such as MATLAB, HDL simulators, logic synthesizers, and some vendor tools. 

AccelChip® DSP Synthesis provides the following capability: 

• Reads and analyzes a MATLAB floating-point design 

• Automatically creates an equivalent MATLAB fixed-point design 

• Invokes a MATLAB simulation to verify the fixed-point design 

• Provides you with the power to quickly explore design tradeoffs of algorithms that are optimized for target FPGA and ASIC architectures 

• Creates a synthesizable RTL HDL model and a Testbench to ensure bit-true, cycle-accurate design verification 

• Provides scripts that invoke and control downstream tools such as HDL simulators, RTL logic synthesizers, and vendor implementation tools. 


6.4.1 AccelChip DSP Synthesis Flow


A MATLAB floating-point model is synthesized into a hardware module using the following basic steps in the AccelChip DSP Synthesis Flow shown in figure 6.5.


1. Examine the Coding Style of the Floating-Point Model. We should first verify that the MATLAB design conforms to minimum AccelChip style guidelines that are explained in the manual provided.

2. Create an AccelChip Project. We invoke AccelChip DSP Synthesis, then click Project and specify the name of a new Project file. The Project file is placed in the Project Directory where all future AccelChip-generated files are saved.


3. Verify the Floating-Point Model. We should have verification constructs in the MATLAB script file to apply stimulus and plot results. This output plot is the "golden" reference for comparing future results. If we have verified the floating-point model outside of AccelChip DSP Synthesis, we may skip this step.


4. Analyze the Floating-Point Model. This step creates an in-memory model of the design. In a later pass through this flow, one can add design directives that guide AccelChip toward finding the best hardware architecture for the design.


5. Generate a Fixed-Point Model. This step generates a fixed-point model of the design, and then places the design files in a newly generated project sub-folder named MATLAB.


6. Verify the Fixed-Point Model. When we select Verify Fixed Point, AccelChip automatically runs a MATLAB fixed-point simulation. Then after the simulation visually compare the Fixed-Point Plot with the Floating-Point Plot to verify a match.


7. Generate an RTL Model. This step generates an RTL Model from the in- memory design data base. The RTL model can be generated in VHDL or Verilog format.


8. Verify the RTL Model with the HDL Simulator. When Verify RTL option is selected, HDL simulator will test the generated RTL code by using the generated Testbench. Finally PASSED or FAILED will be indicated in a simulation report.


9. Synthesize the RTL Design into a Gate-Level Netlist. This step invokes a pre- specified RTL synthesis tool for the design. The generated gate-level netlist is ready for place and route using the Vendor's implementation tools.


10. Implement the Gate-Level Netlist. When Implement is selected it invoke the vendor's implementation tools to place and route the design. The generated files of interest are a gate-level HDL simulation file and a configuration file containing the bitstream for configuring the FPGA hardware.


11. Verify the Gate Level Design. This step uses the AccelChip Testbench to run a bit-true simulation check on the gate-level HDL simulation model. A PASSED indication means that the implemented design is bit-true with the original fixed-point MATLAB design.



6.5 Simulation Results

All the compression techniques discussed in the previous chapters are synthesized by using the AccelChip DSP Synthesis tools. FPGA Virtex, XCV1000 device is used for synthesize all the algorithms to get an approximate hardware requirements for their calculation. The comparative study is performed in terms of number of slices, number of Flip Flops, number of LUTs used, Table 6.3 presents lists  for calculation of DCT, IDCT, JPEG quantisation, energy quantisation (EQ), modified energy quantisation (MEQ), rule based energy quantisaton (RBEQ), DHT and IDHT, Arithmetic compression technique respectively. Table 6.4 presents a comparative study for different image compression techniques in terms of size and power consumption in mW calculated using the Xilinx websites power calculation tool [81]. For calculation of the power consumption we have assumed that all the devices are operated at 10MHz frequency. 

		Table 6.3: Synthesize reports of different techniques



		

		Number of Slices Used

		Number of Flip Flops used

		Number of 4 Input LUTs used



		DCT Calculation

		4836

		6561

		8538



		IDCT Calculation

		6295

		8346

		11188



		JPEG Quantisation

		15338

		22827

		27529



		JPEG Dequantisation

		14146

		11250

		25811



		Energy Quantisation (EQ)

		17927

		25816

		33099



		Modified Energy Quantisation (MEQ)

		15602

		23163

		27951



		Rule Based Energy Quantisation (RBEQ)

		11867

		14741

		9990



		DHT and IDHT

		5939

		4420

		10844



		Arithmetic difference Encoding

		950

		149

		1381



		Arithmetic difference Decoding

		22

		37

		35



		Arithmetic Encoding with snake scan

		1897

		236

		2766



		Arithmetic Encoding with snake scan

		52

		64

		94





		Table 6.4: Comparison between different image compression technique in terms of size and power consumption 



		Compression Techniques

		Number of Slices Used

		Number of Flip Flops used

		Number of 4 Input LUTs used

		Power consumed in mW



		DCT + IDCT + JPEG Quantisation

		40615

		48984

		73066

		2011



		DCT + IDCT + EQ

		29058

		40723

		52825

		1637



		DCT + IDCT + MEQ

		26733

		38070

		47677

		1501



		DCT + IDCT + RBEQ

		22998

		29648

		29716

		1056



		DHT + IDHT + JPEG Quantisation

		35423

		38497

		64184

		1811



		DHT + IDHT + EQ

		23866

		30236

		43943

		1301



		DHT + IDHT + MEQ

		21541

		27583

		38795

		1165



		DHT + IDHT + RBEQ

		17806

		19161

		20834

		720



		Arithmetic difference coding and decoding

		972

		186

		1416

		11



		Arithmetic Snake scan coding and decoding

		1949

		300

		2860

		22





6.6
Summary and Discussion

It is clear form the implementation that the hard ware requirement gradually decreases form vector quantisation to rule based energy quantisation. DHT based JPEG  with rule based energy quantisation is an ideal solution for lossy image compression technique as the hardware requirement is less and power consumption is very low compare to other techniques.  If we want to go for good quality, low compression and high speed then the arithmetic compression with snake scanning is the best choice, which also consumes very less power compare to the rest compression techniques. The schematic generated after implementation of the last technique is shown in Appendix-1. 
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Figure 5.5: AccelChip DSP Synthesis Flow
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Figure 6.4: Virtex Architecture







1







0







1







1







0







0







0







1







Figure 6.3: Building block in basic cell design
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Figure 6.2:  Internal Structure of an FPGA
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Figure 6.1: Steps involved in VLSI designing
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Conclusion




The work in this thesis, primarily focuses on image compression with less computation and low power. Novel schemes for quantisation of transformed coefficients have also been devised. The work reported in this thesis is summarized in this chapter. Section 7.1 lists the pros and cons of the work. Section 7.2 provides some scope for further development.

7.1
Achievements and Limitations of the work


A brief study on low power VLSI design is discussed in Chapter II. The main sources of power losses in the transistors are explained and the necessary action has to be taken to reduce this losses were specified. All the low power techniques such as system level, algorithm level, architecture level, logic level and circuit level are explained elaborately also explains how these techniques are used for power reduction. Lastly it describes the basic steps to be followed for low power design.


 It is observed from the investigations made in Chapter III that the proposed three quantisation techniques: energy quantisation, modified energy quantisation and rule based energy quantisation  are better candidate for signal and image compression compared to the standard scalar and vector quantisation techniques. Further the rule based energy quantisation technique makes the quantisation process intelligent by setting different  threshold value for different image blocks and yields superior compression performance as compared to other techniques.  The computational complexity of the proposed techniques is also less compare to the standard JPEG technique. 

In Chapter IV we have discussed an alternative scheme of JPEG by substituting the DHT in place of the conventional DCT. Such a substitution has resulted improved compression and reconstruction performance. It is shown that qualitatively the new JPEG offers superior performance. Further there is a saving in hardware if DHT is employed in place of the DCT.  We have also used the quantisation techniques proposed in chapter-III with this DHT based JPEG compression technique. Which further reduces the computational complexity and also facilitates easier implementation. 


As digital storage is becoming so cheap and so wide spread and the available transmission channel bandwidth is increasing due to the deployment of cable, fiber optics and ADSL modems, why is there a need to provide more powerful compression scheme?  The answer is, with no doubt mobile video transmission channels and Internet streaming, which mainly requires high quality and high speed. Chapter V we provide a novel lossless image compression technique. The main aim behind this technique is to reduce the complexity and secondly to make the compression technique fast with a reasonable image compression.  With this new technique the compression and decompression technique becomes very faster and also  hardware requirement is very less compare to other techniques re out signal compression the transmission time as well as the storage requirement will be large but inclusion of compression and reconstruction scheme reduces the storage requirement and data transmission time.

VLSI designing procedure is discussed briefly in chapter-VI. All the advantages and disadvantage of using FPGA over ASIC design is discussed. How to select the FPGA device for different requirements were discussed. AccelChip DSP Synthesis, is a DSP (Digital Signal Processing) synthesis tool that allows to transform a MATLAB floating-point design into a synthesized hardware module that can be implemented in silicon (FPGA or ASIC), all the step involved for the implementation of different algorithms were discussed. Finally some conclusions were made on the basis of the implementation results. It is clear form the implementation that the hard ware requirement gradually decreases form vector quantisation to rule based energy quantisation. DHT based JPEG  with rule based energy quantisation is an ideal solution for lossy image compression technique as the hardware requirement is less and power consumption is very low compare to other techniques.  If we want to go for good quality, low compression and high speed then the arithmetic compression with snake scanning is the best choice, which also consumes very less power compare to the rest compression techniques.   

In general, it is concluded that the investigation made in the present thesis pertains to the development of some alternative compression-reconstruction schemes, which offer superior performance compared to the conventional works. The proposed quantisation techniques for image compression proposed in the thesis has aimed to enhance the CR required for some multimedia applications while reducing the computational complexity for coding and decoding. Simulation study has been carried out to support this idea. Further all the compression techniques proposed were implanted to get the size required in terms of number of slices, LUTs, Flip-Flops used which is used to calculate the power consumption by different techniques. Which exploits the use of efficient image compression and reconstruction schemes with low power consumption.

7.2
Further Development


To conclude this thesis, following are some points that may lead to some better and interesting results.


The different image compression techniques developed in the thesis can suitably be applied for 3D video signals. Some  hybrid image compression scheme or algorithms can be developed by using some soft computing techniques like multilayer Artificial Neural Network (ANN), Radial Basis Function (RBF), Multi-Layer Perceptron (MLP) with the proposed techniques. This investigation may lead to intelligent and adaptive efficient compression scheme. The proposed quantisation techniques can be used in other image compression techniques such as Discrete Wavelet Transform (DWT) and Slantlet transform to threshold the transformed coefficients. 
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Fig. 2.16   (a) Structure of Fuzzy Weighted Rank Ordered Mean Filter



(b) Triangular fuzzy membership associated with the order statistics



(c) Gaussian Fuzzy membership
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(Implementation Block Diagram of Arithmetic Compression Technique )
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