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Chapter 2

NONLINEAR FARADAY EFFECT AND ITS
APPLICATIONS

Wojciech Gawlik∗and Szymon Pustelny†
Center for Magneto-Optical Research,

M. Smoluchowski Institute of Physics, Jagiellonian University
Reymonta 4, 30-059 Kraków, Poland

Abstract

This chapter provides introduction to the important method of contemporary
magneto-optics, the nonlinear Faraday effect. It starts with a theoretical background
linking the nonlinearity of the effect with quantum coherences of atomic states. The
discussion of methods enabling analytical and numerical calculation of nonlinear
magneto-optical rotation are given. Next, Essential aspects of a typical experimen-
tal apparatus used for investigation of the effect are described. Finally, the most im-
portant applications of the phenomenon are reviewed, such as in magnetometry, nu-
clear magnetic resonance, magnetic resonance imaging, magnetic particle detection
and quantum-state engineering.

1. Introduction

Nonlinear Faraday Effect (NFE) is a nonlinear magneto-optical phenomenon in which the
light-induced coherences, i.e. quantum superpositions of Zeeman sublevels, of atoms con-
stituting the sample contribute significantly to the rotation of the polarization-plane of a
light propagating across the sample placed in a longitudinal magnetic field [1]. Early works
in which the nonlinear polarization rotation was observed were the experiments with gas-
lasers equipped with Brewster windows. Interplay between strong polarization anisotropy
and NFE resulted in strong variations of laser output power with magnetic field [2,3]. First
more systematic studies of NFE were performed after the advent of tunable lasers which
allowed working with atomic vapors close to their resonance frequency [4].
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Both the linear Faraday Effect (LFE) and NFE allow applications to magnetometry but
the latter offers much higher sensitivity. This sensitivity enhancement is one of the reasons
why NFE attracts so much interest. Application of the effect for optical magnetometry was
first suggested by Barkov et al. [5] and the idea has been verified experimentally by Budker
and co-workers [6]. The authors demonstrated very high sensitivity of the magnetometric
method for detection of a weak magnetic field within a narrow dynamic range around zero.
These constraints were lessened with the introduction of a light modulation technique [7,8],
as described in Sec. 4.1. It enabled measuring much stronger magnetic fields with ultra-high
sensitivity.

The possibility of measuring nonzero magnetic fields with high sensitivity has already
found its applications in several different fields. Applications include detection of magnetic
micro- and nano-particles [9], nuclear magnetic resonance [10], and magnetic resonance
imaging [11]. These applications are reviewed in Secs. 4.2.–4.4. of this chapter.

Another attractive and growing application of NFE is the quantum-state engineering.
Just like long-living superpositions (coherences) of atomic states are essential for applica-
tions in high-sensitivity optical magnetometry, such superpositions are also a key element
for quantum information. Therefore, the same experimental techniques which are used for
control and modification of the coherences for NFE magnetometry are also useful for quan-
tum information. These application of NFE for quantum state engineering are described in
Sec 4.5. of this Chapter.

In the following sections we discuss main physical mechanisms of NFE and present the
fundamentals of its theoretical description, describe typical experimental setup and discuss
application of NFE.

2. Theoretical Description of Nonlinear Faraday Effect

Theoretical description of NFE is performed using the density-matrix formalism. The
knowledge of the matrix allows one to calculate the induced polarization P which char-
acterizes the response of the medium to the electric field of light E

P = Tr(ρd), (1)

where d is the electric dipole moment operator. In our consideration, the matrix ρ is given
in the mm′ representation, where m and m′ are the magnetic quantum numbers. In this
representation, the populations and the coherences of the |F, m〉 atomic states, where F is
the total angular momentum of an atom, are used to determine the overall quantum state of
the system. Throughout this chapter it is assumed that the quantization axis is aligned with
an external magnetic field. In such a case, the field shifts energies of the magnetic states
|F, m〉 but does not mix them. Linearly polarized light propagates along the magnetic
field and its polarization is perpendicular to the quantization axis. Therefore, the light
is σ-polarized and can be decomposed into two circular components, the right- (σ+) and
left-handed (σ−) components. We apply the convention in which the σ+-polarized light
generates transitions between magnetic sublevels of ∆m = 1 and the σ−-polarized light of
∆m = −1.
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The evolution of the density matrix is described with the equation of motion [12]

ρ̇ = − i

h̄
[H, ρ] + Γ̃(ρ), (2)

where H is the full Hamiltonian of the system (sum of the unperturbed Hamiltonian H0 and
the Hamiltonian of interaction V ), Γ̃ is the operator describing relaxation and repopulation
of the states, and [ , ] denotes the commutator operator. Two approaches to solve Eq. (2) are
presented in this chapter. In the first, perturbative approach, discussed in details in Sec. 2.1.,
the density matrix is expanded in a power series in the amplitude of the light field E and
successive terms of the expansion are calculated iteratively. The approach is very useful be-
cause it enables analytical solutions and detailed analysis of the light-atom interaction, but
it also has some limitations. One significant drawback of the method is its applicability to
only weak and/or off-resonance interactions. In order to solve Eq. (2) for any light intensity
and/or frequency, a nonperturbative approach is required. In the nonperturbative approach,
a set of complex self-coupled equations, one for each density matrix element, needs to be
evaluated precisely. Usually that cannot be done analytically and the equations need to be
calculated numerically which is feasible for modern computers. However, the simplicity of
the numerical approach is usually at the price of full understanding the physical background
of the phenomena. The nonperturbative approach is discussed in Sec. 2.2.

2.1. Perturbative Approach

As discussed, for example, in Ref. [12], the density matrix ρ can be expanded in powers of
the amplitude of electric field of light E

ρ =
∞∑

n=0

ρ(n)En. (3)

Substituting Eq. (3) into Eq. (2) one can write a general relation for the density-matrix
element ραβ in successive orders of perturbation

ρ̇
(n)
αβ = − i

h̄

[
H, ρ(n−1)

]
αβ

+ Γ̃
(
ρ(n)

)
αβ

, (4)

where superscript (n) indicates the n-th order of expansion. In the zeroth order of perturba-
tion, i.e., in the absence of light, all atomic populations take their thermal equilibrium values
and the density matrix consists only of diagonal elements representing the ground-state pop-
ulations ρ

(0)
gg .1 With no magnetic field, Zeeman sublevels of a given state are degenerate and

equally populated. In the lowest-order of interaction, the off-diagonal elements ρ
(1)
ge appear

in the density matrix. These elements, called optical coherences, are associated with the
linear susceptibility of a medium χ(1), thus they determine linear absorption and dispersion.
Once generated, the optical coherences evolve with time oscillating at a frequency which
equals the unperturbed frequency of the transition ω0 when atoms are not illuminated, or
at the light frequency ω if the atoms interact with light (we assume |∆ω/ω| ¿ 1, where

1It was assumed that the energy difference between the ground and excited state is big, e.g., of an optical
range, thus the excited state is not populated in thermal equilibrium.
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∆ω = ω0 − ω is the detuning of the light from the transition). Within the second order of
perturbation the excited-state populations ρ

(2)
ee are generated. Additionally, the ground- and

exited-state Zeeman coherences, described respectively with ρ
(2)
gg′ and ρ

(2)
ee′ , are created. The

Zeeman coherences oscillate at the frequency difference between the levels among which
they are generated, thus the oscillations are much slower (from Hz to MHz) than those of
optical coherences (on the order of 1014 Hz). At the second order of perturbation such
phenomena as fluorescence and level-crossing can be described. In the next order of per-
turbation, the third-order optical coherences (ρ(3)

ge′) can be calculated. As is shown below,

the ρ
(3)
ge′ elements depend, among other quantities, on the ground-state Zeeman coherences,

if such coherences can be generated in atoms. Within the third order, phenomena such as
nonlinear absorption and dispersion, and hence NFE2, as well as other optical phenomena
like coherent population trapping [13], electromagnetically induced transparency [14] and
absorption [15] can be explained. The fourth order of perturbation enables explanation
of such phenomena as nonlinear fluorescence and nonlinear Hanle effect. Generally, pro-
cesses which involve the first and second order of the density matrix expansion, namely
ρ(1) and ρ(2), are considered as linear processes, while those related to higher orders are the
nonlinear processes.

Successive terms of the perturbative expansion of the density matrix can be visualized
graphically as shown in Fig. 1.
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Figure 1. Visualization of the perturbative approach to the interaction of a two-level atom
with an optical field. It is assumed that atomic levels have Fg = 2 and Fe = 1 and their
degenerate magnetic sublevels are represented by horizontal bars. For a given order of
perturbation the same subscript letters denote atomic populations or, if one of the letters
is primed, the Zeeman coherences. Subscript letters e and g appearing together denote the
optical coherences.

2Note that even if the coherences associated with the higher order of perturbation could contribute to NFE,
their effect is usually much smaller than the third order contributions unless the light intensity is too high to
justify the perturbative approach.
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The basic system in which NFE can be analyzed is a three-level system, e.g., Λ, V.
In this chapter we concentrate on the Λ system. That system can be realized by optical
pumping on the Fg = 1 → Fe = 1 transition with σ-polarized light. Optical pumping
depletes the mg = 0 sublevel and leaves whole atomic population in the mg = −1 and
mg = 1 sublevels which, when interacting with the light, couple exclusively to the me = 0
sublevel. Since the mg = 0 → me = 0 transition is forbidden for Fg = Fe, a perfect Λ
system is realized with mg = ±1 and me = 0 sublevels.. The familiar Fg = 1 → Fe = 0
system also approximates the Λ-system, if one neglects the mg = 0 sublevel.

In order to theoretically describe NFE for a specific atomic system, for instance, the Λ
system interacting with light and magnetic field, the general form of the total Hamiltonian
H [Eq. (4)] is taken

H = H0 + V = H0 −E · d− µ ·B (5)

where µ is the magnetic dipole-moment operator. Unfortunately, Eq. (4) cannot be solved
exactly for a real light field represented as

E = e+E cosωt + e−E cosωt, (6)

where e+, e− are the right- and left-handed unit vectors. This can be done, however, in the
so-called rotating wave approximation wherein light is written in a complex form

E = e+Ee−iωt + e−Ee−iωt. (7)

Combining Eqs. (4), (5), and (7), one obtains a set of equations for all density matrix
elements in a given order of perturbation

ρ̇
(n)
−− = −iΩ

(
ρ
(n−1)
−0 − ρ

(n−1)
0−

)
− γ

(
ρ
(n)
−− − ρ

(0)
−−

)
,

ρ̇
(n)
++ = −iΩ

(
ρ
(n−1)
+0 − ρ

(n−1)
0+

)
− γ

(
ρ
(n)
++ − ρ

(0)
++

)
,

ρ̇
(n)
00 = iΩ

(
ρ
(n−1)
+0 − ρ

(n−1)
0+ + ρ

(n−1)
−0 − ρ

(n−1)
0−

)
− Γρ

(n)
00 ,

ρ̇
(n)
0− = −iΩ

(
ρ
(n−1)
00 − ρ

(n−1)
−− − ρ

(n−1)
+−

)
− i (ω0 + ωL − iΓcoh) ρ

(n)
0− ,

ρ̇
(n)
0+ = −iΩ

(
ρ
(n−1)
00 − ρ

(n−1)
++ − ρ

(n−1)
−+

)
− i (ω0 − ωL − iΓcoh) ρ

(n)
0+ ,

ρ̇
(n)
−+ = −iΩ

(
ρ
(n−1)
−0 − ρ

(n−1)
0+

)
+ i (2ωL + iγcoh) ρ

(n)
−+,

(8)

where the ± and 0 subscripts denote the states with mg = ±1 and me = 0, respectively,
Ω = Ed/h̄ is the Rabi frequency, ωL = gµBB/h̄ the Larmor frequency with µB being
the Bohr magneton, g the Landé factor, and B the strength of the magnetic field, γ and
Γ are the relaxation rates of the ground- and excited-state populations, respectively, Γcoh

the relaxation rate of the optical coherence and γcoh the relaxation rate of the ground-state
Zeeman coherences3.

3For the sake of simplicity, it was assumed that the excited state does not relax to the ground state but
deexcites to the other, uncoupled state. In such a case of an open system, the equations for ρ̇

(n)
±± do not depend

on ρ̇
(n)
00 , i.e., there is no ground-state repopulation.
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As discussed above, for nearly resonant light (∆ω ¿ ω) optical coherences oscillate at
the frequency ω. Therefore, in order to separate the fast oscillations of the coherences from
much slower variation of their amplitudes, the slowly varying envelope σαβ of the optical
coherence ραβ is introduced

ραβ(t) = σαβ(t)e−iωt. (9)

Introduction of σαβ allows one to calculate the steady-state solution of Eqs. (8), i.e., the
solution that is valid long after all transients associated with the light turn-on have died
out. This solution is obtained by setting the left-hand side of Eqs. (8) equal to zero and the
equations become

ρ
(n)
−− = ρ

(0)
−− −

iΩ
γ

(
σ

(n−1)
−0 − σ

(n−1)
0−

)
,

ρ
(n)
++ = ρ

(0)
++ − i

Ω
γ

(
σ

(n−1)
+0 − σ

(n−1)
0+

)
,

ρ
(n)
00 =

iΩ
Γ

(
σ

(n−1)
+0 − σ

(n−1)
0+ + σ

(n−1)
−0 − σ

(n−1)
0−

)
,

σ
(n)
0− = − Ω

A−

(
ρ
(n−1)
00 − ρ

(n−1)
−− − ρ

(n−1)
+−

)
,

σ
(n)
0+ = − Ω

A+

(
ρ
(n−1)
00 − ρ

(n−1)
++ − ρ

(n−1)
−+

)
,

ρ
(n)
−+ =

Ω
2ωL + iγ

(
σ

(n−1)
−0 − σ

(n−1)
0+

)
,

(10)

where A± = ∆ω ∓ ωL − iΓ/2, γcoh = γ and Γcoh = (Γ + γ)/2 ≈ Γ/2 for Γ À γ.
Explicit forms of the density-matrix elements calculated up to the third order of pertur-

bation are shown in Table 1. Comparison of σ
(1)
0± and σ

(3)
0± reveals differences between linear

and nonlinear optical processes. The first-order optical coherences σ
(1)
0± are characterized

with complex Lorentz functions. The widths of the associated dispersive and absorptive
curves corresponding to the real and imaginary parts of σ

(1)
0± , respectively, are given by the

relaxation rate of the optical coherences Γ/2, while the amplitudes of the contributions de-
pend linearly on the amplitude of the light electric field (σ(1)

0± ∝ Ω). Third-order coherences

σ
(3)
0± take more complicated forms than σ

(1)
0± . Not only are they characterized with a linear

combination of several Lorentz functions of the width Γ/2 but also they acquire additional
contribution associated with the ground-state Zeeman coherences. This contribution has
much narrower width, which is determined by the relaxation rate of ground-state coher-
ences γ (γ ¿ Γ) and amplitude depending in a nonlinear way on the electric light field
(σ(3)

0± ∝ Ω3). It is noteworthy that for very small γ the feature associated with ground-
state coherences has very strong dependence on magnetic field which makes it attractive for
magnetometric applications (Sec. 4.1.).

In Fig. 2, the real and imaginary parts of the first- σ
(1)
0+ and third-order σ

(3)
0+ optical co-

herences are shown as functions of the magnetic field. The plots reveal differences between
the linear and nonlinear dispersion and absorption, in particular, the narrow contribution
associated with the ground-state Zeeman coherences.

The perturbative approach yields relatively simple analytical formulae for different den-
sity matrix elements. These forms allow one to study various processes associated with
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Table 1. Density matrix elements calculated for a given order of perturbation. It was
assumed that there are three equally populated levels in the ground state N/3, where

N is the number of atoms.

Perturbation order Density matrix element

0 ρ
(0)
gg = N

3

1 σ
(1)
0± = ΩN

2A±

2 ρ
(2)
±± = N

3

[
1− iΩ2

γ

(
1

A∗±
− 1

A±

)]

ρ
(2)
00 = iΩ2N

2Γ

(
1

A∗−
− 1

A− + 1
A∗+

− 1
A+

)

ρ
(2)
−+ = Ω2N

2(2ωL+iγ)

(
1

A∗−
− 1

A+

)

3 σ
(3)
0± = ΩN

3A±

[
1− iΩ2

γ

(
1

A∗±
− 1

A±

)
− iΩ2

Γ

(
1

A∗∓
− 1

A∓

)
+

+ Ω2

2ωL−iγ

(
1

A± − 1
A∗∓

)]

light-atom interaction, and in such a way as to point out the differences between linear and
nonlinear optical processes. One significant limitation of the approach is its applicability
to low light-intensity and/or off-resonance interactions only. An additional drawback lies
in the usage of the steady-state approximation which does not allow the dynamics of the
process to be analyzed. These problems, however, can be addressed using the approach
discussed in the following section.

2.2. Nonlinear Faraday Effect as a Three-Stage Process

Consideration of nonlinear optical phenomena as three-stage processes is a useful way of
describing these effects. In such an approach, light first modifies medium properties by
redistributing populations and generating coherences between atomic or molecular levels
(the pumping stage) which then evolve under interaction with external fields leading to
further change of medium properties (the probing stage). Finally, the medium affects the
light (the probing stage) which depends also on the properties of the light. Despite the
fact that usually all these stages occur simultaneously, the three-stage approach facilitates
understanding of the nonlinear optical effects.

As discussed above, in the most general case, Eq. (2) describing the density matrix
evolution cannot be solved analytically. Hence, in order to obtain exact solution of the
equation one needs to apply numerical methods. In that case it is very useful to visualize the
matrix ρ which facilitates study of its time evolution. The method described, for example,
in Ref. [16] enables representation of the matrix in a form of a 3D surface4 whose distance

4It should be noted that numerical and graphical representations of the density matrix are fully equivalent;
for a given density matrix a specific surface can be drawn and a given surface enables extraction of the numerical
form of the density matrix.
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Figure 2. Comparison of real (a) and imaginary (b) parts of the optical coherences calcu-
lated in the first (σ(1)

0+) (solid lines) and third (σ(3)
0+) order of perturbation (broken lines).

from the origin in a given direction r(θ, α) corresponds to

r(θ, α) = R−1(α, θ, 0)ρR(α, θ, 0)|FF , (11)

where |FF denotes the projection with the highest m and R(α, θ, 0) is the quantum-
mechanical rotation operator [17] in spherical coordinates, while θ and α denote the az-
imuthal and polar angles, respectively. Below we applied the method to analyze evolution
of the density matrix during pumping, evolution, and probing stages in the nonlinear Fara-
day effect.

A sample of unpolarized Λ-type atoms, i.e., atoms equally populated in all ground-state
sublevels, interacts with a linearly polarized light in the absence of a magnetic field. Under
such conditions the density matrix was evaluated numerically using Eq. (2) and visualized
with the method discussed above. The successive phases of the pumping stage are shown
in Fig. 3. The light repopulates atomic levels and generates coherences among them which
manifest as a change of the 3D surface used for the matrix visualization. The surface shape
evolves from a symmetric sphere [Fig. 3(a)] to an anisotropic, peanut-like shape [Fig. 3(d)].
The axis of the induced density-matrix anisotropy, and hence the axis of the associated
optical anisotropy of atoms, is aligned with the light polarization.

Application of the magnetic field causes evolution of the pumped-atom density matrix
[Fig. 4(a)] which manifests as the rotation of the peanut-like shape around the field (the Lar-
mor precession) [Fig. 4(a)-(e)]. During the rotation a number of pumped atoms decreases
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(a) (b) (c) (d) 

Figure 3. Pumping stage: subsequent phases of density-matrix evolution (a)-(d) under inter-
action with linearly polarized light (light polarization along y). The initially isotropic dis-
tribution of atomic angular momenta (a) evolves toward an anisotropic, peanut-like shape
whose axis is aligned along light polarization (d).

due to relaxation which is seen as deterioration of the peanut-like shape amplitude (only
density-matrix contribution associated with pumped atoms is shown in Fig. 4). Simulta-
neously with the precession and relaxation, light is continuously pumping new atoms of
optical anisotropy axis aligned along its polarization. Anisotropy axes of all these atoms
precess in the field, all with different phases. As a result, atoms described with density
matrices corresponding to differently spatially oriented “peanuts” of different amplitudes
coexist in the medium [Fig. 4(e)].

B B B B B

y y y y y

x x x x x

z z z z z

(a) (b) (c) (d) (e)

Figure 4. Evolution stage: subsequent phases (a)-(e) of the density-matrix evolution under
interaction with y-polarized CW light and nonzero magnetic field ~B. The initially pumped
atoms precess in the field and relax in time which is seen as the rotation of the ”peanut”
and decrease of its amplitude over time (contribution from pumped atoms are only shown).
Simultaneously with these processes, CW light pumps new atoms. The precessing atoms
accumulate different phases than the atoms pumped earlier or later. As a result, atoms with
all spatial orientations of the anisotropy axes exist in the medium (e).

Pumping, precession, and relaxation lead to creation of a net macroscopic anisotropy
of the medium. In order to calculate this anisotropy, one needs to integrate over density
matrices of all atoms existing in the medium. That may be reduced to simple averaging over
all spatial orientations of corresponding 3D surfaces. The averaging results in appearance
of a net 3D surface (Fig. 5) and hence macroscopic optical anisotropy of the medium with
the axis orientation depending on the magnetic field, relaxation rate, and electric field of
light.
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x

y

z

Figure 5. Net anisotropy of the medium generated under interaction with the linearly y-
polarized light polarized light and the magnetic field directed along z. The orientation of the
anisotropy is determined by the magnetic field, the rate of relaxation of atomic polarization
and the light intensity.

Finally, the optical anisotropy of the medium is analyzed with the probe light5. In
general, the axis of that anisotropy is not aligned along the the probe-light polarization so
the medium is birefringent for the light. It results in the rotation of its polarization upon
propagation through the medium. Since, as it was shown earlier, net polarization of the
medium depends, among other quantities, on the pumping light intensity, the rotation of the
probe-light polarization is also its function. This light-intensity dependence of the rotation
is thus the main signature of nonlinear nature of this effect.

As shown, the visual approach is a very powerful and useful tool to describe of non-
linear optical phenomena. It allows NFE to be presented in a simple and intuitive way.
Its important advantage over perturbative approach is the ability to describe a number of
interesting, especially dynamic, effects.

2.3. Calculation of the Polarization-Plane Rotation

In the two preceding subsections, the methods of evaluation of the density matrix were
discussed. As shown in Eq. (1), the knowledge of the matrix allows one to calculate the
induced polarization P. Complex amplitude P of the induced polarization P

P = êEPe−iωt, (12)

where êE is the unit vector along light polarization, enables formulation of the relation
between the polarization amplitude P and the amplitude of the electric field of light E

P = ε0χeffE, (13)

5In many experimental arrangements pumping and probing is performed with the same light beam – the
so-called single-beam arrangement.
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with ε0 being the electric permittivity of free space and χeff the effective electric suscepti-
bility of the medium6. Using Eqs. (1), (12), and (13), one can show that

χeff =

∑
eg degρge

E
, (14)

where deg is the dipole moment of a transition between states e and g. The susceptibility of
a medium is related to the relative permittivity εr by

εr = 1 + χeff . (15)

The complex refractive index η can be calculated through the relation

η = n + iκ =
√

εr =
√

1 + χeff ≈ 1 +
1
2
χeff , (16)

where n is the refractive index, κ denotes the absorption coefficient, and it was assumed
that χeff ¿ 1 which is true for low density atomic vapors. Combining Eqs. (14) and (16),
one can write relations for the refractive index n and the absorption coefficient κ

n = 1 + Re

∑
eg degρge

2E
,

κ = Im

∑
eg degρge

2E
.

(17)

For the considered Λ-type atoms, the nonzero magnetic field removes degeneration of
the ground-state sublevels which differentiates the complex refractive indices, η+ 6= η−,
of the two circular polarizations σ+ and σ−, respectively. A result of this light-induced
birefringence is that each of the circular components of linearly polarized light propagate
in the medium with different velocities, so after a sample of length l the accumulated phase
difference ∆ϕ is

∆ϕ =
ωl

c
(n+ − n−) . (18)

The phase difference ∆ϕ causes rotation of the polarization plane of linearly polarized light
by the angle φ

φ =
∆ϕ

2
=

ωl

2c
(n+−n−) =

ωl

4Ec

∑
eg

[
degρgeδme−mg ,1 − degρgeδme−mg ,1

]
, (19)

where δx,y is the Kronecker delta function. Equation (19) allows the rotation of the polar-
ization plane of linearly polarized light to be calculated using the density matrix formalism.

6Typically in perturbative nonlinear optics, the amplitude of induced polarization P is defined as P =
ε0Σ

∞
n=1χ

(n)En, where χ(n) is the n-th order electric susceptibility. For that definition, all χ(n) are indepen-
dent of the electric field E. By comparing this definition with Eq. (13), one finds that the effective electric
susceptibility χeff = Σ∞n=1χ

(n)E(n−1) is light dependent.
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2.4. Nonlinear Faraday Effect with Modulated Light

There are several techniques of light modulation that can be applied for synchronous pump-
ing of atoms. The one described in this chapter employs amplitude modulation of the pump-
ing light. More information on other techniques, in particular frequency modulation of light,
can be found in Refs. [18–20].

In order to account for amplitude modulation of light, Eq. (7) describing the electric
field of light in rotating-wave approximation needs to be rewritten into the form

E =
(
e+Ee−iωt + e−Ee−iωt

)
[1 + am cos(Ωmt)] =

= e+E
(
e−iωt +

am

2
e−i(ω−Ωm)t +

am

2
e−i(ω+Ωm)t

)
−

− e−E
(
e−iωt +

am

2
e−i(ω−Ωm)t +

am

2
e−i(ω+Ωm)t

)
,

(20)

where Ωm is the modulation frequency and am the numerical factor responsible for the
modulation depth (am ∈ (0, 1]). As seen, amplitude modulation of light leads to a change
of light spectrum which, in addition to the carrier frequency, consists of two sidebands at
ω−Ωm and ω +Ωm of the amplitudes am/2. Substituting Eq. (20) into Eq. (2) enables the
calculation of the density matrix of atoms interacting with amplitude-modulated light. In
such a case, however, the rotating-wave approximation does not allow one to fully extract
time dependence from the density-matrix equation of motion. Due to this reason, matrix ρ
is expanded into a Fourier series over the modulation frequency Ωm

ρ =
∞∑

k=−∞
ρ[k]eikΩmt, (21)

where ρ[k] is the k-th Fourier coefficient. Using the Fourier expansion of the density matrix
and collecting terms oscillating at the same frequencies (rΩm, where r is the integer) one



Magnetometry Based on Nonlinear Faraday Effect 59

obtains the infinite set of self-coupled equations
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(22)

New terms arising in relations for ρ[k] appear due to coupling between the [k−1] and [k+1]
density-matrix elements with the sidebands ω − Ωm and ω + Ωm and the strength of this
coupling is determined by parameter am.

In general, evolution of the density-matrix elements given by Eqs. (22), requires so-
lution of an infinite number of the self-coupled equations. In practice, however, the series
given by Eq. (21) is replaced by a finite Fourier series with the cut-off at kc, i.e., for |k| > kc

ρ[k] ≡ 0. Such an approximation is valid because k−1-th and k+1-th order elements of the
density matrix contribute to ρ[k] by, at most, half of the contribution from different k-th
order elements of the matrix; the higher-order coefficients reflect response of a medium
to higher harmonics of the modulation frequency which are weaker than that to the lower
ones. Due to this fact, it is usually enough to truncate the Fourier expansion of the density
matrix at k = 7.

The idea of synchronous pumping of atoms, which is fundamental for NFE with mod-
ulated light, can be easily understood using the density-matrix visualization method. In
Fig. 6 subsequent phases of pumping with amplitude-modulated light are shown. At time
τ = 0 [Fig. 6(a)], the atoms are pumped by the light and the peanut-like density matrix
is generated. Similarly to the CW case, the “peanut” rotates in the magnetic field (a)-(e)
but in this case the rotation occurs with strongly attenuated or completely turned off pump-
ing light. The light is on again when the peanut-like density matrix is rotated by 180◦

[Fig. 6(a)], that is, at time τ = π/ωL. In such a case, the anisotropy axis of newly pumped
atoms is aligned with the axis of atoms pumped earlier. If the precession frequency ωL is
much faster than the relaxation rate γ, the decrease of the “peanut” amplitude in a single
pumping-precession cycle is negligible and eventually most of the atoms precess in the field
with the same phase. This leads to generation of macroscopic dynamic anisotropy of the
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Figure 6. Visualization of interaction of amplitude-modulated light (polarization along y)
with atoms subjected to the magnetic field ~B directed along z. If the pumping frequency ωm

is synchronized with the Larmor frequency ωL (see text), the anisotropy axes of the atoms
pumped during the different pumping cycles are aligned and the macroscopic dynamic po-
larization of the medium is generated. Time dependence of the amplitude-modulated light
intensity is illustrated by different shading of the double-head arrows which mark oscilla-
tions of the light electric vector.

medium whose anisotropy axis rotates in time. This results in the time-dependent rotation
of the polarization plane of unmodulated probe light propagating through the medium at
twice the Larmor frequency7. Amplitude of this polarization rotation depends on the ef-
ficiency of generation of the mediums anisotropy which is maximal when the modulation
frequency Ωm coincides with twice the Larmor frequency ΩL, Ωm = 2ΩL.

A detailed theoretical treatment of nonlinear optical processes, especially NFE, pre-
sented in this section provides a good background for further discussions performed in this
chapter.

3. Experimental Arrangements

The basic experimental arrangement for investigation of NFE is essentially the same as for
all magneto-optical studies. It involves a light source, an appropriate sample, e.g. a vapor
cell, and a detection system. In the studies of NFE the light comes from a tunable laser.
For development and laboratory tests of the NFE magnetometers, their sensing samples
(vapor cells) are subjected to well controlled magnetic fields produced by a coil system
and protected from uncontrolled stray fields. The schematic of a typical setup in which
modulated light is used is shown in Fig. 7.

In the following sections, we outline the most essential features of the principal ele-
ments of the NFE experimental setup.

3.1. Light Sources

Unlike in LFE, the NFE requires light that is sufficiently coherent and intense to create
atomic Zeeman coherences. This means that laser sources are necessary for such experi-
ments. The lasers need to be tunable and their frequency should be stabilized to the desired

7The “peanut” oriented at 0◦ is indistinguishable from the one oriented at 180◦ therefore the light-
polarization is modulated at 2ωL, rather than ωL.
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Figure 7. Typical setup for NFE experiments with modulated light. A laser light can be ei-
ther frequency- or amplitude-modulated with a switch at the FM NMOR or AMOR position,
respectively. The light of adjustable intensity traverses atomic vapors placed in the longi-
tudinal magnetic field B. A multi-layer magnetic shield protects the atoms from external,
uncontrollable magnetic fields. The polarization rotation is measured with a polarimeter
and demodulated at a given harmonic of modulation frequency Ωm. The signal is stored on
a computer. SAS denotes saturated absorption frequency reference and DFDL the Doppler-
free dichroic lock used for stabilizing laser frequency, λ/2 is a half-wave plate, and AOM
the acousto-optical modulator. Ix and Iy are the intensities of the two orthogonally po-
larized outputs of the analyzing beam splitter. For balancing of the polarimeter the axis of
polarizer prior the cell needs to be oriented at 45◦ relative to the x and y axes (see Sec. 3.4.).

atomic transitions. For example, in the setup shown in Fig. 7 the laser frequency is sta-
bilized by a Doppler-free dichroic lock and additional frequency reference is provided by
a saturated-absorption spectroscopy in an additional vapor cell. In the experiments where
light modulation is used (FM NMOR or AMOR), the light frequency or intensity is var-
ied8. Besides frequency control, laser sources for NFE may have rather modest parameters
from the point of view of power and linewidth. Usually some mW output light power is
sufficient, so inexpensive diode lasers are quite adequate. In more demanding applications
external-cavity diode lasers may be applied with their frequency stabilized to atomic transi-
tion. For applications where power consumption and/or small size become is an issue, the
vertical cavity surface emitting lasers (VCSELs) can be used.

3.2. Samples

In most of the existing applications, the NFE sensors are atomic gases contained in glass
cells. Recently, novel materials were investigated for their possible use in quantum and
nonlinear optics, like atoms inside hollow fibers [21, 22] and NV color centers in diamond
crystals [23]. As outlined in Sec. 4.1., one crucial parameter for magnetometric applications

8In case of FM NMOR, the frequency of light is scanned around fixed light frequency.
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that determines the device sensitivity is the linewidth of the resonance which is associated
with the relaxation time of the coherences. Long relaxation times are also crucial for ap-
plications in quantum state engineering. Thus, it is essential that the sample possesses
appropriate long-living states which can be affected by magnetic fields and connected by
an easily accessible optical transition.

For ground-state coherence of atoms contained in a gas cell, the relaxation times is lim-
ited by several factors. One is caused by thermal movement of atoms and finite dimensions
of the light beam probing the coherence. This is known as the transit relaxation. Usually,
for typical cell temperatures and beam sizes, this effect limits the relaxation times to some
µs which results in resonance widths of tens of kHz. Such linewidths do not allow very
high magnetometric sensitivities, so various techniques are used to overcome the transit re-
laxation. One known technique is application of buffer, usually noble, gases. The atoms in
a gas cell undergo elastic collisions with the buffer gas atoms which limit atomic free path
and lengthen their interaction time with laser beams. At the same time, the elastic collisions
do not substantially destroy the atomic coherences and, consequently, very narrow NFE res-
onances are obtained resulting in high magnetometric sensitivities. Another way of slowing
down the relaxation is coating the internal cell walls with special anti-relaxation, most often
made of paraffin, layer which protect atomic coherences from destruction during atom-wall
collision. Thanks to such coating, an atom can survive about 1000 wall collisions before it
decoheres/depolarizes [24,25] and the coherence lifetime can be extended up to hundred of
ms.

3.3. Magnetic Fields and Magnetic Shielding

Studying Faraday Effect requires good control over all magnetic fields acting upon the
sample. The problem becomes particularly important with NFE, due to its high sensitivity
to even very weak magnetic fields. Since the rotation of the polarization plane is determined
by the magnitude of the field, its inhomogeneity within the cell leads to broadening and/or
deformation of the NFE signals [26]. Moreover, the field orientation is also very important.
Improper orientation reduces the rotation which causes systematic errors (heading errors)
when measuring magnetic fields. Additionally, transverse components of the magnetic field
mix the Zeeman sublevels which deteriorates Zeeman coherences and is very undesirable
for applications in quantum-state engineering.

Familiar sources of homogenous magnetic fields are Helmholtz coils and solenoids. For
studies of NFE in very low fields it is essential to reduce the effect of external fields, both
the AC and the DC ones. While DC stray fields can be compensated by proper coils, the AC
fields are most efficiently eliminated by shields made of appropriate ferromagnetic material
of high permeability, e.g. mu-metal and ferrites. Well designed shields not only reduce
the stray fields but, additionally, improve the homogeneity of the effective field acting on a
sample. For example, by using the magnetostatic image method, it can be shown that the
field generated by a current loop situated at x = 0 oriented parallel to the surface of the
high permeability material placed at x = a, is the same as one produced by a pair of parallel
loops separated by the distance 2a. Thanks to that, the effective field produced by a coil in
a magnetic shield is the same as from an infinite chain of coils. This fact may substantially
improve homogeneity of the effective field acting upon the sample.
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The choice of the shield material is of importance, too. The shields need to have possi-
bly high magnetic permeability but they also must sustain the fields produced by the internal
coils and not saturate. Besides that, the material should be free of fluctuations caused by
random orientations of magnetic domains and thermal currents which could generate ex-
tra magnetic noise. For most demanding applications multilayered shields are designed
with the most inner layer being made of ferrite and the others of other material such as
mu-metal [27].

3.4. Detection of the Polarization Rotation

Measuring optical rotation requires sensitive polarimetric detection. While very different
methods have been developed for various magneto-optical experiments, the detection tech-
nique most often employed for studies of NFE is based on balanced polarimetry.

The basic design of a balanced polarimeter consists of a polarizing beam splitter (e.g.
Glan, Glan-Thompson, or Wollastone prism) which separates the analyzed beam transmit-
ted by the sample into two orthogonally polarized beams, say along the x and y directions,
and two identical photodetectors which measure the beam intensities (see Fig. 7). The
whole system is oriented in such a way that for zero rotation the transmitted beam has its
E vector at 45◦ with respect to the x and y axes, so the detectors record equal light inten-
sities Ix = I0 sin2(π/4) = Iy = I0 cos2(π/4). If, however, the light polarization rotates
by the angle φ, the detectors record different light intensities Ix = I0 sin2(π/4 + φ) and
Iy = I0 cos2(π/4+φ) which for small φ become Ix ≈ I0(1+φ)2/2 and Iy ≈ I0(1−φ)2/2.
The difference of these signals, Ix − Iy, is then proportional to the rotation angle. When
divided by doubled sum, 2(Ix + Iy), the difference signal becomes independent of the in-
cident light intensity I0 and yields directly the rotation angle. Moreover, fluctuations of I0

in each detection channel cancel out and do not contribute directly to the noise of a rotation
measurement. Such an arrangement is very useful for measuring small rotations with not-
too-strong light intensities. For higher intensities, problems may occur since each detector
is illuminated by a strong average intensity and resolving small intensity variations may be
limited by the detector dynamic range and saturation.

The limitations caused by dynamic range of the detectors are less important for another
detection technique which employs one detector only and where the sample is placed be-
tween two crossed polarizers. This method is known as the forward scattering [28]. The
main advantage of the forward-scattering detection is its simplicity and elimination of a
background which could deteriorate the signal-to-noise ratio and sensitivity: only the pho-
tons which contribute to the signal are detected for an ideal system. In a system with ideal
polarizers, low optical thickness and no dichroism of the sample, optical rotation by angle
φ yields the detector signal I0 sin2 φ which for small angles is proportional to φ2. In this
way, a square of the rotation angle can be measured with high sensitivity but the signal does
not allow one to determine the sign of the rotation angle. Such a homodyne detection is
widely used in a Doppler-free polarization spectroscopy [29].

An interesting technique of measuring small rotations with very high sensitivity is based
on homodyning the forward scattering signal with a coherent background. Such background
is most easily obtained from non-scattered primary light beam by small uncrossing of the
polarizers from their perfectly crossed position. If the uncrossing angle ε is small, but
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still much bigger than the measured signal φ, φ ¿ ε, the detected intensity of a forward
scattered light becomes I = I0 sin2(ε + φ) ≈ I0(ε + φ)2 ≈ I0ε

2 + 2I0εφ. This signal
consists of a constant background I0ε

2 and a contribution proportional to φ. In this way,
the sign of φ can be easily determined and the amplitude of the magneto-optical rotation is
substantially increased by its homodyning with a coherent background which is responsible
for multiplicative factor 2ε.

The heterodyne method can be modified to eliminate the constant background by mod-
ulating the coherent background and application of the phase-sensitive detection. In ad-
dition to the measured rotation φ this introduces a time dependent background ε0 cosΩt,
where ε0 is the amplitude and Ω the frequency of the introduced background. After de-
modulation of the resulting time-dependent light intensity, I(t) = I0 sin2(ε0 cosΩt+φ) ≈
I0(ε0 cosΩt + φ)2, only the 2ε0φ term is recorded with a high signal-to-noise ratio.

This simple discussion assumes optically thin samples with no dichroism and ideal
quality polarizers. For more realistic cases with optically thick samples and imperfect po-
larizers corrections are necessary to the above expressions. The effect of dichroism, which
introduces some elipticity of the transmitted light, may be taken into account thanks to dif-
ferent spectral responses of the dichroic and birefringent contributions. In particular, for a
well resolved optical transition, the dichroic spectrum is characterized by asymmetric line-
shape whereas the birefringence spectrum is symmetric with respect to optical transition
frequency.

3.5. Electronic System

A standard signature of the Faraday effect, LFE or NFE, is the dependence of the angle of
polarization rotation φ on the magnetic field B. It is represented by an asymmetric curve,
centered at B = 0, such as the one shown in Fig. 8(a). Application of modulated light
leads to the appearance of additional resonances at non-zero magnetic fields [Fig. 8(b)].
The positions of these extra (high-field) resonances are strictly determined by the light-
modulation frequency through the relation

B =
niωmh̄

2gµB
, (23)

where ni is an integer. Application of modulated light for studying NFE was pioneered
by Budker and co-workers who developed the technique of Nonlinear Magneto-Optical
Rotation with Frequency-Modulated light (FM NMOR) [7]. In FM NMOR, frequency
modulation of light resulted in modulation of the pumping rate of atoms. When modulation
of the pumping light was synchronized with the precession of atomic polarization in a
magnetic field (see Sec. 2.4.), the macroscopic, dynamic polarization of the medium is
generated.

Frequency modulation of laser light can be realized particularly easily with diode lasers
through modulation of the laser current. Current modulation, however, is not perfect as it
is always associated with some amplitude modulation of the light emitted from the laser
diode. Moreover, even pure frequency modulation may introduce light-shifts which have
undesirable consequences, for instance, from a point of view of applications of NFE for
magnetic-field measurements (systematic errors). On the other hand, the modulation of
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Figure 8. (a) Rotation of polarization plane vs. magnetic field observed with unmodulated
light. (b) In-phase magneto-optical rotation vs. magnetic field recorded with amplitude
modulated light (ωm = 2π × 25000 1/s).

the pumping rate by pure amplitude modulation of the laser intensity reduces the risk of
light-shifts because the laser frequency may be made exactly resonant with the atomic tran-
sition. The NFE technique which relies on the modulation of laser intensity, known as
Amplitude-Modulated Magneto-Optical Rotation (AMOR) has been introduced in Ref. [8].
An intrinsic advantage of AMOR technique is the ability to choose arbitrary modulation
waveforms. In particular, in Ref. [8] it was shown that a square-pulse modulation of light
intensity creates a comb of extra resonances occurring at multiplicities of ωmh̄/2gµB . Pure
amplitude modulation is most easily applied with the help of acousto-optical modulator
(AOM).

FM NMOR and AMOR have much in common with the method of synchronous pump-
ing already used in early optical-pumping experiments [30, 31].

NFE signals observed with the modulation techniques (FM NMOR and/or AMOR)
are time-dependent and must be demodulated at a particular frequency. This is usually
performed with the phase-sensitive (lock-in) detection which allows one to register both
signals related to the modulation, the in-phase and quadrature signals, shifted respectively
by 0◦ and 90◦ relative to the modulation signal.
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An interesting alternative of a single-beam NFE arrangement is the two-beam setup,
where one beam acts as a pump and the second, unmodulated beam as a probe [32]. This
gives one the ability of optimization of NFE signals by varying pump- and probe-light
intensities, detunings, and polarizations.

4. Applications of Nonlinear Faraday Effect

In addition to the fact that NFE is a very interesting optical phenomenon on its own, it finds
a number of interesting scientific and commercial applications. One group of applications
is associated with ultra-high sensitive magnetometry. Magnetic-field measurements with
such high sensitivity may be employed, for instance, in prospecting for natural resources
or detecting distant magnetic objects, but also in testing of fundamental symmetries of
nature. The other group of applications is the quantum-state engineering. In that case, NFE
is exploited for controllable generation and modification of quantum states of the atomic
system. Below the most important NFE applications are reviewed.

4.1. Magnetometry

Applications of nonlinear magneto-optical phenomena for magnetic field measurements
[33] have a long history. Since first experiments in the 1960s [34, 35], different configu-
rations of optical magnetometers have been used. Recent interest in the field is driven by
technological developments in opto-electronics, especially, the invention of small, tune-
able, and inexpensive diode lasers. It enabled construction of various kinds of optical
magnetometers with the sensitivity rivaling [6, 36, 37], or even exceeding [38] the sensitiv-
ity of magnetometers based on properties of superconductors (SQUIDs), long recognized
as the most sensitive magnetometers. Currently, the demonstrated sensitivity of the most
sensitive magnetometer, the, so-called SERF (spin-exchange relaxation-free magnetome-
ter) [38], reached a level of a fraction of 10−15 T/

√
Hz with its projected fundamental limit

below 10−17 T/
√

Hz.
One fundamental challenge of contemporary magnetometry is miniaturization. Luckily,

there are no principal constraints for making such devices small; accomplishments of opto-
electronics and microfabrication of mechanical systems allow impressive reduction of the
dimensions of optical magnetometers. Recently, optical magnetometers with volumes of a
few mm3 were demonstrated [39, 40]. These devices exploit microfabrication techniques
for production of atomic vapor cells and optical elements for shaping and generation of
light. Moreover, their low power consumption enables charging of the devices with batter-
ies. The best micromagnetometers reach a magnetic-field measurement sensitivity below
7 × 10−14 T/

√
Hz [41]. Exciting miniaturization possibilities are also opened by novel

photonic materials, the diamonds with NV-color centers [42–44].

4.1.1. Characteristics of Optical Magnetometers

One of the most important characteristics of any magnetometer is its sensitivity. For all
optical magnetometers, and hence for NFE magnetometers, quantum mechanics sets a fun-
damental limit on the magnetic-field-measurement sensitivity. This limit is associated with
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fluctuations in the numbers of atoms9 and photons that contribute to the measured optical
signal. Since the number of contributing atoms N is described with the Poisson statistics,
fluctuations in atomic number is given by

√
N . Thus the fundamental sensitivity limit due

to the atomic shot-noise is given by

δBat =
h̄

gµB

√
1

NTτ
, (24)

where T = 1/γ is the coherence lifetime and τ is the time of the performed measurement10.
Another contribution to the sensitivity limit is associated with fluctuations in the number

of detected photons Nph. If the measured quantity is the rotation of polarization, as it is for
NFE magnetometers, the shot-noise limit on that measurement is given by

δφph =
1

2
√

Nphτ
, (25)

which corresponds to the limit on the magnetic-field-measurement sensitivity

δBph =
h̄

gµB

γ

φN

1
2
√

Nphτ
, (26)

where φN is the NFE signal amplitude.
Since fluctuations in the number of atoms and photons are uncorrelated, these noises

add in quadrature determining the fundamental quantum limit on the sensitivity

δBql =
√

δB2
at + δB2

ph. (27)

Depending on particular experimental realization, either atomic or photon shot-noise may
dominate. However, in an optimized magnetometer both noises are comparable [45] which
gives δBql =

√
2δBat .

Very often magnetometers suffer from different kinds of magnetic noise that limit ultra-
precise measurements of the field. A remedy for such strong noise is the, so-called, gra-
diometer mode. In this mode, the magnetic field is measured by two spatially separated
magnetometers whose independent readouts are subtracted. In that way, the inhomoge-
neous magnetic field generated by a local source can be precisely measured whereas the
magnetic field background common for both magnetometers may be eliminated. The gra-
diometer arrangements find many applications (see, for example, Secs. 4.3. and 4.4.).

An important characteristic of a magnetometer is its dynamic range. In the NFE magne-
tometers with CW excitation, the dynamic range of the magnetic-field measurements ∆B
is limited by the width of the recorded resonance, ∆B ≈ h̄γ/gµB . While for B < |∆B|
there is an unambiguous relation between the rotation angle and the magnetic field, for

9In fact, the limit on the sensitivity is set by the uncertainty in determination of projections of total angular
momenta of atoms. Since projections of the total angular momentum are noncommuting operators, [Fx, Fy] =
iFz , where Fi is the total angular momentum projection on i direction, thus the spin projection-noise arises due
to δFxδFy ≥ |Fz|/2.

10Please note that some parameters on the order of unity, such as the total value of angular momentum, were
omitted in Eq. (24).
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the stronger fields, |B| > ∆B, the same magneto-optical rotation corresponds to two dif-
ferent values of the field, and for even stronger fields |B| À ∆B there is no rotation [see
Fig. 8(a)]. The relaxation rate γ determines thus the sensitivity, as well as the dynamic range
of the magnetometer; the narrower the resonance, the higher the sensitivity but smaller the
dynamic range of the magnetometer. In order to achieve the magnetometer of the desired
sensitivity and dynamic range, the width of the resonance needs to be adjusted. It can be
done, for example, by varying the resonance width by adjusting light intensity and power
broadening of the resonance.

In order to alleviate the limitations on the small dynamic range of the magnetic-field
measurements, modulation techniques were employed (see Sec. 2.). It enables expanding
of the NFE magnetometers dynamic range to the Earth magnetic field, which is very impor-
tant in numerous applications because it eliminates necessity of shielding or compensating
external, uncontrollable magnetic fields.

Another relevant parameter of optical magnetometers is its bandwidth which reflects
magnetometer response time to a change of a measured magnetic field. Although the Lar-
mor precession has no inertia and atoms instantaneously react to the field change, it takes
a finite time to measure the difference in the recorded signal. It can be shown that the re-
sponse of a CW (low-field) magnetometer can be modeled as that of a low-pass filter and
hence the natural magnetometer bandwidth is equal to 1/2πT [46]. The bandwidth of a
magnetometer can be increased by amplifying its output signal but this also affects the out-
put noise of the magnetometer [47]. Thus, the increase of the magnetometer bandwidth is
usually at the price of reduction of the signal-to-noise ratio.

The same relation for the bandwidths that holds for the CW magnetometers also works
for the NFE magnetometers with modulated light; the bandwidth of these magnetometers
is also determined by the NFE resonance width. It is noteworthy, however, that for the
magnetic-field measurements with phase-sensitive detection, more stringent limitation on
the bandwidth may appear. In such a case, the bandwidth of the magnetometer may be
determined by the time constant τc of the lock-in in which case the bandwidth is given by
1/2πτc,

Other important characteristic of a magnetometer is whether it enables measurements
of static and quasi-static fields or it allows fast-oscillating magnetic fields to be detected.
Although most optical magnetometers are used for measuring DC fields, there is a class of
devices that can be employed for measuring AC magnetic fields [48, 49]. The significant
advantage of the AC optical magnetometers is their tuneability for measurements of the
fields oscillating at specific frequencies. Application of a bias field allows one to shift the
magnetometer resonance frequency and in such a way detect selectively the field at the
desired frequency. The measurements of the oscillating fields up to 100 kHz were already
demonstrated and there are no physical limitations preventing significant expansion of the
magnetometer frequency range.

An important feature of a magnetometer is whether it enables a measurement of field
magnitude only (scalar magnetometer) or if it also provides information about the field
direction (vector magnetometer). Most optical magnetometers, including the NFE-based
devices, are scalar. An advantage of such magnetometers is their insensitivity to the field
orientation, in particular, heading errors, which may be important for devices operating at
moving platforms. Nevertheless, there are standard techniques that enable transformation
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of scalar magnetometers into the vector ones by application of small oscillating fields in
three orthogonal directions [50, 51]. Since small fields along with, and transverse to, the
measured magnetic field contribute differently to the magnetometer readout, modulation of
the total field in all three orthogonal directions with various frequencies and successive de-
modulation of the detected signal at these frequencies enables extraction of the information
about the direction of the measured field. An alternative method, exploited in the optical
magnetometers, is observation of amplitudes of two resonances detected at given multiplic-
ities of the Larmor frequency which vary with a direction of light propagation with respect
to the magnetic field [52, 53]. The ratio of these amplitudes can be evaluated from simple
analytical formula. It is insensitive to the measured field magnitude but does depend on
the field orientation. This provides a convenient way of measuring the field direction. The
method enabled reaching angular sensitivity of 4× 10−3 degree/

√
Hz [52].

4.1.2. Low-magnetic Field Measurements

Applicability of NFE with CW light for measuring magnetic fields was first suggested in
Ref. [5]. Yet, it was only in Ref. [45] when the first detailed studies of this magnetomet-
ric technique was experimentally analyzed. The authors of Ref. [45] observed NFE with
rubidium vapor contained in an anti-relaxation-coated buffer-gas-free cell. Analysis of the
polarization rotation versus different physical parameters yielded optimal conditions for
the observation of NFE. The recorded signals were 10 mrad in amplitudes and had widths
of 100 pT. By taking advantage of such narrow resonances, magnetic-field measurements
with a sensitivity of 4 × 10−16 T/

√
Hz were demonstrated. This sensitivity is compara-

ble with the sensitivity of SQUIDs. Therefore, in many applications NFE magnetometers
can replace superconductive devices, eliminating the problem with a necessity of cryogenic
cooling. The intrinsic drawback of such NFE magnetometers is their limitation for detec-
tion of low fields only. In particular, the dynamic range of the device described in Ref. [45]
was ±100 pT. Measurements of such fields demand passive and/or active shielding of ex-
ternal, uncontrollable magnetic fields which usually are orders of magnitude stronger than
the detected field.

4.1.3. High-magnetic Field Measurements

As already noted above, the limitation of NFE magnetometers for detection of weak fields
was only successfully relaxed by application of a frequency- [7] and amplitude-modulated
[8] light. As shown in Sec. 2.4., the modulation of light leads to the appearance of strong
magneto-optical resonances, whose positions vs. magnetic field are strictly determined by
the modulation frequency. The high-field resonances have amplitudes and widths not un-
like zero-field resonances (see Fig. 8), thus the sensitivity of stronger-field measurements
is comparable with the ones achieved for the zero-field measurements (see Sec. 4.1.2.).
Reaching higher fields eliminates necessity of shielding or compensating external, uncon-
trollable magnetic fields.

High-field NFE magnetometers operate in either passive or self-oscillating mode. In
the passive mode, an external oscillator modulates the light while the rotation of the light
polarization is measured at a given harmonic of the modulation frequency. Figure 8(b)
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Figure 9. Magnetic-field tracking with the NFE magnetometer operating in the passive
mode. Every 9 s, the total magnetic field was increased by 15 nT and the modulation
frequency was subsequently adjusted with the feedback system such that the condition for
the effective of the higher-field resonance was fulfilled.

demonstrates that a given modulation frequency and magnetic field correspond to a partic-
ular high-field NFE resonance. Thus, each change of the field magnitude causes a modi-
fication of the measured NFE signal. In the passive-mode magnetometers, one may track
the magnetic field by keeping a fixed value of the signal, φ = const. It can be done, for
example, by continuous fulfilling the condition for effective generation of the high-field res-
onance, for instance, ωm = 2ΩL = 2gµB/h̄B, for which the amplitude of the polarization
rotation is maximal; the field change is followed by such an adjustment of the modulation
frequency Ωm in a feedback loop that NFE signal is maximal.

A significant advantage of the passive-mode magnetometers is their insensitivity to var-
ious types of noise. Application of the phase-sensitive detection strongly suppresses the
noise at frequencies other than the reference frequency. For instance, one can reduce the
50-Hz or 60-Hz noise associated with AC lines. The drawback of the mode, however, is
the magnetometer low bandwidth related to a finite time constant of a lock-in amplifiers.
Therefore, the best application of passive-mode magnetometers is for detection of static or
slowly varying magnetic fields.

In Fig. 9 the magnetic-field tracking signal obtained with the passive-mode NFE mag-
netometer employing amplitude-modulated light is shown [54]. Every 9 s, the magnetic
field was increased by 15 nT and the modulation frequency was adjusted according to the
scheme described above. Determining a new value ot the magnetic-field magnitude usually
took 2-3 s, which depended on the field-change magnitude, the lock-in time constant, etc.
While maintaining a sensitivity of 4.3 × 10−13 T/

√
Hz, the device was able to track mag-

netic fields in a range of a few µT. Moreover, in Ref. [54], extension of the dynamic range
toward Earth magnetic field and further increase of the device’s sensitivity were predicted.

In general, the self-oscillation mode of optical magnetometers, is based on using the
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detected optical signal for modulation of optical [34, 55, 56] or RF excitation [34, 57] of
atoms. Since the signal oscillates at the Larmor frequency or its harmonic, in such an
arrangement the condition for the efficient generation of the higher-field magneto-optical
resonances is automatically fulfilled. When the detected signal is amplified sufficiently, the
oscillation builds up spontaneously (seeded by noise) at the resonant frequency. Due to no
inertia in precession of spins, a change of the magnetic field is immediately reflected in the
frequency of oscillations of the optical signal and hence the light modulation frequency.

Operation of NFE magnetometers in the self-oscillating mode is achieved by feeding
amplified and phase shifted non-demodulated, time-dependent NFE signal directly to the
light modulation controller, e.g., AOM driver [55,56]. The signal is phase shifted such that a
90◦ phase shift between the polarization rotation and the modulation frequency is achieved.
While broad bandwidth is a big advantage of the self-oscillation mode, its drawback is
lower sensitivity than sensitivity of the passive-mode magnetometers. Since no filters are
applied to the signal, whole-spectrum noise contributes to the measured signal reducing
signal-to-noise ratio. Despite the fact that the atoms themselves work as a narrow-band filter
selectively transmitting only frequency 2ΩL, the additional noise may introduce frequency
jitter and distort measurements of magnetic fields.

A typical self-oscillation signal reported in Ref. [55] is shown in Fig. 10. For the pur-
pose of a wide bandwidth demonstration, the NFE signal was heterodyned with a fixed ref-
erence with a time constant of 50 µs. The tracking of the field step is quasi-instantaneous,
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Figure 10. Time-dependent rotation of the light polarization observed with NFE magne-
tometer in the self-oscillating mode. In order to demonstrate high speed of the magnetome-
ter the signal was heterodyned with the reference signal. At t = 0 a sudden change of 25 nT
of the total magnetic field, resulting in a jump of the oscillation phase, was applied. The
bandwidth of this magnetometer was above 1 kHz. From Ref. [55].

without apparent overshoot or ringing; the sudden change of about 25 nT applied to the bias
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field at t = 0 results in a phase-jump in the heterodyne signal. The demonstrated bandwidth
of the magnetometer exceeded 1 kHz with a sensitivity of 300 fT for a measurement time
of 1 s.

In Sec. 4.1., several schemes of NFE magnetometers were discussed. They differ in
sensitivity, dynamic range, bandwidth, etc., hence each of them has own its advantages and
disadvantages; while passive-mode magnetometers seem to be better for measuring static
or quasi-static magnetic fields, self-oscillating magnetometers can be used for measuring
varying fields.

4.2. Nuclear Magnetic Resonance

The first practical application of NFE magnetometers to detect the nuclear magnetic reso-
nance (NMR) was described in Ref. [10]. For that purpose the used an NFE magnetometer
with frequency-modulated light.

NMR is a powerful technique exploited in studies of structure and dynamics on micro-
and macroscopic scale and its applications range from medicine to real-time process control
[58]. A good example of the element extensively employed in NMR is 129Xe. Its advantages
include the polarization via spin-exchange collisions, strong chemical shifts, which makes
it a good probe to study physicochemical environment, and long relaxation times.

For the NMR measurements, a typical NFE experimental apparatus such as one de-
scribed in Sec. 3., was modified. In addition to the standard setup elements like laser, mag-
netic shield, vapor cell, etc., a solenoid piercing the shield was mounted in the vicinity of
the vapor cell. The solenoid was longer than the shields thus magnetic field lines associated
with the solenoid were closed outside the shield. It enabled generation of a homogenous
magnetic field of about 50 µT inside the solenoid and almost no field in other parts of the
shield, particularly, within the vapor cell (suppression factor on the order of 105). The
solenoid field was necessary to orient the polarization of the Xe sample introduced into the
shield via the solenoid. The 1.7 cm3 sample containing natural abundance xenon at 3.7
torr pressure, spin-polarized (1% polarization) by spin-exchange collisions with optically
pumped atoms outside the shield. A magnetic field of 14 nT perpendicular to the solenoid
axis was generated inside the shield with a set of magnetic-field coils. In such a way, the
detector measured a net magnetic field, that is, the field from the coils and polarized Xe but
not from the solenoid. The application of that field enabled shifting of the NFE resonance
position towards higher fields leading to significant reduction of the 1/f noise and a possi-
bility of using the light-modulation technique for tracking of the samples demagnetization.
The magnetometer worked in the passive mode (Sec 4.1.3.).

In Fig. 11 a typical data of Xe magnetization decay vs. time is shown. Each point was
measured for about 3 s which enabled achieving S/N ratio at a level of 10. According to
the authors, the S/N ratio could be improved by at least 2 orders of magnitude by better
geometry of the experiment. In the performed experiment, the magnetic field generated
within the vapor cell by polarized Xe was roughly 5000 times smaller then the one inside
the sample.

In order to distinguish magnetic-field changes resulting from the decay of the Xe polar-
ization from slow drifts of the other fields, for instance, related to the instability of current
sources used for the magnetic-field generation, thermal current flowing in the shield, etc.,
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Figure 11. Xe-magnetization signal recorded with the NFE magnetometer [10]. The upper
trace was generated by polarized Xe, while the lower trace is the reference enabling to
eliminate the effect of slow drifts of the magnetic field. The traces were obtained by moving
the xenon sample into and out of the shield in 1-minute intervals.

differential measurements were performed. In that case, the Xe sample was mechanically
moved in and out of the shield which modulates magnetometer readout.

As seen in Fig. 11, an exponential decay of the Xe polarization from ≈2 pT to 0 with a
relaxation rate of (7.6± 0.87)× 10−3 1/s was measured.

4.3. Magnetic Particle Detection

Another interesting application of NFE magnetometers is detection of magnetic parti-
cles. Such particles are micro- or nano-objects made of ferro- or paramagnetics. When
bonded to other physical objects or chemical compounds, these particles can selectively
react with given types of materials and/or chemicals which enables detection of such mate-
rial/substances at very low concentrations. This technique is commonly used in medicine
and biosciences, e.g., for DNA-targeting. Moreover, application of external fields is a con-
venient way of manipulation of the magnetic particles, as well as bonded objects. The
particles are also broadly used as contrast agents in NMR.

In order to characterize magnetic particles and hence monitor behavior of tagged ob-
jects, ultra-precise measurements of magnetic fields are needed. Such devices as SQUIDs
[59] and giant magnetoresistive (GMR) sensors [60,61] were used for this sake. Each of the
techniques has its advantages and drawbacks; SQUIDs have very high sensitivity but they
require cryogenic cooling, while GMR sensors can be extremely small (on the order of µm)
but the measured sample needs to be bring extremely close to the sensor. The NFE mag-
netometers reach sensitivity comparable to SQUIDs and do not require cryogenic cooling,
hence they seem to be ideally suited for the magnetic-particle detection.

The first demonstration of the magnetic-particle detection with the NFE magnetometers



74 W. Gawlik and S. Pustelny

was described in Ref. [9]. The layout of an experimental arrangement is shown in Fig. 12.
An important modification of an experimental apparatus with respect to setups tradition-
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Figure 12. Experimental setup used for the magnetic particle detection. The magnetometer
was operated in the gradiometer mode, i.e., the field was measured by two spatially sepa-
rated magnetic-field sensors, which enabled detection of the magnetization of the magnetic
particles flowing through the shield. The orientation of the particles’ magnetization was
assured with the piercing solenoid generating a field of Bs = 50 µT. The smaller bias field
Bb = 70 pT applied perpendicularly to the solenoid enabled detection of the magnetiza-
tion using the passive-mode NFE magnetometers. P stands for the polarizers, PD for the
photodiodes, and BS for the beam splitter. From Ref. [9].

ally used in NFE measurements (see Fig. 7) was, in addition to the piercing solenoid (see
Sec. 4.2.), an application of two vapor cells enabling gradiometric measurements (Sec. 4.1.).
The 1-cm3 cells were placed symmetrically with respect to the solenoid in a distance of
1.5 cm. The monitored particles within the solenoid were spin-oriented by Bs = 50 µT
field. When there were no particles within the solenoid, the gradiometer cells were sub-
jected only to a bias field of Bb = 70 pT, perpendicular to the solenoid axis, yielding zero
differential signal. Introduction of the particles into the solenoid resulted in a field change
in each cell; in one cell the sample magnetization Be added up to and in the other subtracted
from the bias field which results in non-zero gradiometer signal. That arrangement allowed
a sensitivity of 100 fT/

√
Hz to be achieved 11.

In Ref. [9], the study of three types of magnetic particles: multi- and single-domain
cobalt particles of 150 µm diameter, 1 µm superparamagnetic magnetite particles, and ferro-

11For more details on magnetometer apparatus see Ref. [62].
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magnetic cobalt nanoparticles of 120 kA/m magnetization were described. All the particles
were suspended in water circulating through the solenoid within the shields. An example
of the results obtained with the cobalt multi-domain particle is shown in Fig. 13. Each time
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Figure 13. Magnetic detection of the cobalt multi-domain particle suspended in water flow-
ing through the shield with a flowing rate 30 ml/min. Each time the particle traverses the
magnetometers the strong gradiometer signal was recorded. The scattering in the amplitude
of the signal was due to different positions of the particle inside the water tube each time it
flew in vicinity of vapor cells. From Ref. [9].

the particle passed the gradiometer, the spike-like signal was observed. The amplitude of
the signal depended on the magnetic field generated by the particle, as well as the water-
flow rate, i.e., the time that the particle spent in a vicinity of the cells. Fluctuations in the
amplitudes of the signal originated from the spread of particle’s positions while traversing
between the cells. Estimates performed in Ref. [62] showed that the detection limit on a
size of the cobalt particle is about 20 µm for a multi-domain particle and about 5 µm for a
single-domain particle.

Very interesting results were obtained for detection of amin-coated magnetite super-
paramagnetic particles of about 1 µm. Such particles are used for tagging, capturing, and
extracting DNA from living organisms [63]. The authors of Ref. [9] proved the possibility
of real-time detection of a sample containing 4.5 × 105 particles and of 5 × 103 particles
with averaging.

Exciting alternative for the discussed applications may be a use of millimeter-scale
cells [64]. Application of these cells would enable bringing a sample closer to the magnetic-
field sensor which would enhance the detection sensitivity. This possibility, however, has
not been yet experimentally verified.
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4.4. Magnetic Resonance Imaging

Very appealing application of NFE magnetometers and a natural extension of the previously
described applications is magnetic resonance imaging (MRI). MRI is a method enabling ex-
traction of unique information on spatial distribution of specific chemicals within a sample.
It is widely used in medicine, material science, geology, etc. Traditionally, MRI is based on
detection of a change in the magnetic flux generated by nuclear spins precessing in an exter-
nal magnetic field. It is routinely realized with induction pick-up coils. While very simple,
this technique suffers strongly from the 1/f noise which implies use of higher precession
frequencies corresponding to very strong magnetic field (above 1 T). This is a serious ob-
stacle, especially taking into account a required field homogeneity at the ppm level. Such
fields are generated by specially prepared solid or superconductive magnets which lim-
its MRI applications to relatively small, nonmagnetic samples only, reduces mobility and
makes standard MRI devices very expensive. Therefore, development of the low-field MRI
technique is very much desired.

In order to realize MRI at low magnetic fields, a sensitive technique of magnetic-field
detection needs to be used. One solution is application of SQUIDs [65] which enable reach-
ing much higher sensitivities than standard pick-up-coil technique. Since they require cryo-
genic cooling and complex electronics for multi-channel detection their application also
in this case is limited. Alternative technique exploits NFE magnetometers [11]. Unlike
other MRI techniques, it is based on detection of DC rather than AC magnetic fields. It is
done in the, so-called, remote-detection arrangement, in which information about an ana-
lyte is transferred onto a mobile spin-polarized substance, and is successively read out at a
different location [66, 67]. The signal detected by the NFE magnetometer is the net, longi-
tudinal magnetization of the spin-polarized sample. An important advantage of the remote
detection scheme is an ability of independent optimization of conditions for encoding and
detection regions and continuous measurements of MRI signals.

The experimental setup used for MRI in Ref. [11] was very similar to the one shown
in Fig. 12 and discussed in Sec. 4.3.. The most important difference in comparison to two
previous measurements was introduction of the prepolarization and encoding regions in the
water-flow system. The water was prepolarized by a 0.3 T magnet situated a couple of
meters away from the shield. The polarized water flew into the encoding region where it
interacted with an encoding field of 3.1 mT and a sequence of magnetic-fields pulses. The
first pulse of the sequence, the π/2 pulse, rotated the spins to a plane perpendicular to the en-
coding magnetic field, which resulted in their precession. Successively, a pair of orthogonal
magnetic-field-gradient pulses was applied. Different precession frequencies correspond-
ing to different geometrical positions allowed to store the spatial information in the phases
of spins’ rotation. After the application of a second π/2, the phase-encoded spatial infor-
mation was stored in longitudinal magnetization of the sample. Phase-encoded water was
then transferred into the magnetic shield via the piercing solenoid. Introduction of the water
changed magnetic fields in both cells and hence readouts of the whole magnetometer.

An example of the MRI results obtained with the NFE magnetometer and a phantom
consisting of two parallel cylindrical channels is shown in Fig. 14. The images were ob-
tained by cycling phase of the second π/2 pulse, modifying gradient amplitudes along the
encoding directions, and performing Fourier analysis of the signal. That procedure yielded
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Figure 14. Magnetic resonance images obtained with the NFE magnetometer. (a) Phantom
consisting of two channels of 3.2 mm in diameter and 25 mm length separated by 5.1 mm.
(b) Image of the cross-section of the encoding volume in the xy-plane, perpendicular to the
flow direction at t = 1.1 s. (c) Time-resolved images in the yz-plane, parallel to the flow
(yz). From Ref. [11].

a spatial resolution of 1.6 mm perpendicular and 4.5 mm parallel to the encoding field and
a temporal resolution of 0.1 s. In the experiment, the resolution was determined by the
relaxation rate of the water polarization. The authors of Ref. [11] expected improvement of
the resolution by shortening of water travel time from the prepolarization to the detection
regions and/or by application of a stronger prepolarizing magnet.

Reference [11] demonstrated large potential of NFE magnetometers for MRI appli-
cations. Advantages of the technique are its high sensitivity, good spatial and temporal
resolutions, and, most importantly, application of weak magnetic fields. Low fields elimi-
nate problems associated with the field generation, appearance of magnetic-field artifacts,
limitation of the technique for studying the nonmagnetic samples only, lack of the MRI
device mobility, etc. These features are the reason for which the application of the NFE
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magnetometry for MRI gain increasing attention.

4.5. Selective Addressing of Atomic Coherences

In addition to the applications described above there is a rapid development of the NFE
methodology for quantum-state engineering. This is caused by the fact that the same quan-
tum superpositions which are responsible for the nonlinearity in the Faraday effect are also
fundamental for storage of quantum information in atoms and quantum-state engineering.
In particular, the techniques of slowing down coherence relaxation by paraffin-coating of
cell walls or introduction of a buffer gas is the most effective way of extending the qubit
lifetime. Moreover, the studies of NFE revealed that appropriate choice of modulation fre-
quency with respect to the Larmor frequency enables selective generation of the atomic
coherences between specific Zeeman sublevels of a given atomic state and successive mod-
ification of the state [32, 68, 69]. Since these coherences determine material properties,
control over their creation and evolution allows one to generate media possessing unique
physical, in particular, optical properties.

In Fig. 15 visualized density matrices containing different-order coherences, i.e., coher-
ences between states with different values of the magnetic number m, are shown. As seen
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Figure 15. Visualized density matrices describing atomic systems with coherences of dif-
ferent orders: ∆m = 2 (a), ∆m = 4 (b), and ∆m = 6 (c). The plots are drawn for the
F = 3 state. From Ref. [32].

in Fig. 15(a), the ∆m = 2 coherences correspond to the two-fold symmetric structure dis-
cussed above. Similarly, the ∆m = 4 and ∆m = 6 coherences are represented by the four-
[Fig. 15(a)] and six-fold [Fig. 15(c)] symmetric shapes, respectively. In general, the sym-
metry of the visualized density matrix reflects an order of the coherences that exist in the
atomic medium. Exploiting these symmetries enables generation of specific coherences. It
was discussed in Sec. 2. that deviation from the sphericity of the visualized density matrix is
a signature of an optical anisotropy of the medium. Thus, precessions of any of the shapes
shown in Fig. 15, for example, in the external magnetic field, leads to the modulation of the
probe-light polarization at different frequencies: 2ΩL, 4ΩL, or 6ΩL. Demodulation of the
NFE signal at these frequencies allows one to selectively detect the coherences of a given
order.
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The NFE signal with the resonances associated with the coherences of different or-
ders are shown in Fig. 16 [32]. The resonance observed at twice the Larmor frequency
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Figure 16. NFE signal recorded with frequency modulated light. The resonances at 300 Hz,
600 Hz, and 900 Hz are associated with ∆m = 2, ∆m = 4, and ∆m = 6 coherences
existing in atoms. From Ref. [32].

(Ωm = 2ΩL ≈ 2π × 300 1/s) is related to the ∆m = 2 coherences (ΩL ≈ 2π × 150 1/s).
Similarly, the resonances at four (Ωm ≈ 2π × 600 1/s) and six times (Ωm ≈ 2π × 900 1/s)
the Larmor frequency correspond to the ∆m = 4 and ∆m = 6 coherences, respectively.
It was verified that all these resonances have different light-intensity dependences which
indicates that different numbers of photons are needed for their generation and detection.
In particular, the resonances associated with the higher-order coherences have significantly
smaller amplitudes than those related to the lower-order coherences. This is expected since
a photon is a spin-one particle and it can only generate coherences of ∆m ≤ 2. Genera-
tion of the higher-order coherences requires involvement of more photons which usually is
less efficient than a single-photon interaction, thus the amplitudes of the NFE resonances
associated with these coherences are smaller.

From a point of view of quantum-state engineering a better control over efficiency of
coherence, especially the higher-order coherence, generation is needed. Therefore, a new,
NFE based technique was elaborated [69]. With this technique, the higher-order coher-
ences are generated in a multi-step process. In such a process, ∆m = 2 coherence is first
generated, and then the coherence is “updated” to ∆m = 4 coherence by interaction with
another photon. In order to selectively generate the ∆m = 4 coherences, the second photon
needs to be appropriately polarized with respect to the first photon; the two photons needs
to have orthogonally polarized. Application of two orthogonally polarized photons allows
the ∆m = 4 coherences to be generated simultaneously causing destruction of the ∆m = 2
coherences. As demonstrated in Ref. [69], the efficiency of higher-order coherence genera-
tion was significantly increased, which gave better control over creation of the multi-level
quantum state was achieved.

Important feature of the described techniques is a possibility of coherence transfer be-
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tween different atomic states. This was demonstrated in Ref. [32] by tuning the pump and
probe light to two different hyperfine transitions of rubidium. In such a case, the pump light
generated the coherences in the ground state which were successively excited to the upper
atomic state. Since the excite state lifetime is 30 ns, the atoms instantaneously relax to one
of the hyperfine ground states. The ones that relaxed to the same ground state from which
they were excited can further interact with the light. However, those that decay to the other
state do not interact with the pump light. Existence of the coherences in the latter state is
reflected in modulation of the probe light. The modulation of the probe light tuned to the
different than pump ground state, reported in Ref. [32], proved a possibility of transferring
Zeeman coherence between different atomic states.

NFE provides an effective way of manipulation of atomic quantum states. The states can
be engineered, i.e., the coherences may be selectively generated and the generated quantum
state may be controllably modified. It should thus be possible to employ this technique in
quantum computations for physical realization of multi-dimensional quantum “bits”. Such
multi-dimensional ”qubits” would allow one to store more information than it is possible
with “traditional” qubits. Simultaneous realization of the multidimensional “qubits” within
the same atomic structure reduces one of the most severe limitations of quantum computa-
tions related to the exponential increase of the decoherence rate of a system of interacting
qubits with an increase of its size. With the described technique the lifetime of the multi-
dimensional “qubits” reaches tens of ms.

5. Conclusions

This chapter reviewed techniques and mechanisms related to nonlinear Faraday effect and
presented some of its most important applications. We had discussed theoretical founda-
tions of the phenomenon focusing on the relation between nonlinearity of the effect and the
light-induced atomic coherences. Much attention was drawn to the modulation techniques
(FM NMOR and AMOR) which substantially increase the range of possible applications.
After describing the most essential experimental aspects, several specific applications were
discussed: magnetometry, NMR, MRI and magnetic particle detection, as well as quantum
state engineering.
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