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Abstract We study pseudo Leja sequences attached to a compact set in the complex plane.
The requirements are weaker than those of ordinary Leja sequences, but these sequences still
provide excellent points for interpolation of analytic functions and their computation is much
easier. We also apply them to the construction of excellent sets of nodes for multivariate inter-
polation of analytic functions on product sets.
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1 Introduction

Let K be a nonempty compact subset of the complex plane, and let (an) be a sequence of
points in K . One says that (an) is a Leja sequence for K if the following extremal metric
property holds true,

|wn(an)| = max
z∈K

|wn(z)|, n ≥ 1, where (1)

wn = (· − a0) · · · (· − an−1), n ≥ 1. (2)

Thus, the (n + 1)-st term an of a Leja sequence must maximize the product of the distances
to the n previous ones. Such sequences were first considered by Albert Edrei to obtain a new
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54 L. Białas-Cież, J.-P. Calvi

way of computing the transfinite diameter of a compact set [13, pp. 78–79 and lemma 10].
The current interest in these sequences, however, originated from a later independent work
of Franciszek Leja [18] who used them to reconstruct Green functions of (the complement
in C of) regular polynomially convex compact sets. By regular compact set, we mean a non-
polar (i.e. of positive logarithmic capacity) compact set for which the Green function G K

extends to a continuous function on the whole plane. Recall that K is polynomially convex
if K = {z : |p(z)| ≤ ‖p‖K for all polynomials p}.

With the above assumptions on K , Leja sequences furnish excellent points for poly-
nomial interpolation of analytic functions. Namely, the Lagrange interpolation polynomial
L[a0, . . . , an; f ] at the n + 1 nodes a0, . . . , an , of a function f analytic in a neighborhood
of K —we write f ∈ A (K )—converges uniformly (and geometrically fast) to f on K as n
goes to ∞. A sequence of interpolation points satisfying such a property is said to be extremal
for K . Using the classical notation for divided differences, the Newton series expansion of
f ,

f =
∞∑

n=0

f [a0, . . . , an]wn, (3)

actually converges on every compact set

Kr := {G K ≤ log r}, (4)

to which f extends analytically. In particular, Newton’s basis (wn) associated with an
extremal sequence forms a topological basis of the space A (K ) endowed with its standard
topology.

Fekete points are other well-known excellent points for polynomial interpolation. They
are defined in a similar fashion. A subset of n + 1 points bn

0 , . . . , bn
n in K is said to form a

Fekete set of order n if its points maximize the product of their mutual distances on K , that
is,

|VDM(bn
0 , . . . , bn

n)| = max{|VDM(z0, . . . , zn)|, (z0, . . . , zn) ∈ K n+1}, (5)

where VDM denotes the vandermondian of the zi ’s,

VDM(z0, . . . , zn) =
∏

0≤i< j≤n

(zi − z j ). (6)

The main difference between Leja and Fekete points is that the latter form an array rather
than a sequence. When we go from n to n + 1, we get n + 2 new Fekete points whereas
we get only one new Leja point. Working with sequences rather than with arrays has two
obvious advantages. From a theoretical point of view, sequences give rise to polynomial
bases of A (K ), and from a computational point of view, we may use calculations made to
get L[a0, . . . , an; f ] in the case where we need to compute L[a0, . . . , an+k; f ]. Our main
interest in Leja sequences here came from a third, less known advantage: they enable one
to construct extremal sets of interpolation points for multivariate Lagrange interpolation on
cartesian products of planar sets. We shall explain this in details in Sect. 5.

Unfortunately, although it is readily seen that every compact set (containing at least two
points) admits infinitely many Leja sequences, it is in general impossible to compute Leja
(or Fekete) points, except for a very small value of n. Explicit expressions of the n-th element
of a Leja sequence seem to be currently available only in the case of disks, see Sect. 3.

In this paper, we study a class of sequences obtained by weakening the definition of Leja
sequences. We shall no longer look for a point an satisfying |wn(an)| = maxz∈K |wn(z)| as
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in (1) but rather

Mn |wn(an)| ≥ max
z∈K

|wn(z)|, (7)

where (Mn) is a sequence of moderate growth, and in the best case, a positive constant greater
than 1, see Definition 1. We shall see that such pseudo Leja sequences still provide extremal
sequences for polynomial interpolation, and at the same time, interesting information can be
obtained, including explicit examples, without much difficulty. In contrast with the classical
case, such sequences can be rather easily computed. Our algorithm enables one to compute
the first n points of a pseudo Leja sequence for many reasonable (finitely connected) compact
sets. We use a natural discretization process which, as far as we know, goes back to Saff and
Totik [26, Section 5.1]. The main difference here lies in our use of the notion of admissible
meshes and weakly admissible meshes recently introduced in [10]. Many of our results read-
ily extend to the weighted case as long as we work with compact sets and bounded weights.
The application to multivariate Lagrange interpolation is given in the last section. We tried
to provide there enough details to be accessible to nonspecialists in multivariate polynomial
approximation.

For results on Leja sequences and various fields of applications, we refer to [3,12,25],
and the references therein. Of particular interest is [3] where the authors constructed efficient
sequences that they called fast Leja sequences (mainly in the case of an interval) by select-
ing points over carefully chosen sets of interlacing points. It would be interesting to know
whether such fast Leja sequences are examples of our pseudo Leja sequences.

We shall assume that the reader is familiar with the basic notions of potential theory. An
excellent reference is the book of Ransford [24]. We shall mainly use three objects attached
to a compact subset K : the Green function G K that we already mentioned, the logarithmic
capacity C(K ) and the various ways of obtaining it (as the transfinite diameter, the Chebyshev
constant, or the conformal radius of K ), and the equilibrium measure μK .

Notation. D(z, r) denotes the closed disk of center z and radius r . The open disk is denoted
by Int D(z, r); C(z, r) is the circle of center z and radius r .

2 Pseudo Leja sequences

2.1 Definition

We assume that K is a polynomially convex compact subset of C. Recall that a sequence of
real numbers (Mn) is said to be of subexponential growth, if

lim
n→∞ M1/n

n = 1. (8)

Some say polynomial growth instead of subexponential growth.

Definition 1 Let (an) be a sequence of points in K and (Mn) a sequence of subexponential
growth with Mn ≥ 1, n ∈ N. We say that (an) is a pseudo Leja sequence of Edrei growth
Mn if

Mn |wn(an)| ≥ max
z∈K

|wn(z)|, wn = (· − a0) · · · (· − an−1), n ∈ N
�. (9)

No condition is set on the first point (apart from being an element of K ). Every pseudo
Leja sequence of Edrei growth Mn is also of Edrei growth M ′

n whenever Mn ≤ M ′
n .

An ordinary Leja sequence is a pseudo Leja sequence of Edrei growth 1. In view of the
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56 L. Białas-Cież, J.-P. Calvi

maximum principle, the elements of genuine Leja sequences necessarily lie on the boundary
of K . This is no longer true in the case of pseudo Leja sequences. The points need not be
on the boundary and it is even readily seen that if K is a compact set of nonempty interior
int(K ) such that K = int(K ), then we may construct pseudo Leja sequences with no point
at all on the boundary.

It is also worth noting that pseudo Leja sequences are invariant under an affine map
L : z → az + b, that is, (an) is a pseudo sequence of Edrei order Mn for K if and only if
(L(an)) is a pseudo Leja sequence of the same Edrei growth for L(K ).

2.2 Asymptotic behavior

The following theorem gives the property of pseudo Leja sequences most important to us.
The proof requires only a slight adaptation of the classical one.

Theorem 1 Let K be a nonpolar, polynomially convex, compact set in the plane. If (an)

is a pseudo Leja sequence of any Edrei growth and if μn denotes the probability measure
obtained by assigning a mass of 1/(n + 1) to every ai with 0 ≤ i ≤ n, that is,

μn = 1

n + 1

n∑

i=0

[ai ], (10)

where [ai ] denotes the Dirac measure on ai , then the sequence (μn) converges weak-� to the
equilibrium measure μK of K ,

μn
�−→ μK , n → ∞. (11)

Observe that any assumption of the regularity or of the growth of Mn (apart from Eq. 8)
is not necessary in the above theorem.

This result has two classical consequences.

1. The sequence (1/n) log |wn |, n ∈ N
� converges to G K + log C(K ) locally uniformly on

C \ K .
2. (an) is an extremal sequence for Lagrange interpolation of analytic function on K .

It is well known that the fact that Theorem 1 implies (1) is an easy consequence of Riesz’s
representation of Green functions. Details can be found e.g. in [6]. That (1) implies (2) is the
classical Kalmar-Walsh theorem (see [31,28,16]). Observe that the weak convergence of μn

to the equilibium measure is a necessary condition for (an) to be extremal only in the case
where the points are required to lie on the boundary of K . In the general case, the necessary
condition is more complicated; the balayage on ∂K of the limit of any converging subse-
quence of μn must be equal to the equilibrium measure, see [7, corollary 1]. The balayage on
∂K of a positive measure μ supported on K is the unique positive measure b(μ) supported
on ∂K such that ∫ f dμ = ∫ f db(μ) for every function f continuous on K and harmonic
on the interior of K , see [7, proposition 1].

Now, Theorem 1 is a consequence of the following proposition.

Theorem 2 Under the same assumptions as in Theorem 1, we have

lim
n→∞ |vdm(a0, . . . , an)| 2

n(n+1) = C(K ), (12)

where C(K ) stands for the logarithmic capacity of K .
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Proof To prove (12), we first observe that if (bn
0 , . . . , bn

n) is a set of Fekete points of order
n ∈ N, then |vdm(a0, . . . , an)| ≤ |vdm(bn

0 , . . . , bn
n)| and hence

lim sup
n→∞

|vdm(a0, . . . , an)| 2
n(n+1) ≤ lim

n→∞ |vdm(bn
0 , . . . , bn

n)| 2
n(n+1) = C(K ).

On the other hand, we have

|VDM(a0, . . . , an)| 2
n(n+1) =

{
n∏

k=1

k−1∏

l=0

|ak − al |
} 2

n(n+1)

=
{

n∏

k=1

|wk(ak)|
} 2

n(n+1)

.

Since, by the definition of a pseudo Leja sequence of Edrei growth Mn

|wk(ak)| ≥ (1/Mk) max
z∈K

|wk |, and max
z∈K

|wk | ≥ mk(K ),

where mk(K ) is the lower bound of maxz∈K |p| when p runs among the monic polynomial
of degree k, it follows that

|VDM(a0, . . . , an)| 2
n(n+1) ≥

(
n∏

k=1

mk(K )

Mk

) 2
n(n+1)

.

Since mn(K )1/n → C(K ) (this is the characterization of logarithmic capacity in terms of
the Chebyshev constant) and M1/n

n → 1, we have

{
mn(K )

Mn

}1/n

→ C(K ), n → ∞,

from which we readily deduce that

(
n∏

k=1

mk(K )

Mk

) 2
n(n+1)

→ C(K ), n → ∞.

Hence,

lim inf
n→∞ |VDM(a0, . . . , an)| 2

n(n+1) ≥ C(K ),

and this achieves the proof of (12).

The fact that Theorem 2 implies Theorem 1 is shown in [6, Theorem 1.5]. There is a small
inaccuracy in the proof given in this reference. Contrary to what is said there, the measure
μ̃d used in [6, 1.7, p. 447] is not, in general, a probability measure because the sets �d j are
not necessarily pairwise disjoint. The correct definition for the sequence μ̃d is the follow-
ing. Given zd j , j = 0, . . . , d as in [6, 1.7, p. 447], we choose rd < 1/

√
d small enough to

have |zd j − zdi | > rd for i �= j . We then define �d j as the disk of center zd j and radius
rd , μ̃d := 1

d+1

∑d
j=0 dm j where dm j is the Lebesgue measure on �d j normalized so that

its mass on �d j equals 1.
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58 L. Białas-Cież, J.-P. Calvi

2.3 Remarks on Theorem 1

(A) Although (all) the points of a pseudo Leja sequence may fail to lie on the boundary of
K , the number of points at a positive distance from the boundary is actually small in the
sense that if S is a compact subset in the interior of K then

1

n + 1
�(S ∩ {a0, . . . , an}) → 0, n → ∞.

(B) A pseudo Leja sequence is necessarily very chaotic. Since the support of μK is the
boundary of K , every point there must be a limit point of (an). Phung Van Manh [19]
showed us an example of pseudo Leja sequence of increasing Edrei growth for the unit
disk with a limit point at the origin. We do not know whether the same phenomenon
may occur in the case of pseudo Leja sequences of constant Edrei growth.

(C) Relation (11) is weaker than the property of being a pseudo Leja sequence. Indeed, it
is easy to find a sequence satisfying (11) without being a pseudo Leja sequence. Here
is a way of constructing such a sequence. Let (an) be an ordinary Leja sequence for
K . We inductively define a sequence (bn) as follows: b0 = a0, and for n ≥ 0, bn+1 =
an+1 if n + 1 is not a square, otherwise bn+1 is chosen close enough to bn to have
(n + 1)n+1wn+1(bn+1) < maxz∈K |wn+1(z)|. The sequence μn = 1

n+1

∑n
i=0[bi ] has

the same asymptotic behavior as μn = 1
n+1

∑n
i=0[ai ] because the [bi ]’s defer from the

[ai ] for at most
√

n values of i . But the definition of (bn) ensures that it is not a pseudo
Leja sequence.

(D) One might be surprised that the relatively weak assumption on Mn enables one to recover
the equilibrium measure. Theorem 1, however, does not give quantitative results. For
efficient practical computations, we must have good results for a relatively small n. This
cannot be achieved if the numbers Mn are very big for small n, simply because, in this
case, the conditions on the first points an are very weak. Apart from that, numerical evi-
dence suggests that slowly growing Mn provides a rapid convergence to the equilibrium
measure. We may also notice that, in Theorem 4 below, the growth of Mn has a very
limited influence on the estimate. In any case, in practice, we shall only look for pseudo
Leja sequences of constant or slowly increasing Edrei growth.

(E) The property of being an extremal sequence does not imply a good behavior of the
Lebesgue constant (see 4.2 for a Definition). Thus, there is a strong difference between
the interpolation of analytic functions and the interpolation of differentiable functions.
Taylor and Totik [29] recently showed that genuine Leja sequences of many plane com-
pact sets have a Lebesgue constant of subexponential growth, thus answering positively
a question posed many years ago in [6]. It seems that the argument given by Taylor and
Totik works as well without change in the case of our pseudo Leja sequences of constant
growth (Mn = M > 1) but we shall not discuss this question further here.

2.4 On the distribution of pseudo Leja sequences

We give two elementary estimates on the distribution of the points of a pseudo Leja sequence.
Both of them rely on the Markov inequality satisfied by the compact set, and they suggest
that the sequence (Mn) has a relatively limited influence on the distribution of the points.

We say that a (polynomially convex) compact set K is a (δ, r) compact set if the following
Markov inequality holds true

max
z∈K

|p′(z)| ≤ δ(deg p)r max
z∈K

|p(z)| (13)
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for all polynomials p. The number r is the exponent and the number δ the constant of the
Markov inequality (13). A compact set satisfying such an inequality is not polar, see [4].
A universal Markov inequality for connected compact sets is recalled in the following sub-
section 4.3. From (13), one readily deduces a bound for the other derivatives,

max
z∈K

|p( j)(z)| ≤ δ j (d(d − 1) · · · (d − j + 1))r max
z∈K

|p(z)| (14)

Theorem 3 Let K be a (δ, r)-compact subset of C and (an) a pseudo Leja sequence of Edrei
growth (Mn) for K . We have

|ad − a j | ≥ log(1 + 1/Md)/(δdr ), j = 0, . . . , d − 1. (15)

Proof Fix j ∈ {0, . . . , d − 1}. Starting from the definition of ad , we have

max
z∈K

|wd(z)| ≤ Md |wd(ad)| = Md |wd(ad) − wd(a j )| (16)

≤ Md

d∑

l=1

∣∣∣w(l)
d (a j )

∣∣∣ |ad − a j |l/ l!. (17)

Now, using Markov’s inequality (14) to estimate |w(l)
d (a j )|, we arrive at

max
z∈K

|wd(z)| ≤ Md max
z∈K

|wd(z)|
d∑

l=1

δl(d(d − 1) · · · (d − l + 1))r |ad − a j |l
l! (18)

≤ Md max
z∈K

|wd(z)| (exp(δdr |ad − a j |) − 1). (19)

It follows that Md(exp(δdr |ad − a j |) − 1) ≥ 1 which is the required estimate.

When K is a (δ, r) convex set, using the mean value theorem instead of a Taylor expansion,
we obtain a slightly more precise inequality. Namely,

|ad − a j | ≥ 1/(δMd dr ), j = 0, . . . , d − 1. (20)

Clearly, having constructed the first d points of a pseudo Leja sequence of Edrei growth
(Mn), there are many candidates for ad . The following observation gives a measure of the
set of all possible ad . It would also provide another way to arrive at one of the algorithms
given later.

Theorem 4 Under the assumptions of Theorem 3 , there exists a closed disk D of radius
log(2 − 1/Md)/(δdr ) such that D ∩ K �= ∅ and every element a of D satisfies Md |wd(a)| ≥
maxz∈K |wd(z)|.

Proof Let z0 ∈ ∂K such that

|wd(z0)| = max
z∈K

|wd(z)|,

and let

z ∈ D(z0, μ/(δdr )) with μ = log(2 − 1/Md)
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60 L. Białas-Cież, J.-P. Calvi

We want to prove that |wd(z0)| ≤ Md |wd(z)|. Using again the iterated Markov inequality
(14) and the Taylor expansion of wd at z0, we obtain

||wd(z)| − |wd(z0)|| ≤ |wd(z) − wd(z0)| ≤
d∑

k=1

|w(k)
d (z0)| |z − z0|k

k! (21)

≤ max
z∈K

|wd(z)| ·
d∑

k=1

μk

k! ≤ (eμ − 1) max
z∈K

|wd(z)|. (22)

Since |wd(z0)| = maxz∈K |wd(z)|, it follows that

max
z∈K

|wd(z)|(2 − eμ) ≤ |wd(z)|.
Since (2 − eμ) = 1/Md , the estimate is established.

3 Explicit pseudo Leja sequences

3.1 Leja sequences on disks

In [3], the authors mention without proof that if K = D(0, 1) then a Leja sequence for which
e0 = 1 is given by

en = exp

(
iπ

s∑

k=0

jk2−k

)
for n =

s∑

k=0

jk2k, jk ∈ {0, 1}. (23)

In particular, the 2s first points form a complete set of roots of unity of degree 2s . There are
probably few, if any, other classes of compact sets for which explicit computable expressions
can be expected. For the convenience of the reader, we give a proof of this result. We actually
give a description of all the Leja sequences of the disk. In view of the invariance under affine
maps recalled in Sect. 2.1, we may limit ourselves to the sequences of the unit disk satisfying
a0 = 1.

The k-th section of (an) is the finite sequence ak := (a0, . . . , ak−1). Given (an) and (bn)

we denote by (as, bq) the finite sequence (a0, . . . , as−1, b0, . . . , bq−1).

Theorem 5 The structure of a Leja sequence (an) of the unit disk with a0 = 1 is given by
the following rule. The underlying set of the 2n-th section consists of the 2n-th roots of the
unity, and if the 2n-th section is known, then the 2n+1 section is

(a2n
, ρb2n

), (24)

where ρ is any solution of z2n = −1 and b2n
is the section of a Leja sequence for the unit

disk with b0 = 1.

Proof The proof is by double induction. The result is obviously true when n = 0 for the
2-nd section of a Leja sequence with a0 = 1 is (1,−1). We assume that {ak : k < 2n} is the
set of the 2n-th roots of unity, and we prove that a2n+1

is as claimed in (24) which, in turn,
readily implies that the underlying set of the 2n+1-st section consists of the 2n+1-st roots of
unity. This is the induction step on n. Thus, setting m = 2n , we must show that

am+k = ρbk, k = 0, . . . , 2n − 1. (25)

The proof of this claim is by induction on k.
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Pseudo Leja sequences 61

A) The case k = 0. We look for a point am on the unit disk that maximizes

|wm(z)| =
∏

a∈a2n

|z − a| =
∣∣∣z2n − 1

∣∣∣, |z| = 1,

where the second equality comes from the induction hypothesis on n. Thus, any of the
2n roots of the equation z2n = −1 can be chosen as am . Let us call ρ the particular root
we choose so that am = ρ = ρb0 with b0 = 1. This proves (25) in the case k = 0.

B) Let now 0 ≤ k < 2n − 1. We assume that am+ j = ρb j for j = 0, . . . , k where the
(k + 1)-tuple (b0, b1, . . . , bk) is the (k + 1)-st section of a Leja sequence for the unit
disk with b0 = 1 and prove that if bk+1 is defined by am+k+1 = ρbk+1, then

k∏

j=0

|bk+1 − b j | = max|z|=1

k∏

j=0

|z − b j |.

Let us write

Wk(z) = (z − b0) · · · (z − bk). (26)

To prove our claim, we just need to check that the complex number bk+1 defined above
does satisfy

|Wk(bb+1)| = max|z|=1
|Wk(z)|. (27)

By definition, am+k+1 must be chosen in order to maximize the following quantity on
the unit circle,

|wm+k(z)| = |z − a0| · · · |z − a2n−1||z − am ||z − am+1| · · · |z − am+k |. (28)

However, by the induction hypothesis on n, the numbers a0, . . . , am form a complete set
of 2n-th roots of unity. Thus,

(z − a0) · · · (z − a2n−1) = z2n − 1.

On the other hand, by the assumption hypothesis on k, we have am+ j = ρb j , 0 ≤ j ≤ k.
Thus, Eq. (28) reduces to

|wm+k(z)| =
∣∣∣z2n − 1

∣∣∣ |z − ρb0||z − ρb1| · · · |z − ρbk |. (29)

Now, observe that the rotation z → ρz leaves the unit disk invariant. This yields

max|z|=1
|wm+k(z)| = max|z|=1

|wm+k(ρz)| (30)

= max|z|=1

∣∣∣(ρz)2n − 1
∣∣∣ |ρz − ρb0||ρz − ρb1| · · · |ρz − ρbk | (31)

= max|z|=1

{
|Wk(z)| ·

∣∣∣z2n + 1
∣∣∣
}
, (32)

where we used the fact that ρ2n = −1 and the definition of Wk given in (27). Here, both
factors on the right-hand side attain their maximum on the subset {z2n = 1}, and on this
subset, the second factor is constant. Hence,

max|z|=1
|wm+k(z)| = 2 max|z|=1

|Wk(z)|. (33)
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62 L. Białas-Cież, J.-P. Calvi

To say that |Wk | attains its maximum on {z2n = 1}, we needed the fact that, by induc-
tion hypothesis, the bi ’s are Leja points of rank not greater than 2n − 1. The com-
putation described previously shows that if am+k+1 maximizes max |wm+k(z)|, then
bk+1 = am+k+1/ρ maximizes max|z|=1 |Wk(z)| as was to be proved.

Corollary 1 Let Nn denote the number of 2n-th sections of Leja sequences for the unit disk
satisfying a0 = 1. We have

(log Nn)1/n → 2, n → ∞. (34)

Proof Let Ln := log Nn . We deduce from (24) that N1 = 1 and Nn+1 = 2n N 2
n , hence L1 = 0

and Ln+1 = 2Ln + n log 2, n ≥ 1. This relation implies that if f (z) = ∑∞
n=1 Lnzn−1, then

f (z) = 2z f (z)+z log 2/(1−z)2. The smallest singularity of f is 1/2, and the result follows.

A more precise analysis would give an asymptotic formula for Nn . Here, we shall only
observe that the number obtained is quite big and it would be interesting to study whether
some Leja sequences have computational advantages over others.

Corollary 2 A particular Leja sequence is given by a0 = 1, a1 = −1, and

a2n+1 =
(

a2n
, e

iπ
2n a2n

)
, n ≥ 1. (35)

This Leja sequence is the sequence (en) defined in (23).

Proof We sketch a proof of the second part. We show that if m = 2n + t with t ∈ {1, . . . ,

2n − 1}, then em = eiπ/2n
et . Let t = ∑n−1

k=0 jk2k , then

exp(iπ/2n)et = exp(iπ/2n) exp

(
iπ

n−1∑

k=0

jk2−k

)
= exp

(
iπ

n−1∑

k=0

jk2−k + 2−n

)
= em .

Corollary 3 Let K be a nonpolar polynomially convex compact subset of the plane. Let φ

be the conformal mapping of the exterior of the unit disk to the exterior of K . If φ extends
to a homeomorphism from the unit {|z| = 1} onto the boundary of K then, for every Leja
sequence (an) of the unit disk, φ(an) is an extremal sequence for K .

Proof This is because, under the assumption on K , the equilibrium measure μK is given by
φ ∗ dθ , that is,

∫
f dμK = 1

2π

2π∫

0

f (φ(eiθ ))dθ.

Since, μn = 1
n+1

∑n
i=0[ai ] �→ dθ , we have φ ∗ μn = 1

n+1

∑n
i=0[φ(ai )] �→ φ ∗ dθ which

implies that (φ(an)) is extremal. There is a short approximation theoretic argument that
shows the relation μK = φ ∗ dθ . It is well known, see e.g. [16], that under the assumption
on K , the Lagrange interpolation polynomials of any analytic function on a neighborhood
of K at the Fejer points

φ (exp (2i jπ/(d + 1))) , j = 0, . . . , d, d ∈ N,

converge to f uniformly on K . Since the points are located on the boundary of K , this implies
that

νd = 1

d + 1

d∑

i=0

[
φ (exp(2i jπ/(d + 1)))

] �−→ μK .
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Since, νd = φ ∗ τd where

τd = 1

d + 1

d∑

i=0

[exp(2i jπ/(d + 1))] �−→ dθ,

the claim follows.

A similar argument shows that if K and K ′ are two nonpolar polynomially convex compact
subsets of the plane and if

1. (an) is a pseudo Leja sequence on K and
2. φ is the conformal mapping of the exterior of K to the exterior of K ′ extends to a

homeomorphism from ∂K onto ∂K ′

then φ(an) is an extremal sequence for K ′.
This construction provides many explicit examples of extremal sequences. However, since,

as shown in 2.3 (C), an extremal sequence is not necessarily a pseudo Leja sequence, the
question remains to find explicit pseudo Leja sequences. The next result provides such a
result with a stronger assumption on K . We actually show that the image of a Leja sequence
for the unit disk under some conformal mappings is a pseudo Leja sequence. Our result
relies heavily on some classical works of Alper. The sequence (φ(en)) where (en) is the
Leja sequence defined in (23) and φ is a conformal mapping was first studied and applied to
the resolution of complex linear systems by iterative methods by Fischer and Reichel ([15],
[14]). Let us finally mention that if the boundary of K is sufficiently regular, Fejer points
that we mentioned above are known to be close, in a certain sense, to Fekete points for K ,
see [21] and [22]. Finally, we mention that the Lebesgue constant of Leja sequences for the
disk and of their images by conformal mappings are studied in [11].

3.2 Pseudo Leja sequences on some Jordan curves

Let  be a smooth Jordan curve. We denote by θ(s) the angle between the tangent at (s)
and the positive real axis where s is the arc length parameter, thus θ(s) = arg(′(s)). One
says that  is Alper-smooth if the modulus of continuity ω of θ satisfies

h∫

0

ω(x)

x
| log x |dx < ∞. (36)

This notion was introduced in [1] and further used in [2] which we use later, see also [17].
Twice continuously differentiable Jordan curves are Alper-smooth. Indeed, in that case, the
function θ(s) is continuously differentiable so that ω(x) = O(x) and the condition is satis-
fied.

Lemma 1 If r0, . . . , rn−1 is a complete set of n-th roots of unity and h is a continuous
function of total variation V < ∞ on the unit circle, then

∣∣∣∣∣∣
1

2π

2π∫

0

h(eit )dt − 1

n

n−1∑

j=0

h(r j )

∣∣∣∣∣∣
≤ V

n
. (37)

Proof Here, the order of the points does not matter and we may freely assume that r j =:
exp(2i jπ/n). Since, moreover, the total variation V is the sum of the variation Vj on the inter-
vals [2 jπ/n, 2( j +1)π/n], j = 0, . . . , n −1, the rough estimate Vj ≥ |h(eit )−h(e2i jπ/n)|
yields the classical estimate of the lemma.
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64 L. Białas-Cież, J.-P. Calvi

Lemma 2 Let (an) be a Leja sequence for the unit disk with a0 = 1, and let h be a continuous
function of total variation V < ∞ on the unit circle. If n = ∑k

j=0 ε j 2 j with ε j ∈ {0, 1} for
j = 0, . . . , k − 1 and εk = 1, then we have

∣∣∣∣∣∣

∫
hdμn−1 − 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣
≤ V

n

k∑

j=0

ε j , (38)

where μn−1 = 1
n

∑n−1
l=0 [al ].

Proof The result is true for n = 1 as follows from the previous lemma. We assume that the
result is true for every n ≤ 2k and prove it for every m between 2k +1 and 2k+1. If m = 2k+1,
then, in view of Theorem 5, {a0, . . . , am−1} forms a complete set of 2k+1-th roots of unity
and lemma 1 gives the result. Now, if 2k + 1 ≤ m ≤ 2k+1 − 1, then

m =
k−1∑

j=0

ε j 2
j + 2k, ε j ∈ {0, 1}.

Now,
∣∣∣∣∣∣

1

m

m−1∑

l=0

h(al) − 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣

≤ 2k

m

∣∣∣∣∣∣
1

2k

2k−1∑

l=0

h(al) − 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣
+

∣∣∣∣∣∣
1

m

m−1∑

l=2k

h(al) − m − 2k

m

1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣

≤ V

m
+ m − 2k

m

∣∣∣∣∣∣
1

m − 2k

m−1∑

l=2k

h(al) − 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣
, (39)

where the last inequality is again a consequence of lemma 1. We now concentrate on the
right-hand term. In view of Theorem 5, we have

(a2k , . . . , am, . . . , a2k+1−1) = ρ(b0, . . . , bm−2k , . . . , b2k−1),

where the bi ’s are the 2k first terms of a Leja sequence starting from 1 and ρ = a2k satisfies

ρ2k = −1. The function hρ : z → h(ρz) has same integral and same total variation as h on
the unit disk. Moreover, we have m−2k ≤ 2k . Hence, we may apply the induction hypothesis
with hρ and the Leja sequence (bn) to get
∣∣∣∣∣∣

1

m−2k

m−1∑

l=2k

h(al )− 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣
=

∣∣∣∣∣∣
1

m−2k

m−1−2k∑

l=0

hρ(bl )− 1

2π

2π∫

0

hρ(eit )dt

∣∣∣∣∣∣
≤ V

m−2k

k−1∑

j=0

ε j .

(40)

The relations (39) and (40) now imply
∣∣∣∣∣∣

∫
hdμm−1 − 1

2π

2π∫

0

h(eit )dt

∣∣∣∣∣∣
≤ V

m

⎛

⎝1 +
k−1∑

j=0

ε j

⎞

⎠,

which is the claimed relation for m and this finishes the proof of the lemma.
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Theorem 6 Let K be a compact set whose boundary is an Alper-smooth Jordan curve. Let
φ be the conformal mapping of the exterior of the unit disk on the exterior of K . If (an) is
a Leja sequence for the unit disk, then (φ(an)) is a pseudo Leja sequence for K of Edrei
growth c2

n where

cn = exp

⎛

⎝A
k∑

j=0

ε j

⎞

⎠, n =
k∑

j=0

ε j 2 j , ε j ∈ {0, 1},

and A is a positive constant depending only on K .

Observe that since
∑k

j=0 ε j ≤ log2(n + 1), we have cn ≤ (n + 1)A/ log 2.

Lemma 3 Under the assumptions of Theorem 6, for any w on the unit circle and n ∈ N
∗,

we have

C(K )n 1

cn
≤

n−1∏

l=0

|φ(w) − φ(al)|
|w − al | ≤ C(K )n cn . (41)

Proof The proof is an adaptation of the reasoning used on pp. 48–49 of [2]. Fix w with
|w| = 1. Put

f (z) := log

∣∣∣∣
φ(w) − φ(z)

w − z

∣∣∣∣ , |z| ≥ 1.

We first examine
∫ 2π

0 f (eit ) dt . Observe that f is harmonic in C \ D(0, 1) and continuous
in C \ Int D(0, 1), because φ′ is continuous and does not vanish on C \ Int D(0, 1), see [1].
By the mean value theorem for harmonic functions,

1

2π

2π∫

0

f (eit ) dt = lim
z→∞ f (z). (42)

Since φ(z) = cz + c0 + c1z−1 + c2z−2 + · · · with |c| = C(K ) (see e.g. [23, Th.9.9]), we
have limz→∞ f (z) log C(K ) and thus

1

2π

2π∫

0

f (eit )dt = log C(K ). (43)

Our next claim is that t �→ f (eit ) is a function of bounded variation. It is proved in [1]
that if the boundary of K is an Alper-smooth Jordan curve, then there exists a constant A
independent of w such that

2π∫

0

∣∣∣∣
φ′(eiθ )

φ(eiθ ) − φ(w)
− 1

eiθ − w

∣∣∣∣ dθ < A. (44)

On the other hand, we have

d

dt
log

φ(w) − φ(eit )

w − eit
= i eit

[
φ′(eit )

φ(eit ) − φ(w)
− 1

eit − w

]
. (45)
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66 L. Białas-Cież, J.-P. Calvi

Consequently, log φ(w)−φ(eit )

w−eit is a function of total variation bounded by A (as a function of

t ∈ [0, 2π)). Therefore, so is its real part f (eit ). Lemma 2 and (43) now give
∣∣∣∣∣

1

n

n−1∑

l=0

f (al) − log C(K )

∣∣∣∣∣ ≤ log cn

n
. (46)

Hence,

c−1/n
n ≤ 1

C(K )

n−1∏

l=0

∣∣∣∣
φ(w) − φ(al)

w − al

∣∣∣∣
1/n

≤ c1/n
n , (47)

which implies inequality (41).

Proof (Proof of Theorem 6) Using first the upper bound, then the lower bound given by
lemma 3, we obtain for n ≥ 0,

n∏

j=0

|φ(an+1) − φ(a j )| ≥ c−1
n Cn(K )

n∏

j=0

|an+1 − a j | (48)

= c−1
n Cn(K ) max|z|=1

n∏

j=0

|z − a j | (49)

≥ c−1
n Cn(K )

cnCn(K )
max|z|=1

n∏

j=0

|φ(z) − φ(a j )| (50)

≥ c−2
n max

w∈

n∏

j=0

|w − φ(a j )|. (51)

We used the fact that (an) is a Leja sequence for the unit disk at the second line.

4 Computing pseudo Leja sequences

4.1 Weakly admissible meshes

We say that a sequence of sets An, n ∈ N,is a weakly admissible mesh for K if the following
two conditions are satisfied.

1. An is a finite subset of K .
2. There exists a sequence (Mn) of subexponential growth (as n → ∞) such that, for every

polynomial p of degree at most n,

max
z∈K

|p(z)| ≤ Mn max
z∈An

|p(z)|, (52)

The sequence (Mn) is referred to as the growth of the mesh (An). Such meshes were recently
introduced in [10] (with the supplementary requirement that the cardinality of An is also of
subexponential growth as n → ∞). In the case where the sequence Mn is bounded by M ,
we say that (An) is an admissible mesh of parameter M . For another recent use of weakly
admissible meshes in multivariate polynomial approximation, we refer to [8].
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Pseudo Leja sequences 67

Proposition 1 Let (An) be a weakly admissible mesh of growth (Mn). We define inductively
a sequence (an) as follows. We take a0 ∈ K , and for d ≥ 1, we select ad ∈ Ad such that

|wd(ad)| = max
z∈Ad

|wd(z)| (53)

where, as usual, wd(z) = (z − a0) · · · (z − ad−1). Then, the sequence (an) is a pseudo Leja
sequence of Edrei growth (Mn) for K .

Proof It suffices to observe that since deg wd = d , in view of (52), we have

max
z∈K

|wd(z)| ≤ Md max
z∈Ad

|wd(z)| = Md |wd(ad)|. (54)

This proposition reduces the problem of computing a pseudo Leja sequence for K to
that of constructing a weakly admissible mesh. The algorithm consists merely in computing
wd(Ad) and selecting an element of Ad for which the maximum is attained. To avoid an
excessive computational cost, it is clearly desirable to keep the cardinality of An as small as
possible. In the following paragraph, we show how to construct weakly admissible meshes
with few elements for a restricted but important class of compact sets including all polygons.
In the next one, we show how to construct admissible meshes for a very general class of
compact sets. The cost is much more expensive but still acceptable, at least if we require a
reasonable number of points. Let us observe that in practice, it rapidly becomes impossible
to compare the values in |wd |(Ad), simply because the values of the factors are too close to
0. An easy way out is to compute log |wd |(Ad) rather than |wd |(Ad).

4.2 Constructing weakly admissible meshes

First, recall that the Lebesgue constant �d of a set of d + 1 distinct interpolation points
Ad = {z0, . . . , zd} in a compact subset K is given by

�d = max
z∈K

d∑

j=0

d∏

l �= j

∣∣∣∣
z − zl

z j − zl

∣∣∣∣.

From the Lagrange interpolation formula, we have, for every polynomial p of degree d ,

max
z∈K

|p(z)| ≤ �d max
z∈Ad

|p(z)|.

Thus, if, for every d ≥ 0, we know a set of interpolation points Ad with small Lebesgue
constant, then (Ad) will provide a weakly admissible mesh for K .

Here is a list of compact sets for which we know a set of interpolation points Ad whose
Lebesgue constant grows minimally, that is, like log d .

1. A segment [a, b] where a and b are two distinct complex numbers. Take Ad = φ(T −1
d (0))

where T −1
d (0) denotes the roots of the d-th Chebyshev polynomial and φ is the affine

map that sends [−1, 1] onto [a, b].
2. A circle C(a, r) (or a closed disk D(a, r)). Take Ad = {exp(2ikπ/(d +1)) : 0≤k ≤d}.
3. More generally, a compact set bounded by an Alper-smooth Jordan curve,

Ad = {φ(exp(2ikπ/(d + 1))) : 0 ≤ k ≤ d},
see [2], where φ is as in theorem 6.

123



68 L. Białas-Cież, J.-P. Calvi

Actually, weakly admissible meshes can be readily constructed for any compact which is a
(not necessarily disjoint) union of compact sets of the above types. Indeed, this follows from
the fact that if (Ad, j ) is a weakly admissible mesh for K j , j = 1, . . . , s, then (∪s

j=1 Ad, j )

is a weakly admissible mesh for K = ∪s
i=1 K j . Thus, for instance, if K is a polygon with

s edges, we may construct an admissible mesh (Ad) on K with Md = O(log d), and Ad

contains s(d + 1) points. This idea is illustrated in the examples given in 4.4 (A) below.

4.3 Constructing admissible meshes on a general compact set

We now explain how to construct an admissible mesh for a very general compact set K . We
follow the construction given in [10] paying more attention to the parameters of the mesh.
We need to use a precise Markov inequality. We refer to Sect. 2.4 for the notation.

Theorem 7 (Pommerenke [20]) Every compact connected subset K in the complex plane
is a (e/(2C(K )), 2) compact set.

Many important compact sets do have a Markov inequality of exponent smaller than 2.
However, as far as we know, most authors concentrate on the exponent and a corresponding
constant δ in general is difficult to estimate. In fact, Pommerenke’s result is particularly
useful for it requires very little information about E . Since, for a connected compact set,
c(E) ≥ diam(E)/4 ([30, corollary 5, p. 85]), it suffices to know a lower bound on the diam-
eter of E . Thus, in practice, the parameters (δ, r) of the following lemma will be often taken
as (e/(2D(E)), 2) where D(E) is a (lower) estimate of the diameter of E .

Proposition 2 Let M > 1 and let K be a (δ, r) polynomially compact set whose boundary
is given by a C1-curve γ : [a, b] → ∂K with

max
t∈[a,b] |γ

′(t)| ≤ D. (55)

Then, the sets

An = {γ (a + k(b − a)/N ) : k = 0, . . . N , N = �1/ fn�}, n ∈ N
�, (56)

where

fn = 2(M − 1)

(b − a) M D δ nr
, (57)

form an admissible mesh of parameter M for K . Here, �1/ fn� denotes the smallest integer
greater than 1/ fn.

As described earlier, since the union of admissible meshes A j
n of parameter M for com-

pacts K j , j = 1, . . . , s, is itself an admissible mesh of parameter M for ∪r
j=1 K j , we may

construct admissible meshes for any compact sets which is a finite union of compacts sets
satisfying the conditions of Proposition 2.

Proof We must prove that if p is a polynomial of degree ≤ n, then

max
z∈K

|p(z)| ≤ M max
z∈An

|p(z)|.

Let z ∈ ∂K and t ∈ [a, b] with z = γ (t). By definition of fn , there exists k ∈ {0, . . . , N }
such that |t − tk | ≤ (b − a)/2N with tk = a + k(b − a)/N . Using the mean value theorem
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together with Markov’s inequality, we obtain

|p(γ (t)) − p(γ (tk))| ≤ |t − tk | max
u∈[a,b] |(p ◦ γ )′(u)| (58)

≤ |t − tk | D max
z∈K

|p′(z)| (59)

≤ b − a

2N
D δnr max

z∈K
|p(z)|. (60)

By definition of N , we have N = �1/ fn� hence 1/N ≤ fn . Now, in view of (57), Eq. (60)
yields

|p(γ (t)) − p(γ (tk))| ≤ M − 1

M
max
z∈K

|p(z)|. (61)

It follows that

|p(z)| ≤ |p(γ (tk))| + (M − 1)/M max
z∈K

|p(z)| ≤ max
z∈An

|p(z)| + (M − 1)/M max
z∈K

|p(z)|.

Hence,

max
z∈∂K

|p(z)| ≤ max
z∈An

|p(z)| + (M − 1)/M max
z∈K

|p(z)| �⇒ max
z∈K

|p(z)| ≤ M max
z∈An

|p(z)|.

There would be other definitions of An based on the same idea. For example, we could take

An = {γ (a + k fn(b − a)) : k = 0, . . . , �1/ fn�} ∪ {γ (b)}.
Also, of course, different parametrizations of the boundary of K would provide other admis-
sible meshes.

Observe finally that in the case where K is an interval [a, b] (γ : t ∈ [a, b] → t), then
(δ, r) = (2/(b − a), 2), D = 1 and the set An is formed of equidistantly distributed points,
namely

An = {a + k(b − a)/N : k = 0, . . . N , N = �(M − 1)n2�}.
These meshes are used in 4.4 (D) below.

4.4 Examples

(A) In fig. 1 (I), we show the first points of a pseudo Leja sequence on the union K1 of the
two intervals of different lengths [−10,−6] and [5, 8]. We actually show a j + i j/10
so that the y-coordinate gives the position of the point within the sequence whereas the
x-coordinate is the actual value of the point.
The computation is based on proposition 1. We used the weakly admissible mesh of
Chebyshev type formed by

An(K1) =
⋃

i=1,2

{
li − ri

2
cos

(
2 j + 1

n + 1

π

2

)
+ (li + ri )/2 : j = 0, . . . , n

}
,

where [l1, r1] = [−10,−6] and [l2, r2] = [5, 8]. The interval of greater length must
contain more points. This is illustrated by the fact that on rare occasions (here twice),
two successive points of our pseudo Leja sequence are selected within the same interval.
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Fig. 1 Examples of Pseudo Leja points for a union of intervals of different lengths and for a regular curve
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Fig. 2 First points of a pseudo Leja sequence for two overlapping disks

(B) The points on the cardioid in Fig. 1 (II) are computed with the help of proposition 2.
The cardioid is parametrized by

γ : t ∈ [0, 2π ] → 1

2
(1 + 2 exp(i t) + exp(2i t)).

Here, the parameters needed to use proposition 2 are D = 2 and

(δ, r) = (e/(2C), 2), C = 1 ≤ C(κ),

the later inequality coming from the fact that the disk of center a = 1 and radius ρ = 1
lies within κ . Numerical experiments show that points are denser on the opposite side
of the cusp and near, but away, on both sides of the cups.

(C) In Fig. 2, we show pseudo Leja points on the union K2 of the two overlapping disks
D(0, 3/2) and D(1 + i, 1) using again proposition 1 with

An(K2) =
⋃

i=1,2

{ci + ρi exp(2ikπ/(n + 1)) : k = 0, . . . , n},

where D(c1, ρ1) = D(0, 3/2) and D(c2, ρ2) = D(1 + i, 1). The weakly admissible
mesh An(K2) contains many points in the interior of K2. The theory tells us that a pseudo
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Table 1 Error in the approximation of a Runge-type function by interpolation at various pseudo Leja points

Edrei growth Number of interpolation points

M or Mn N = 10 N = 50 N = 100 N = 150 N = 200 N = 250

M = 1.05 0.51 2.2 × 10−2 2.38 × 10−4 4.3 × 10−6 1.05 × 10−8 7.28 × 10−11

M = 1.5 0.51 2.8 × 10−2 2.12 × 10−4 5 × 10−7 1.4 × 10−8 9 × 10−11

Mn = O(log n) 0.67 1.8 × 10−2 1.6 × 10−4 1.3 × 10−6 1.21 × 10−8 1.06 × 10−10

Leja sequence can only have a small number of points in the interior of the compact set
but the algorithm actually selected no such point.

(D) Table 1 shows the error between the Runge-type function f defined on [−1, 1] by
f (t) = (1+100 t2)−1 and its interpolation polynomials L[a0, . . . , aN−1; f ] computed
at various kinds of pseudo Leja points for the interval K = [−1, 1]. The singular-
ities of f, z = ±i/10, are very close to [−1, 1], and this implies a relatively slow
convergence of the best approximation polynomials. Actually, since the singularities
lie on the ellipse K R = {(R/2) exp(iθ) + (R−1/2) exp(−iθ) : θ ∈ [0, 2π]}, see
(4), with R = (

√
101 + 1)/10 ≈ 1.105, the Bernstein–Walsh theorem [31, §4.7]

says that the uniform distance between f and the space of polynomials of degree
at most n decreases approximately like (1/R)n . We estimated the uniform norm
maxt∈[−1,1] | f (t) − L[a0, . . . , aN−1; f ](t)| by computing the error on a large discrete
subset of [−1, 1] (104 equispaced points). The results suggest that the value of the Edrei
coefficient (growth) plays a limited role even in the distribution of the first points. This
is in accordance with the estimates given in subsection 2.4. In the particular case of
the function f above, the best Edrei growth provides a better approximation only for
a very small number of interpolation points. On the other hand, the choices M = 1.01
and M = 1.5 induce a much higher computational cost. Observe that, as expected (see
Theorem 1 and its second consequence), in every case, we obtain a nearly optimal pre-
cision, that is, close to (1/R)(n−1) where n is the number of points (for instance, for
n = 250, (1/R)(n−1) ≈ 1.6 10−11).

5 Multivariate Lagrange interpolation

Let

Ai = {ai j , 0 ≤ j ≤ d} ⊂ C, i = 1, . . . , N ,

where the d + 1 points ai j are pairwise distinct. We define a subset A of C
N depending on

(A1, . . . , An) by setting

A = {aα := (a1,α1 , a2,α2 , . . . , aN ,αN ), |α| ≤ d}, (62)

where |α| = α1 + · · · + αN denotes the length of the multi-index α = (α1, . . . , αN ).
It is not difficult to see that A contains

(N+d
d

)
points which is the dimension of the space

of polynomials of degree at most d on C
N . A classical result of Biermann established in

1903 [5] asserts that A is unisolvent for Lagrange interpolation of degree d . This means that,
given any function f defined on A, there exists one and only one polynomial p of degree at
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most d in N complex variables such that p = f on A. This polynomial p is the multivar-
iate Lagrange interpolation polynomial of f at the points of A. We denote it by L[A; f ].
We write

A = A1 � A2 � · · · � AN ,

and call A the Biermann product of A1, . . . , AN . References on Biermann products can be
found in [9] where a generalization is studied.

The main application of our pseudo Leja sequences stems from the following theorem
which shows that they enable one to construct extremal sets for multivariate Lagrange inter-
polation of analytic functions. The use of Corollary 3 or Theorem 6 actually provides explicit
theoretical examples while the method given in Sect. 4 gives a way of computing such points
in rather general cases, see the examples below. The classical case of Leja sequences was first
established by Siciak [27]. The proof extends to the case of our pseudo Leja sequences. We
shall sketch it for the convenience of the reader and to emphasize the importance of working
here with sequences rather than with arrays.

Theorem 8 Let Ki be a regular polynomially convex compact set in the complex plane,
i = 1, . . . , N, and ai = (ai,n) a pseudo Leja sequence for Ki or, more generally a sequence
for which

1

d + 1

d∑

j=0

[ai, j ] �→ μKi d → ∞.

We define

Ad = {aα = (a1,α1 , . . . , aN ,αN ) : |α| ≤ d}.
For every function f analytic on a neighborhood of

K = K1 × K2 × · · · × KN ⊂ C
N ,

we have

lim
d→∞ L[Ad ; f ] = f, uniformly on K .

The speed of convergence is actually geometric and maximal, that is, asymptotically equal
to the speed provided by polynomials of best uniform approximation,

lim sup
d→∞

{
max
z∈K

∣∣∣ f (z) − L[Ad ; f ](z)
∣∣∣
}1/d

= lim sup
d→∞

{
min

deg p=d
max
z∈K

| f (z) − p(z)|
}1/d

< 1.

(63)

This follows from a careful look at the proof below or from a general result on approximation
by polynomial projectors, see [7, Theorem 7].

5.1 Proof of theorem 8

For sake of notational simplicity, we prove the result in the bivariate case only. Let d ≥ 0
and let us write

wα(z1, z2) = w1,α1(z1) · w2,α2(z2), α = (α1, α2),
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where as usual

wiαi = (z − ai,0) · · · (z − ai,αi −1), i = 1, 2.

Since the polynomials wα, |α| ≤ d , form a basis of the space of polynomials of degree at
most d , there exist coefficients Dα( f ) such that

L[Ad ; f ](z1, z2) =
∑

|α|≤d

Dα( f )wα(z1, z2). (64)

A priori, the Dα’s depend on Ad and hence on d . However, since A is constructed with
sequences rather than with arrays, we have Ad1 ⊂ Ad2 whenever d1 ≤ d2 and the coeffi-
cients Dα (and the polynomials wα) actually do not depend on d . This is the fundamental
point. We state it carefully in the next lemma.

Lemma 4 If |α| ≤ min{d1, d2}, then the coefficient Dα corresponding to L[Ad1; f ] is equal
to that corresponding to L[Ad2 ; f ]. Thus, we may speak of the series

∞∑

|α|=0

Dα( f )wα, (65)

and the convergence of the sequence of polynomials L[Ad ; f ] is equivalent to the conver-
gence of (65).

To establish the convergence of this series, we need an integral formula for the coeffi-
cients Dα( f ), and to obtain this formula, we first establish an expression for the interpolating
polynomial of a product function.

Lemma 5 If f (z1, z2) = f1(z1) f2(z2), then

L[Ad ; f ] =
∑

|α|≤d

f1[a10, . . . , a1α1 ]wα1(z1) ḟ2[a20, . . . , a2α2 ]wα2(z2). (66)

Proof Let us call the polynomial on the right-hand side, p. Since p is a polynomial of degree
≤ d , to prove L[Ad ; f ] = p, it suffices to check that p = f on A. This follows from the
fact that

p(z1, z2) = L[a10, . . . , a1d ]( f1)(z1) · L[a20, . . . , a2d ]( f2)(z2) on A.

To see this, we just check that
∑

|α|>d

f1[a10, . . . , a1α1 ]wα1(z1) · f2[a20, . . . , a2α2 ]wα2(z2) = 0 on A, (67)

and this is because when α1 + α2 > d and i + j ≤ d then α1 > i or α2 > j so that, for
every α, at least one of the two factors in each term of the sum (67) vanishes at (a1i , a2 j ).
For a more detailed treatment (in a general case), the reader may consult [9].

Now that (66) is established, comparison with (64) yields

Dα( f1 f2) = f1[a10, . . . , a1,α1 ] · f2[a20, . . . , a2,α2 ]. (68)

Now, applying the lemma to the Cauchy kernel and using a classical result on divided
differences, we obtain

Dα

(
1

v − ·1
1

w − ·2
)

= 1

(v − a1,0) · · · (v − a1,i )
· 1

(w − a2,0) · · · (w − a2, j )
. (69)
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The continuity of Dα as a function of f and the bivariate Cauchy formula on the K1r × K2r ,

f (z1, z2) = 1

(2iπ)2

∫

∂K1r

∫

∂K2r

f (v,w)dvdw

(v − z1)(w − z2)

where z1 (resp. z2) lies in the interior K1r (resp.K2r ), give

Dα( f ) = 1

(2iπ)2

∫

∂K1r

∫

∂K2r

Dα

(
f (v,w)

(v − ·1)(w − ·2)
)

dvdw (70)

= 1

(2iπ)2

∫

∂K1r

∫

∂K2r

f (v,w)dvdw

(v − a1,0) · · · (v − a1,α1)(w − a2,0) · · · (w − a2,α2)
(71)

Here, we chose r > 1 small enough to have f analytic on a neighborhood of K1r × K2r
where Ki r denotes the level set of the Green function of Ki as defined in (4). We denoted by
∂Kir the finite number of disjoints Jordan curves that form the boundary of Kir .

Now, we take (z1, z2) on ∂K1r ′ × ∂K2r ′ where r ′ < r will be fixed later and ε such that
r ′+ε < r −ε. Since |wid(zi )|1/d converges to Gki locally uniformly on C\Ki (see the conse-
quence (1) of Theorem 1), there exist constants � and �′ such that for (v,w) ∈ ∂K1r ×∂K2r

and (z1, z2) ∈ ∂K1r ′ × ∂K2r ′ , we have

|(z1 − a1,0) · · · (z1 − a1,α1)(z2 − a2,0) · · · (z2 − a2,α2)|
|(v − a1,0) · · · (v − a1,α1)(w − a2,0) · · · (w − a2,α2)|

≤ �′

�

(
r ′ + ε

r − ε

)α1+α2

. (72)

Since (r ′ + ε)/(r − ε) < 1, the above estimate together with (71) and (64) shows that
L[Ad ; f ] converges uniformly on ∂K1r ′ × ∂K2r ′ , hence also on K1r ′ × K2r ′ , and its limit
F is therefore a function analytic on a neighborhood of K . Again, from (64), we see that for
every fixed α, F(aα) = L[Ad ; f ](aα) whenever d ≥ |α|. Hence, F(aα) = f (aα), for every
α. Since the sets of all the points aα is easily seen to be a set of uniqueness for functions
analytic on a neighborhood of K , we must have F = f and this completes the proof of the
theorem. ��

Examples of multivariate interpolation points given by the method discussed here as well
as further univariate illustrations and codes for computing pseudo Leja points are available
from the authors.

Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommer-
cial License which permits any noncommercial use, distribution, and reproduction in any medium, provided
the original author(s) and source are credited.
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