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Auditory modeling is a well-established methodology that provides insight into human perception and that facilitates the extrac-
tion of signal features that are most relevant to the listener. The aim of this paper is to provide a tutorial on perceptual speech and
audio coding using an invertible auditory model. In this approach, the audio signal is converted into an auditory representation
using an invertible auditory model. The auditory representation is quantized and coded. Upon decoding, it is then transformed
back into the acoustic domain. This transformation converts a complex distortion criterion into a simple one, thus facilitating
quantization with low complexity. We briefly review past work on auditory models and describe in more detail the components
of our invertible model and its inversion procedure, that is, the method to reconstruct the signal from the output of the auditory
model. We summarize attempts to use the auditory representation for low-bit-rate coding. Our approach also allows the exploita-
tion of the inherent redundancy of the human auditory system for the purpose of multiple description (joint source-channel)
coding.

Keywords and phrases: speech and audio coding, auditory representation, auditory model inversion, auditory synthesis, percep-
tual domain coding, multiple description coding.

1. INTRODUCTION

1.1. Motivation

The encoding of an analog signal at a finite rate requires
quantization and introduces distortion. Models of the hu-
man auditory system can be exploited to minimize, for a
given rate (specified either as an average or as a fixed rate),
the audible distortion (as quantified by the model) intro-
duced by the encoding [1, 2, 3]. Signal features will then
be specified with a precision that reflects audible distortion.
However, the introduction of knowledge of the auditory sys-
tem into coding has been handicapped by delay and com-
putational constraints. For instance, temporal masking and
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the adaptation of the hearing system to a stimulus are highly
nonlinear effects [4, 5]. A time-localized quantization error
in the perceived signal can result in a significant change in
the auditory nerve firings over a response time interval that
can last on the order of hundreds of milliseconds. Therefore,
the effect of time-localized quantization errors that are hun-
dreds of milliseconds apart cannot be separated into additive
terms. As a result, it is difficult to include such dependencies
of quantization errors during the quantization process.

The simple distortion criteria used in practical systems
result from a desire to perform efficient quantization at
reasonable computational complexity. Such efficient, low-
complexity quantization is facilitated by three conditions:
(i) the (vector) variable is of low dimension, (ii) the dis-
tortion criterion is a single-letter one (i.e., the distortion
measure is a sum over many sample distortions), and (iii)
the variables are independent. This is particularly well illus-
trated by the discrete-cosine-transform (DCT) -based lapped
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transforms commonly used in audio coding [6]. These trans-
forms allow a spectrally weighted mean-square error distor-
tion measure to be approximated as a single-letter criterion.
For wide-sense stationary signals, the results of the DCT are
asymptotically equivalent to the results of the Karhunen-
Loève transform, thus performing an approximate decorre-
lation of the data. Finally, scalar quantization is used to have
low complexity.

Our objective is to use sophisticated auditory-model-
based distortion criteria without the significant approxima-
tions commonly used (such as simple error-weighting fil-
ters in linear-prediction-based speech coders or the exclusive
consideration of frequency-domain masking in many audio
coders).

Most quantitative models of the human auditory percep-
tion provide an auditory representation of the acoustic sig-
nal as output. However, the models generally do not include
a quantitative measure of the perceptual distance of two real-
izations of the auditory representation. In [7], a correlation
measure of the internal representations was proposed as an
objective distortion measure. Such a measure is closely re-
lated to a single-letter weighted squared-error measure. We
will assume that a single-letter distortion criterion on the au-
ditory representation can provide a high-quality distortion
measure.

The usage of sophisticated distortion criteria within
the existing coding architectures leads to so-called delayed-
decision coding. Delayed-decision coding methods have
been used in the context of a squared-error criterion and
linear-prediction-based waveform coding (e.g., [8]). In the
delayed-decision approach, the quantization of a signal block
is decided only after consideration of the quantization of a
certain number of future blocks. Even when using pruning
procedures that eliminate the consideration of unlikely con-
figurations, this method becomes computationally very ex-
pensive for distortion measures that have the long time re-
sponses associated with hearing models [9]. This motivates
the consideration of less conventional coding architectures.

The coding approach we presented in [10], which is the
basis throughout this paper, avoids the high computational
complexity of the delayed-decision approach by exploiting
the single-letter nature of the criterion in the auditory rep-
resentation. The signal is transformed to the auditory do-
main and coded in that domain. The decoding is followed
by a transform back towards the acoustic domain. The trans-
form from the acoustic to the auditory domain can be many-
to-one, making the inverse transform in general nonunique.
This auditory-domain approach towards coding allows the
usage of a single-letter distortion criterion and yet accounts
for the dependency of perceived distortion on errors in the
signal that are far apart in time.

It is important to note that virtually all state-of-the-art
speech and audio coding methods operate on a block-by-
block basis (e.g., [1, 2, 6, 8]). For subband/transform coding
for example, decimated filterbanks or lapped transforms are
used, which introduce block boundaries at regular time po-
sitions (often even independent of the actual audio signal).
Such a signal representation allows only a suboptimal quan-

tization (in the sense of rate versus distortion) since a signal is
generally not stationary within a block and audible artefacts
such as pre-echoes or musical noise can occur [1, 3].

In our coding approach, we use a block-free signal rep-
resentation and utilize a signal-adaptive decimation (i.e.,
subsampling) method, thus bypassing the suboptimality of
block-based and constantly decimated processing. Further-
more, since our approach combines the signal representation
used for the quantization with the perceptual measure, we
no longer need two separate signal paths with different sig-
nal representations as common in many existing coders (e.g.,
the MPEG audio coders in [1]).

Finally, we note that the parameters making up the au-
ditory representation generally are not independent. That
is, coding of the auditory representation removes compu-
tational complexity associated with the distortion criterion,
but it does not eliminate the need for signal modeling or
other additional considerations to reduce the amount of
data. In Section 4.1 and beyond, we will discuss methods that
deal with this redundancy in an efficient manner.

In the next subsection, we review our auditory model,
which can be inverted very efficiently to allow auditory resyn-
thesis at high quality so that it can be used for robust coding
of speech and audio signals.

1.2. An invertible auditory model

In [10] a speech coding paradigm was introduced in which
the coding is performed in a perceptual domain where a sim-
ple distortion criterion (e.g., a single-letter squared error)
should form an accurate and meaningful measure for the
perceived distortion. In other words, the speech or audio sig-
nal is transformed into an auditory representation by passing
it through an auditory model. This auditory representation is
quantized and coded and the signal can be reconstructed in
the decoder by an inverse auditory model.

This approach is new and different from the one used in
classical perceptual audio or speech coders where an audi-
tory model is used only in the analysis stage in parallel with
the main signal path to control the quantization and bit allo-
cation [1].

The proposed paradigm requires a model of the human
auditory system that satisfies the following requirements:

(1) it provides an accurate quantitative description of per-
ception;

(2) it leads to an auditory signal representation with rel-
atively few parameters (to have a good basis for data
compression);

(3) it can be inverted with a relatively low computational
effort.

An invertible auditory model that satisfies these require-
ments was proposed in [10]. It is depicted in Figure 1.

In this model, the first stage is a nondecimated analysis
filterbank that simulates the motion of the basilar membrane
caused by acoustic stimulation. It is well known that stimuli
with different frequencies produce responses with maxima
at different locations along the basilar membrane. For this
purpose, a functional model consists of a bank of bandpass
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Figure 1: Invertible auditory model.

filters with different center frequencies. Note that in a human
cochlea, about 2 500 inner hair cells [11] are located along the
basilar membrane and, therefore, this is the actual number
of bandpass channels. One reason for this high redundancy
is to be robust against damages such as loss of hair cells. But
this also means that neighboring auditory filters would look
rather similar and, hence, for modeling purposes or coding
applications, it is not necessary (and hardly possible) to im-
plement such a high number of cochlea channels. For the
invertible model in [10], the well-known gammatone filter-
bank with 20 channels for 8 kHz-sampled speech is used.

In each auditory channel, the analysis filterbank is fol-
lowed by a model of an inner hair cell. The task of the inner
hair cells is to convert the displacement of the basilar mem-
brane in electrical receptor potentials. These receptor poten-
tials cause a release of neurotransmitters and excite the pe-
ripheral terminals of cochlear-afferent neurons [12, 13]. In
our model, this transduction process is reproduced in a very
simplified way using static nonlinearities only, namely, a half-
wave rectifier and a compressive nonlinearity.

The final stage in our invertible model mimics the be-
havior of an ensemble of cochlear-afferent neurons in each
auditory channel. According to the excitation by neurotrans-
mitters, these neurons produce action potentials (“firing
pulses”) caused by depolarization of an auditory nerve fiber.
We model this generation of pulses using a peak-picking pro-
cedure. The set of firing-pulse trains obtained from all au-
ditory channels is referred to as the auditory representation
which is a perceptual time-frequency representation of the
original speech or audio signal.

In the next section, we will describe the components
of our auditory model in more detail. We cover the basi-
lar membrane, inner hair cells, and first neural stages, that
is, we model the cochlea and the auditory nerve in the
human inner ear but skip the outer and the middle ear.
We deal with filterbanks whose characteristics are matched

to the acoustical and mechanical behavior of the cochlea
and basilar membrane. One of these characteristics is that
the spectral resolution decreases with increasing frequency.
Therefore, warped frequency scales have been introduced
long ago where selectivity bandwidths remain approximately
constant along the frequency axis (auditory scales), for ex-
ample, the Bark (critical-band rate) scale [14] or the ERB
(equivalent rectangular bandwidth) rate scale [15]. We give
a survey of auditory scales and auditory filters. The emphasis
is placed on invertibility so as to allow reconstruction of the
input signal. This enables the filterbank pair—analysis and
synthesis filterbank—to be used for auditory subband coders
or to be used in an invertible auditory model. Furthermore,
we will consider important aspects for the implementation
of the auditory filterbank, which is the most complex com-
ponent in our model.

In Section 3 we describe the computationally efficient,
nonrecursive inversion procedure of our auditory model
which allows to reconstruct the input signal at a high quality
from the auditory representation. We investigate our analy-
sis/synthesis system using frame theory, which provides us
with a bound for the reconstruction error.

Section 4.1 deals with the compression and quantization
of the auditory representation obtained by our model and
summarizes the first approaches towards low-bit-rate cod-
ing.

Since the auditory representation is highly overcomplete
and does not rely on a hierarchical signal decomposition, it
can be used directly for multiple description coding. We re-
view the incorporation of our auditory model into this joint
source-channel coding strategy in Section 4.2.

2. AUDITORY ANALYSIS

We selected the components of the proposed auditory model
based on existing knowledge of the human auditory system.
In this section, we provide additional detail for the motiva-
tion of our choices.

2.1. Basilar membrane filterbank

The filterbank to simulate the behavior of the basilar mem-
brane is the most complex component in our model. After
providing an overview of auditory filters, we consider differ-
ent aspects for the implementation of an auditory filterbank.

2.1.1. Brief overview

The frequency selectivity of the human auditory system has
been studied by means of psychoacoustic experiments and
measurements in the cochlea and on the auditory nerve over
many decades. The results of these experiments have led to
the concept of auditory filters. For a historical overview, we
refer to [16].

Once the bandwidths of these filters are found and ex-
pressed as a function of the center frequency, an auditory
scale can be defined by integrating the reciprocal of the band-
width function (the bandwidth function can be seen as the
first derivative of the frequency with respect to the unit of the
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Figure 2: Comparison of the frequency-position mapping [17], the
ERB rate [15], the Bark scale [50], and the frequency warping (see
Appendix A.2) with λ = 0.5 for a sampling rate of 8 kHz.

bandwidth). For instance, the equivalent rectangular band-
width ERB( fc) as a function of the filter’s center frequency fc
in Hz is [15]

ERB( fc) = 0.1079 fc + 24.7, (1)

and the corresponding frequency scale, the ERB rate (or
“number of ERBs”), is then

# ERBs( f ) =
∫

df

ERB( f )
+ const

= 21.4 log10(1 + 0.00437 f ),

(2)

where the integration constant has been chosen to make
# ERBs(0) = 0.

Auditory frequency scales are related to the frequency-
position mapping performed by the cochlea. In Figure 2,
the ERB rate and the Bark [14] scales are compared with
a position-frequency function which has been derived by
Greenwood [17] from measurements of the mechanical mo-
tion of the basilar membrane. For more details, see [18]. In
this comparison, the scales are normalized. At the maximum
presented frequency of 4000 Hz, the basilar membrane po-
sition is 23.4 mm, the ERB rate reaches 27.1 ERBs, and the
Bark scale has 18 Bark.

The shape of the auditory filters has been obtained by fit-
ting different parametric expressions to experimental data. A
simple linear frequency-domain description of auditory fil-
ters is the rounded exponential “roex(p, r)” function [19]

∣∣H( f )
∣∣2 = (1− r)(1 + pg)e−pg + r, (3)

H0(z) G0(z)· · ·

· · ·

· · ·

...

H1(z) G1(z)

HL−1(z) GL−1(z)

+

+
y[n]

x[n]

Figure 3: Analysis and synthesis filterbanks.

where g is the normalized deviation from the center fre-
quency fc:

g =
∣∣ f − fc

∣∣
fc

. (4)

The parameter p determines the bandwidth and should be
chosen as p = 4 fc/ ERB( fc). The second parameter r flattens
the shape outside the passband.

A more recent, time-domain description is the well-
known gammatone function [20] for the filter impulse re-
sponse

h(t) = t(l−1)e−2πbt cos(2π fct) for t > 0, (5)

where fc is the frequency of the carrier and, therefore, the
center frequency of the filter, b largely determines the band-
width, and l is the order. Patterson [20] determined the
choice l = 4 and b = 1.019 ERB( fc). For our simulations, we
will use gammatone filters since the time-domain description
allows straightforward FIR filter design. We will discuss this
issue in more detail in the next subsection.

Several nonlinear effects have been described such as the
dependency on the sound pressure level [21] which causes
more asymmetric shapes of the frequency responses. For this
reason, both filter descriptions have been extended [15, 22]
to account for this dependency. For simplicity, particularly
with respect to invertibility, we will only consider linear fil-
ters for which the above descriptions are valid for moderate
sound pressure levels.

2.1.2. Implementation aspects

An implementation of an auditory filterbank consists of
many auditory filters with different center frequencies in par-
allel. For coding applications, we should be able to recon-
struct the input signal from the channel signals and the filter
bank should be invertible. We denote the analysis filters as
Hk(z) for k = 0, . . . ,L−1 and the synthesis filters asGk(z) for
k = 0, . . . ,L− 1. We thus obtain the analysis-synthesis struc-
ture shown in Figure 3. Filterbank inversion and the design
of synthesis filters are described in more detail in Section 3.2.
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A commonly used method to compute the proper center
frequencies for the filters is to transform the minimum and
the maximum center frequency of interest from Hz into ERB
rate. This range is divided into L − 1 uniform sections and
the obtained ERB rates are finally transformed back into Hz.

The discrete-time impulse responses of the gammatone
filters can be designed by sampling and windowing the
continuous-time infinite-length impulse responses of (5). A
problem with direct usage of these impulse responses for FIR
implementations is that the impulse responses are very long.
In Figure 4, a gammatone impulse response for a center fre-
quency of 500 Hz is plotted. Its envelope is shown as well and
compared with the envelopes obtained for center frequen-
cies of 200 and 80 Hz. As it can be seen from this figure,
an impulse response with about 400 samples is needed at a
sampling rate of 8 kHz for a center frequency fc = 200 Hz
to approximate accurately the frequency response of an ideal
gammatone filter. For lower center frequencies, the length in-
creases further (e.g., 600 samples for fc = 80 Hz). Therefore,
the corresponding FIR implementations are computationally
expensive and memory consuming.

In the appendix, we discuss alternative implementa-
tion methods, which are computationally less expensive and
should, therefore, be preferred when real-time applications
running on a DSP are considered. However, for the experi-
ments and simulations described in the following sections,
we use FIR gammatone filters because computational com-
plexity was not an issue.

2.2. Inner-hair-cell model

The auditory filterbank is followed by a half-wave rectifier
and a power-law compressor, simulating the behavior of in-
ner hair cells. The task of the inner hair cells is the so-
called transduction process, that is, to convert mechanical

movements into electrical potentials. It is assumed that the
displacement of the cilia of the cells is proportional to the
basilar membrane velocity [21]. Measurements of electrical
responses have revealed a directional sensitivity: while dis-
placement in one direction is excitatory, movement in the
opposite direction is inhibitory [21]. Thus, the cells mainly
react to positive deflection of the basilar membrane and, con-
sequently, it is reasonable to model this behavior with a half-
wave rectifier. Half-wave rectification is commonly used to
model this aspect of physiology, for example, [4, 23, 24].

The aforementioned measurements also show a com-
pressive response [21]. Therefore, we apply a power-law
compressor to the half-wave rectified signals. The input x[n]
and the output y[n] of the compression stage are related by

y[n] = xc[n], (6)

with c = 0.4. This stage is similar to logarithmic amplitude
compression schemes in ordinary waveform coders (e.g., µ-
law).

The static nonlinearity is a strongly simplified model of
the human peripheral processing. In related literature, more
sophisticated compression or adaptation stages have been
proposed. In [4], a cascade of five feedback loops with dif-
ferent time constants is used. The cascade compresses sta-
tionary sounds almost logarithmically whereas rapidly vary-
ing signals are transformed more linearly, thus modeling the
“overshoot effect,” that is, a higher sensitivity at the onset of a
stimulus. Other examples can be found in [23, 24] where au-
tomatic gain controllers model the synaptic region between
the hair cell and the nerve fiber. In our first implementation
of an invertible model, we use the simple half-wave rectifier
and power-law compressor to avoid stability problems when
inverting the gain control loops.

2.3. Neuron model

Contrary to many other auditory models (e.g., [4, 23, 24]),
we preserve the temporal fine structure of the signal, that is,
we do not apply time averaging to the subband signals be-
cause this would lead to a low reconstruction quality. In our
model the power-law compressor is followed by an adaptive
subsampling mechanism (“peak picking”), which searches
for local maxima and sets all other samples to zero. Let the
input and the output of the peak-picking stage be denoted
by x[n] and y[n], respectively, then the output can be calcu-
lated as

y[n] =

x[n], x[n] > x[n− 1]∧ x[n] > x[n + 1],

0, otherwise.
(7)

This model simulates the firing behavior of an ensemble of
auditory neurons. The responses are clusters of high firing
activity that are synchronized (phase-locked) with the wave-
form shape of the input signal.

It is known that a single neuron generally does not fire
more often than 250 times per second [12, 13] and, there-
fore, it is by itself not able to preserve the time structure of
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Figure 5: Auditory representation (here with 50 channels) of the
sound [I] taken from “there is,” spoken by a male. Peaks are shown
as rectangles with their intensity representing their amplitude. The
time axis covers three pitch periods.

high-frequency components. Since in the early human audi-
tory system, about 30 000 neurons [11] encode the signals of
significantly less hair cells, we can associate several neurons
with one hair cell output. Our model of the neurons is phys-
iologically plausible. Each neuron has an internal state that
decays exponentially with a relatively large time constant.
When it fires, this state is reset to a value that depends on
the input signal level. The firing probability increases mono-
tonically with the difference between the neuron’s input and
its state. So an ensemble of neurons shows a high firing rate
at the peak of the input signal. The amplitude of a pulse in
our model represents the firing rate, that is, the number of
neurons of the ensemble that fire at the peak location.

The effect of phase locking is known to occur only at fre-
quencies below 4 kHz [12, 13]. So the used model is physio-
logically plausible for the coding of narrowband speech sig-
nals. For simplicity, we use this neuron model even if we pro-
cess signals at higher sampling rate, for example, wideband
speech or general audio signals.

The consideration of pulsed neural models where infor-
mation is carried in the pulse timings is clearly motivated by
observations of biological neural networks. In [25] it is well
demonstrated that these models should be preferred to clas-
sical neuron models such as firing-rate models or even more
simplified ones for many applications of artificial neural net-
works.

In Figure 5, a pulse representation of a segment of about
30 milliseconds duration taken from a voiced speech is
shown. For this example, a 50-channel FIR gammatone anal-
ysis filter bank was used. The neuron firings are not strictly
aligned across the frequency channels due to different delays
of the filters. Nevertheless, the phase-locking effect can be
seen clearly. Also the formant structure is visible with for-
mants around 400 Hz, 1700 Hz, and 2800 Hz.

Weintraub [26] used a similar deterministic model for
neural firing in his sound separation system. There is also
similarity to Patterson’s pulse ribbon model [27] but we
preserve the amplitudes of the pulses in addition to the lo-
cations. Contrary to [26, 27], we are able to resynthesize the

original audio signal directly from this neural firing pulses
whereas Weintraub uses the (unprocessed) signals from the
auditory filterbank for the resynthesis [28] and Patterson
does not resynthesize at all.

3. AUDITORY SYNTHESIS

The attempts of resynthesis of the input signal from an audi-
tory representation are not new. In [29] a historical overview
is given. The aim of various model inversions was to un-
derstand perception [30, 31, 32], to test the accuracy of the
model [33, 34], and to separate speech from noisy back-
grounds or interfering speakers [26, 28, 32]. We propose to
use an invertible auditory model for coding of speech and
audio signals [10, 35].

For the most recent models, the inversion method is
based on projections onto convex sets [32, 34] and utilizes
iterative signal reconstruction algorithms. The resynthesis of
our auditory model does not need iterative procedures and
is, therefore, computationally very efficient and nevertheless
perceptually accurate.

3.1. Inversion of neuron and inner-hair-cell models
The first step in the inversion procedure is to undo the
power-law compression using the proper inverse expansion
to get the positive peak amplitudes of the original subband
signal:

y[n] = x1/c[n]. (8)

Now, each of the channel signals approximates the situation
where a signal is downsampled and then upsampled by
means of inserting zeros. This insertion of zeros leads to
aliasing which can be removed by bandpass filtering. The
bandpass filters are located in the synthesis filterbank. Before
they are applied, the amplitude of the pulses has to be
corrected to compensate for the loss of energy due to (i) the
adaptive downsampling and (ii) the peak amplitude errors
at higher frequencies introduced by the finite sampling rate.

We consider one auditory channel. The output of one
channel of the analysis filterbank resembles a sinusoid with
a period of P samples that is related (but not identical) to
the inverse of the center frequency of the filter. Then the
peak-picking procedure behaves like a cascade of an or-
dinary downsampler and upsampler with a fixed decima-
tion/interpolation factor P for which the Fourier transform
relation is

Y
(
e jθ
) = 1

P

P−1∑
k=0

X
(
e j(θ−k2π/P)). (9)

The cosine signal with amplitude 1 and angular frequency
2π/P with Fourier transform

X
(
e jθ
) = π

(
δ2π

(
θ − 2π

P

)
+ δ2π

(
θ +

2π
P

))
(10)

is transformed into the pulse train with Fourier transform

Y
(
e jθ
) = 2π

P

P−1∑
k=0

δ2π

(
θ − k2π

P

)
, (11)
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where δ2π(θ) is the 2π-periodic delta distribution. All addi-
tional frequency components have to be attenuated by the
synthesis filter and the remaining components yield the co-
sine signal with amplitude 2/P. Therefore, the amplitude in
this channel has to be corrected by a factor of P/2. This
method is very simple and contributes substantially to good
resynthesis results. Another slightly more elaborate correc-
tion method is to count the actual number of zeros between
adjacent pulses which replaces the constant correction factor
with an adaptive one.

For the second correction step, we observe that the mea-
surement of the peak amplitude is exact in continuous time
only. In discrete time, errors due to the finite sampling in-
terval are inevitable. These errors become significant in par-
ticular for those auditory channels whose center frequencies
are close to half the sampling frequency. To compensate for
these errors, a method based on the assumption of a uni-
formly distributed random sampling error was proposed in
[10]. The method evaluates the average per-cycle maximum
amplitude of a sampled sinusoid, α, which, for the case of a
unity amplitude sine wave and a unity sampling period, is
given by

α =
∫ 1/2

−1/2
cos
(

2πt
P

)
dt = P

π
sin
(
π

P

)
. (12)

Thus, the correction factor due to the finite sampling rate for
this channel is 1/α.

An improved correction factor was introduced in [35]
which is based on least-squares optimization. For a sinu-
soidal signal with amplitude A and period P, we observe
the maximum sample wmax = A cos(2πt/P) with t uniform
over [−1/2, 1/2]. The nonlinear least-squares estimate for the
amplitude Â in terms of the observation wmax is given by
Â = E{A|wmax} = β ·wmax with

β =
∫ 1/2

−1/2

1
cos(2πt/P)

dt = P

π
ln
[

tan
(
π

4
+
π

2P

)]
. (13)

In Figure 6, these two compensation methods are compared.
For a white-noise input signal, the power spectral density
function of the output signal is plotted for the cases of no
peak picking and therefore no correction (“nondecimated
case”), peak picking with correction by 1/α, with correction
by β, and peak picking without correction. We recognize
that the correction factor β according to (13) keeps the re-
construction error less than 1 dB across the entire frequency
range covered by the auditory filterbank.

3.2. Synthesis filterbank

The last stage is the synthesis filter bank, which should be
an inverse of the analysis filterbank. For proper signal re-
construction from a firing-pulse representation, it is essen-
tial that the synthesis filters have bandpass characteristics to
eliminate aliasing. This also keeps the introduced quantiza-
tion noise within a local frequency range.
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Figure 6: Comparison of reconstruction quality with different am-
plitude correction methods for the peak amplitude sampling errors
(output PSD for white input).

In general, the inverse operator for a nondecimated, in-
vertible filterbank is not unique. A natural method of inver-
sion of a nondecimated FIR filterbank is based on the follow-
ing condition for perfect reconstruction:1

Gk(z) = Hk
(
z−1
)

∑L−1
i=0 Hi(z)Hi

(
z−1
) . (14)

For the case that
∑L−1

i=0 Hi(z)Hi(z−1) = 1, the synthesis fil-
terbank is the analysis filterbank with time-reversed impulse
responses. A delay equal to the length of the analysis filters
minus one is needed to make the synthesis filterbank causal.

In the general case, when the denominator of (14) is not
equal to one (e.g., when a low number of auditory channels
is used), accurate signal reconstruction can be obtained with
an additional linear-phase equalization filter (see [10]) that
operates on the sum of all channels synthesized with Gk(z) =
Hk(z−1). This equalizer has to be designed to approximate
the frequency response

E
(
e jθ
) !=

[∑
k

∣∣∣Hk
(
e jθ
)∣∣∣2
]−1

(15)

to reduce the remaining magnitude ripple.
The ripple decreases with increasing order of the FIR

equalizer. However, an additional delay of half the filter order
is introduced. Thus, for the choice of the impulse response
length, a suitable compromise must be found. The minimum

1Here, perfect reconstruction refers to processing of the input signal by
the analysis and the synthesis filterbank only.
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Figure 7: Comparison of the original waveform (upper plot), the
waveform reconstructed from the auditory representation (middle
plot), and the reconstruction error (lower plot, note the finer am-
plitude scale). Speech segment taken from “The source,” spoken by
a male speaker.

delay solution without equalization has often been used [32].
We found that, for 20 channels and for a sampling rate of
8 kHz, this results in a 4 dB ripple. The ripple decreases with
a further increase of the number of channels.

As already mentioned for the analysis filters, FIR gamma-
tone filters are memory consuming. Although the synthesis
filters can use the same coefficients as used for the analysis fil-
ters, separate ring buffers are needed for every auditory chan-
nel in the synthesis filterbank. Consequently, the necessary
amount of memory is doubled. For an accurate FIR gamma-
tone filterbank implementation with long impulse responses,
the memory of the most currently used DSPs is not suffi-
cient. One solution to this problem is to take shorter impulse
responses and accept deviations from the ideal frequency re-
sponses. Another possibility is to consider alternative filter-
bank implementations as described in the appendix.

3.3. Simulation results

In Figure 7, a segment of the original waveform with 8 kHz
sampling rate is compared with the output of our inverse
auditory model with 20 channels. For this simulation, the
FIR gammatone filterbank from Irino’s Matlab toolbox2 was
used where the lowest center frequency was 100 Hz (order
of filter 666) and the highest 3600 Hz (order 56). The audi-
tory representation has been left uncompressed. The output
of the synthesis filterbank has been passed through a linear-
phase equalizer with a group delay of 25 milliseconds. Al-

2This toolbox can be found at http://www.mrc-cbu.cam.ac.uk/cnbh/
aimmanual/.

though the average segmental signal-to-noise ratio (SNR)
is only 17.9 dB, the reconstructed signal is without audi-
ble distortion (evaluated by two experienced listeners in an
original/reconstructed-comparison listening test).

3.4. Frame-theoretic interpretation
of auditory synthesis

It is useful to consider the auditory resynthesis from the per-
spective of frame theory. This endorses our choice of synthe-
sis filterbank and provides a bound for the reconstruction er-
ror introduced by the analysis/synthesis filterbank pair. Fur-
thermore, it justifies our simple method to reconstruct the
signal from the pulse representation and allows us to reduce
the number of pulses in the auditory representation.

In practical implementations of the filterbank structure,
the analysis and synthesis filterbanks are identical, except for
a time reversal of the impulse responses. We first evaluate the
validity and implications of this choice. The analysis filter-
bank maps the input sequence3 to a set of channel sequences,
one for each filter. It is essential that the analysis filterbank
is invertible and that means it can be interpreted as a frame
operator, which we denote as F. The analysis filterbank op-
eration can be written as a set of inner products, denoted as
(Fx)[ j] =∑i ψ

∗
j [i]x[i], with functions {ψj} j∈J where each is

a translate of one of the L time-reversed impulse responses.
The indexes j enumerate each output sample of all L chan-
nels. Invertibility of the filterbank is guaranteed if the frame
condition is satisfied:

A
∑
i∈Z

∣∣x[i]
∣∣2 ≤

∑
j∈J

∣∣(Fx)[ j]
∣∣2 ≤ B

∑
i∈Z

∣∣x[i]
∣∣2 ∀x ∈ �2(Z),

(16)

where A and B are finite, positive, scalar frame bounds. The
adjoint operator F∗ maps an L-channel signal, y, to a single-
channel signal F∗y =∑ j∈J yjψj .

In general, the inverse frame operator (the synthesis fil-
terbank) is not unique. We are interested in an inverse that is
easy to compute, and, importantly, that minimizes the effect
of quantization errors in (Fx)[ j] on the reconstruction. The
so-called frame algorithm is an iterative procedure that pro-
vides the inverse frame operator that minimizes the effect of
quantization errors. The first iteration often provides a useful
approximation to the inverse or even the exact inverse. The
estimate xm of x at iteration m of the frame algorithm is

xm = ρF∗y +
(
Id− ρF∗F)xm−1, (17)

where ρ is a scalar relaxation parameter, Id is the identity op-
erator, and x0 = 0. The estimation error at iterationm is then

x − xm =
(
Id− ρF∗F)(x − xm−1

) = (Id− ρF∗F)mx. (18)

3We assume that the input sequence is in the Hilbert space �2(Z).

http://www.mrc-cbu.cam.ac.uk/cnbh/aimmanual/
http://www.jaist.ac.jp/~unoki/Gammachirp.html
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With the optimal selection ρ = 2/(B + A), the error is
bounded by∥∥x − xm∥∥ = min

ρ

∥∥(Id− ρF∗F)mx∥∥
≤ min

ρ
max

(|1− ρA|, |1− ρB|)m‖x‖
=
(
B − A
B + A

)m
‖x‖.

(19)

The valuesA and B form the minimum and maximum eigen-
values of the operator F∗F, which are precisely the frame
bounds.

The first-iteration estimate of x by the frame algorithm is
the expansion ρF∗y = ρ

∑
j∈J yjψj , which implies that ρF∗

is the approximation to the inverse operator. It is easily seen
that this corresponds to a synthesis filterbank with impulse
responses that are the time-reversed impulse responses of the
analysis filterbank, scaled by ρ. Moreover, we see from (19)
that the relative error is bound by the factor (B−A)/(B+A).4

For a nondecimated filterbank, the discrete-time Fourier
transform (which is unitary) simplifies the analysis of the op-
erator F∗F. In the Fourier domain, the operator F∗F corre-
sponds to the operator [36]

F F∗FF −1 =
L−1∑
i=0

Hi
(
e jθ
)
Hi
(
e− jθ

)
, (20)

where F denotes the discrete-time Fourier transform opera-
tor. This immediately leads to the inversion formula given in
(14). The same Fourier-domain equivalence shows that the
frame bounds then correspond to the essential infimum and
supremum of

∑L−1
i=0 Hi(e jθ)Hi(e− jθ).

We can now draw some conclusions for our auditory fil-
terbanks based on the frame-theoretical viewpoint. First, the
synthesis filterbank based on time-reversing the impulse re-
sponses is an approximation to the perfect synthesis filter-
bank that has minimum sensitivity to quantization errors in
the perceptual domain. Second, the accuracy of this approx-
imation is governed by the relative error (B − A)/(B + A),
where A and B can be evaluated as the essential infimum and
supremum of the summed responses of the analysis filter-
bank. For an auditory filterbank implementation based on
FIR gammatone filters, the relative error (B − A)/(B + A) is
−30.7 dB for 50 channels and −5.9 dB for 20 channels.

Frame theory can also be used to provide an interpreta-
tion of the peak-picking procedure that we use in our audi-
tory model. It is convenient to look at a single channel first.
A frame algorithm that can be used for the reconstruction
of continuous lowpass band-limited signals from irregularly
spaced samples and their derivatives was presented in [37]. In
this case, the frame is formed by the translates of the impulse
response of an ideal lowpass filter and its derivatives. For our
case, the first-order derivative of the signal samples is selected

4The first-iteration estimate is exact for A = B, which corresponds to a
tight frame.

as zero and the reconstruction method is essentially identi-
cal to the reconstruction applicable if no derivative is given.
However, reconstruction is possible with a larger spacing be-
tween the samples than if no information was known about
the derivatives (a factor two for regularly spaced samples).
In practice, the first iteration of the frame algorithm consists
of ideal lowpass filtering of the upsampled (inserting zeros)
weighted signal. The weighting of each sample is linear with
the distance to the previous sample. Nearly uniform spacing,
as we have in our case, results in nearly uniform weighting,
reducing the first iteration of the frame algorithm essentially
to a lowpass filter. Moreover, it is easy to see that the frame
is tight for the regular sampling case, which means that the
first iteration renders the exact inverse.

We note that the frame algorithm of [37] assumes a band
limited signal and a sample spacing that is at most 2π/θ for
a band limitation of θ (in practice, the band limitation is
somewhat less). Since the output of the auditory filters re-
sembles sinusoids, and since a sinusoid of frequency θs has
its maxima spaced at 2π/θs, this implies that the frame al-
gorithm of [37] does not apply to our case without modi-
fication. The required modification consists of replacing the
impulse response of the ideal lowpass filter by the impulse re-
sponse of an ideal bandpass filter.5 For regularly spaced sam-
ples, the reconstruction algorithm then consists of a simple
bandpass filtering. For irregular spacing, the samples must
first be weighted appropriately.

In practice, the bandpass filtering operation required for
the reconstruction of each of the irregularly sampled chan-
nels can be usurped by the corresponding synthesis filter
within the inverse of the basilar membrane filterbank. In our
practical implementation, we then make the following ap-
proximations with respect to inverting the peak-picking pro-
cedure: (i) we use the first iteration of the frame algorithm
and this is not accurate since the frame is not tight for irreg-
ular sampling, (ii) we neglect the sample weightings that are
needed to account for irregular sampling, and (iii) we assume
the narrowband character of the inverse basilar membrane
filterbank filters allow the bandpass filters to be omitted. The
perceptual effect of these approximations on auditory syn-
thesis is small; the samples are almost uniformly spaced and
the bandpass filters used to invert the peak picking can be
very broad, broader than the auditory filters, as is confirmed
by the results provided in Section 3.3.

The frame interpretation leads directly to a method to re-
duce the coding rate of our basic model. Particularly for the
filters of the basilar membrane filterbank with high center
frequency, the peak-picking procedure leads to a high rate
of peaks. Since the peak locations and amplitudes must be
encoded as side information, the resulting parameterization
is not a good basis for coding. However, we note that the
described frame-algorithm-based reconstruction from peak

5We note that, in general, sampling rates that are sufficient for lowpass
signals may not be so for bandpass signals of identical bandwidth, for exam-
ple, see [38]. However, this aliasing problem is unlikely to occur for spectra
that essentially consist of a single line.
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amplitudes and locations only requires that the peaks be not
separated by more than a given distance. Importantly, there
is no requirement to include all peaks of the signal. As a re-
sult, we can downsample the peak sequence in the channels
with higher center frequency by a significant factor without
loosing the ability to reconstruct the signal.

The amount of downsampling that can be applied to a
peak sequence is constrained by the bandwidth of the ideal
bandpass filter of the frame. With increasing downsampling
of the peak sequence, the importance of the bandpass filter-
ing operation increases and then it cannot be omitted from
the synthesis structure. On the other hand, the bandpass
filter cannot be selected to be narrower than the nominal
width of the basilar membrane filters, since that removes rel-
evant information. It is interesting to note that this frame-
theoretical vantage point leads to a new interpretation of the
results obtained in [39]. In [39], downsampling of the peak
sequence was justified from a masking argument, which is
not physiologically plausible for the auditory representation.

4. EXEMPLARY APPLICATIONS IN AUDIO
AND SPEECH CODING

The proposed invertible auditory model allows to resynthe-
size the input signal with high quality and, therefore, can
build a basis for coding of audio signals. The next section
describes first approaches for quantization and coding to re-
duce the amount of data needed to transmit an auditory rep-
resentation, whereas in Section 4.2, we exploit the inherent
redundancy of the auditory representation in a joint source-
channel coding strategy to protect against possible losses of
data during the transmission in a packet-switched network.

4.1. Auditory-domain compression

The auditory representation provided by our model is sparse,
consisting mostly of zeros. However, it contains more firing
pulses in total compared to the number of samples that the
original input signal has (about three times more for the 20-
channel case and a sampling rate of 8 kHz).

Experiments have shown that the firing-pulse amplitudes
can be quantized coarsely, for example, using a block scalar
quantizer with a block duration of 20 milliseconds and 1 bit
[10] per pulse amplitude, without introducing audible dis-
tortion. The maximum amplitude of a block has to be trans-
mitted as side information for each channel where 6 bits per
value are enough. In fact, quantizing the peak amplitudes
with 1 bit enables us to refer to three amplitude values—high
(= 1), middle (= 0), and zero—since zero denotes that there
is no pulse at all (no pulse time position transmitted as side
information).

In [39] even 0 bits were found to be sufficient for the
pulse amplitudes, that is, only the side information (block-
average pulse amplitudes and pulse positions) requires trans-
mission. However, in that work shorter block lengths are
used to determine the block energy. Especially for higher-
frequency channels, the block duration is only 4 millisec-
onds.

Much more important than the firing-pulse amplitudes
are the pulse-time positions. Also these positions have to be
transmitted as side information which produces by far the
major part of the transmitted data. In [39], these positions
are compressed using arithmetic coding for low-frequency
channels and vector quantization for high-frequency chan-
nels. Furthermore, models of temporal and simultaneous
masking were added to reduce the overall number of fir-
ing pulses drastically. While the consideration of simultane-
ous masking does not bring a remarkable reduction, exploit-
ing temporal masking does. Our own experiments with the
model for temporal postmasking adopted from [39] show
that an average reduction in number of pulses by 50% for
16 kHz-sampled speech does not affect the audible quality
of the reconstructed signal [40]. For this model, a masking
threshold signal is computed in each channel. Let x[n] be the
firing pulse train of one auditory channel and T[n] the cor-
responding masking threshold. Then T[n] is defined as

T[n] =

x[n], x[n] > T[n− 1]e−1/τ ,

T[n− 1]e−1/τ , otherwise.
(21)

The time constant τ was set to 125 samples for the lowest-
frequency channel and to 33 samples for the highest (accord-
ing to the empirically determined values from [39]). Once
this threshold is computed, the output signal of the masking
stage is

y[n] =

x[n], x[n] > T[n− 1]e−1/τ ,

0, otherwise.
(22)

It is natural to observe many more pulses in high-frequency
channels6 than in low-frequency channels. Thus, the re-
duction of the number of pulses is most effective in high-
frequency channels. This is in accordance with the frame-
theoretic consideration of Section 3.4.

We have performed experiments with 16 kHz-sampled
speech and a 16-channel auditory model. The aforemen-
tioned temporal masking model has been included to reduce
the number of pulses. The positions of the remaining firing
pulses have been coded using run-length encoding combined
with arithmetic coding, which results in an average bit rate
of about 100 kbps [40] for the transmission of the pulse po-
sitions only.7 Further compression can be achieved with vec-
tor quantization, (cf. [39]), where an average bit rate of about
70 kbps has been achieved for the overall bit stream.

We expect that a coarse quantization of the pulse posi-
tions in high-frequency channels should be sufficient since
neurons of the auditory nerve do not any longer show phase-
locked firing behavior above 4 kHz. Thus, we expect only a
minor increase in necessary bit rate when audio signals at

6The average number of pulses per second in an auditory channel can be
predicted by the channel’s center frequency.

7The amplitude information must be added.
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higher sampling rates (e.g., 44.1 kHz) are coded. To affirm
this is a matter of our current research.

We have to further reduce the number of pulses signifi-
cantly, particularly in higher-frequency channels, to achieve a
better compression. In our most recent work [41], we incor-
porated a combined model for both simultaneous and tem-
poral masking. Together with another pulse-amplitude cor-
rection step, which compensates for the loss of energy due to
the elimination of pulses, we are able to omit even 74% of
the original pulses of speech signals sampled at both 8 kHz
and 16 kHz without degrading the reconstruction quality.
This result is a step further towards an efficient compression
method since it reduces the amount of side information con-
siderably. To find the upper bound of the downsampling fac-
tor without loosing the ability to reconstruct the signal is a
matter of further investigations.

4.2. Multiple description coding

The high degree of redundancy in the human peripheral au-
ditory system forms a motivation to use our invertible audi-
tory model in a joint source-channel coding strategy. In other
words, we use the overcomplete auditory representation to
protect the transmitted signal against erasure of coded in-
formation (packet loss in packet networks). In [35], we pro-
posed the first instance of a highly redundant speech coder
optimal for packet-switched networks, for example, for voice
over IP applications. There, we use the auditory model for
multiple-description coding where the source information
is spread over multiple signal descriptions which are carried
over M independent subchannels. These transport channels
may be physically distinct as in a packet-switched network
or correspond to multiplexed subchannels on a single phys-
ical channel. When an arbitrary set of K < M subchannels
fails, the receiver uses the information from the remaining
M − K intact channels to reconstruct the transmitted signal.
Therefore, the encoder should be based on a nonhierarchical
signal decomposition [42]—this is the case for our auditory
representation—and should assign descriptions of equal im-
portance to each transport channel. The descriptions must
be different, that is, each must carry new information, such
that receiving more descriptions enables the decoder to im-
prove the reconstruction quality.

A grouping of the L auditory channels into M ≤ L trans-
port channels provides an immediate application of our cod-
ing paradigm in this context. To form descriptions of equal
importance, L should be chosen as an integer multiple of
M such that a constant number of L/M uniformly spread
auditory channels are packaged together into one trans-
port channel. In this respect, each description is obtained
by frequency-domain subsampling of an overcomplete signal
representation. One extreme case is given if M = L, that is,
the maximum possible number of transport channels is used
to achieve superior robustness. The other extreme case is a
simple interleaving of odd and even indexed auditory chan-
nels and assigning them to M = 2 transport channels.

If erasures occur, the coded information about some au-
ditory channels is lost. However, the information at the af-
fected frequencies is generally not lost because neighboring

0 10 20 30 40 50

Channel number

Figure 8: Channel erasure pattern for the 50-channel auditory rep-
resentation. Black bars indicate erased channels (40%); white bars
stand for intact ones (60%).
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Figure 9: Overall unequalized frequency response of the nondec-
imated analysis/synthesis filterbank with channel erasures as in
Figure 8.

auditory filters overlap. Assuming that the decoder knows
which channels are erased, as is the case in packet networks,
a time-varying equalizer filter can be designed for the recon-
struction after the synthesis filterbank to amplify the attenu-
ated regions.

From a frame-theoretical viewpoint, the perfect inverse
filter bank can be constructed as long as the frame functions
corresponding to the received information form a frame, that
is, if they satisfy the frame condition displayed in (16). How-
ever, since the separation between the essential infimum and
supremum will increase, the approximation made by using
time-reversed impulse responses will become less accurate.
The accuracy of the approximation prior to equalization can
be quantified by means of the factor (B − A)/(B + A), which
bounds the distortion.

Experiment and Results

We have run an experiment with an auditory model with
50 auditory channels assigned to 50 transport channels. We
generated the channel-erasure pattern with 40% randomly
muted channels shown in Figure 8. Although the 50 audi-
tory channels highly overlap, the high proportion of erased
channels creates a clearly perceptible spectral distortion (cf.
Figure 9) if no equalizer is used. The factor (B − A)/(B + A),
which bounds distortion, is −3.0 dB.

The amplitudes of the firing pulses are represented with
1 bit each using block-adaptive quantization, whereas the
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Figure 10: Original segment of a speech waveform (first plot) ver-
sus reconstruction from decimated and quantized auditory repre-
sentation with 40% channel erasures (middle) and the difference
between both (third plot).

pulse positions are left unquantized. In Figure 10, the recon-
struction results are shown with a waveform of the initial
part of the word “player” spoken by a female speaker sam-
pled at a rate of 8 kHz. In the first plot, the original waveform
(compensated for the processing delay) is drawn. The second
plot shows the output of the decoder for the case that 40% of
the channels are erased and an appropriate equalizer with an
impulse response of length 256 samples is used. In the third
plot, the reconstruction error, that is, the difference between
the original and the reconstructed signal, is plotted. The av-
erage segmental SNR is 15.5 dB compared to 16.4 dB in the
case without channel erasures.

These results show potential applicability of our invert-
ible auditory model in joint source-channel coding methods
such as multiple description coding for robust transmission
over packet-switched networks.

5. CONCLUSION

We have reviewed an invertible auditory model and its us-
age for robust coding of speech and audio signals. The in-
version procedure to reconstruct the original signal from its
auditory representation does not need computationally ex-
pensive iterative algorithms and produces reconstructed au-
dio signals with very high quality. The overcomplete audi-
tory representation suggests the application of the invertible
auditory model in multiple description coding. Our experi-
ments have shown that our auditory model provides an ideal
basis for this joint source-channel coding method to allow
robust transmission over packet-switched networks even if
a high number of packets get lost. Experiments have shown
promising results.

x[n] w0

w1

wW−1

z−1

z−1

A(z)

A(z)

T T

x[n] w0

w1

wW−1

Figure 11: Modification of a nondecimated transform filterbank to
obtain a frequency-warped version.

APPENDIX

A. ALTERNATIVE FILTERBANK
IMPLEMENTATION METHODS

As discussed in Section 2.1.2, FIR implementations are com-
putationally expensive and memory consuming.

A.1. IIR filterbank

Several computationally less expensive IIR implementations
for gammatone filters [43] have been suggested. These are
based on usual transforms from continuous-time transfer
functions to discrete-time transfer functions (e.g., impulse-
invariance transformation) which result in filters with an or-
der of 8.

Inversion

An inversion based on FIR filters according to (14) is not
possible for infinite impulse response filters. While for non-
decimated filterbanks the direct channel-by-channel inver-
sion of minimum-phase analysis filters is possible with stable
and causal synthesis filters, this is not advisable since the fre-
quency response of the inverse is complementary, that is, the
inverse of a bandpass filter gives a bandstop. In this paper, we
do not deal with further inversion possibilities for IIR filter
banks, but refer to [44].

A.2. Frequency-warped transform filterbank
Another computationally very efficient approximation of an
auditory filterbank is to take a frequency-warped transform
filterbank. In the early 1970s, Oppenheim, etal. [45] intro-
duced the technique of computing nonuniform resolution
Fourier transforms. They first transform the input sequence
into a frequency-warped version by time-reversing and pass-
ing it through a chain of allpass filters. After that, an FFT
of the samples along this allpass cascade is performed. This
is a computationally very efficient method for a constant
relative-bandwidth spectral analysis for finite-length signals.

In the late 1970s, Vary [46] suggested a frequency-warped
transform filterbank obtained by simply replacing the unit-
delay elements in the signal flow graph representation of a
sliding window with general allpasses. This is illustrated in
Figure 11. The window coefficients w0, . . . ,wW−1 correspond
to the impulse response of the prototype lowpass filter which
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Figure 12: Phase function of the first-order allpass for four different
values of the warping parameter λ.

is modulated by the transform T (e.g., a DFT or a DCT) to
get bandpasses. The window length W does not necessarily
have to be equal to the number of channels L (see [47] for
more details). Thus, a longer FIR prototype filter can be de-
signed to better approximate gammatone or roex frequency
responses.

We consider a nondecimated filterbank where the win-
dow advances by one sample at a time and, thus, the trans-
form has to be calculated for every sample and nondecimated
subband signals are obtained.

When the unit delays are replaced with general
nonlinear-phase allpasses, the characteristics of the trans-
form filterbank will be modified. Let the transfer function
of a first-order allpass be denoted by

A(z) = z−1 − λ
1− λz−1

. (A.1)

with the single so-called warping parameter λ. If we substi-
tute z−1 by A(z), a bilinear transform is applied resulting in
warping the frequency axis corresponding to the phase func-
tion of the allpass

θ′ = arctan
(

(1− λ2) sin(θ)
(1 + λ2) cos(θ)− 2λ

)
, (A.2)

where θ and θ′ are the frequency (in radians relative to the
sampling frequency) variables before and after warping, re-
spectively. In Figure 12, this function is plotted for different
warping parameters λ.

Smith and Abel [48] proposed expressions for choosing
a proper λ to achieve a frequency warping nearly identical to
that of the Bark or the ERB rate frequency scales for a given
sampling frequency. In Figure 2, the warped frequency scale
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Figure 13: Normalized frequency responses of four channels of
auditory filterbanks. Comparison between FIR gammatone filters,
rounded exponentials, and a frequency-warped DCT-4 filterbank
(λ = 0.5, fs = 8 kHz, 64-point Kaiser window with β = 10).

obtained using allpasses with λ = 0.5 at a sampling rate of
8 kHz is compared with the frequency-position function, the
ERB rate scale, and the Bark (critical-band rate) scale. There-
fore, warping a uniform filterbank with a chain of first-order
allpasses yields a good approximation of auditory filterbanks
for critical-band spectral analysis.

In Figure 13, the frequency responses of four effective
analysis filters of a warped (λ = 0.5) 64-point-windowed
DCT-4 filterbank are plotted. Here the window has been
chosen without a special optimization (Kaiser window with
β = 10). Therefore, the capability to approximate gamma-
tone filter frequency responses or roex functions is limited
(especially at higher frequencies). Anyway, we can observe
that the responses fit relatively well at low center frequencies.
Note that this behavior is contrary to what we have observed
for the FIR gammatone filter design, where the necessary im-
pulse response length increases with decreasing center fre-
quency. Further optimization of the window will improve the
frequency responses.

A window length of only 64 samples yields reasonable
frequency responses at a sampling rate of 8 kHz. Therefore,
the usage of a frequency-warped transform filterbank consti-
tutes a computationally highly efficient and memory-saving
option for an auditory filterbank implementation on a DSP
for real-time applications.

Inversion

A synthesis filterbank can be obtained by generalizing the
overlap-and-add procedure which is well known from the in-
verse short-term Fourier transform in the same way as the
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Figure 14: Nondecimated frequency-warped phase-distorted anal-
ysis/synthesis filterbank.

sliding window—by replacing the unit-delay chain with a
general allpass chain (see Figure 14). While the uniform fre-
quency resolution analysis/synthesis filterbank achieves per-
fect reconstruction, the frequency-warped version does not.
For the simple case, when the window length W equals the
number of channels L, we can choose the window coefficients
such that

∑W−1
i=0 w2

i = 1 and we obtain for the output signal

X̂(z) = X(z)AW−1(z), (A.3)

and, therefore, a phase distortion is introduced. In [47] an
FIR filter is used to compensate for this phase distortion to
get a near-perfect-reconstruction filterbank. However, this
introduces an additional delay, which increases with decreas-
ing compensation error. Anyway, it is not necessary to equal-
ize for perfect linear phase since small phase distortions are
inaudible. The case where a longer prototype filter is used
without a higher number of auditory channels, that is, W >
L, is also considered in [47].

In a recent development [49], we have shown that an FIR
synthesis filterbank exists for a critically sampled frequency-
warped transform filterbank which achieves perfect recon-
struction. However, these synthesis filters amplify any quan-
tization noise introduced in the subband signals and do not
exhibit bandpass characteristics. Thus, they are not recom-
mended for coding applications.
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