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Optimal scheduling of copper smelting process is an ongoing challenge due to conflicting objectives of 

the various process units and the inter-dependencies that exist among these units. To design a schedul- 

ing framework, two potential alternatives – centralized and hierarchical approaches – can address those 

inter-dependencies in this process. These approaches represent the two extremes and the choice depends 

on the accuracy, reliability, and complexity of the scheduling task. In this study, optimization-based cen- 

tralized and hierarchical scheduling frameworks are developed to find an optimal schedule for the smelt- 

ing process, considering the inter-dependencies among process units. We propose a practical and effective 

coordination scheme for the hierarchical framework that finds a near-optimal schedule with reasonable 

computational demands. Two case studies are presented to demonstrate that the proposed hierarchical 

framework is capable of finding a near plant-wide optimum for the copper smelting process and it can 

be used in similar plant-wide scheduling applications. 

© 2022 The Authors. Published by Elsevier Ltd. 
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N

C

 

b

 

b

 

m

s  

a

(

i

a

m  

o

b

u

t

h

0

omenclature 

entralized framework 

Sets: 

PSC unit number n, n ∈ { 1 , 2 , 3 , . . . , N} ⊂ Z 

+ , N is total num-

er of PSC units 

PSC batch number b, b ∈ {{ 1 , 2 , 3 , . . . , B } ⊂ Z 

+ , B is total num-

er of batches 

Scheduling horizon h (min), h ∈ { 1 , 2 , 3 , . . . , H} ⊂ Z 

+ , H is the

aximum time value of complete scheduling horizon 

PSC operation z i ∈ Z = { l oading i , sl ag − bl ow i , sl ag −
kim i , copper − blow, batch − end} where i ∈ { 1 , 2 , 3 , . . . , I} ⊂ Z 

+ ,
nd I is total number of repeated operations 

Variables: 

FSF: 

f eed h (kg/min) = concentrate feed rate at time h 

F SF P rod h (kg/min) = FSF production rate at time h 

F SF Mass h (kg) = mass of matte in the FSF at time h 
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PSC: 

b n,b,h 
z i 

= 

{
1 operation z i is processed on unit n during batch b at time h 

0 otherwise 

s n,b,h 
z i 

= 

{ 

1 operation b n,b,h 
′ 

z i 
is completed at time h 

′ ∀ h ≥ h 
′ 

0 ∀ h < h 
′ 

dl e n,b,h = 

{
1 b n,b,h 

z i 
= 1 on unit n during batch b at time h 

0 otherwise 

P SCMass n,b,h (kg) = mass of matte in PSC unit n during batch b

t time h . 

eleMass n,b,h (kg) = content of unwanted element ele in the PSC 

atte of unit n during batch b at time h . This ele can be iron (Fe)

r sulfur (S). 

CuMass n,b,h (kg) = mass of the copper loss in PSC unit n during 

atch b at time h . 

CuRatio n,b,h (kg) = minimum copper loss scheme points in PSC 

nit n during batch b at time h . These point are calculated using 

he scheme presented in our previous work ( Ahmed et al., 2021 ). 

Parameters: 

FSF: 

mg (percent) = matte grade 

f eed Min (kg/min) = minimum feed rate of input concentrates 

f eed Max (kg/min) = maximum feed rate of input concentrates 

F SF Low (kg) = FSF capacity limit 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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F SF Mass h =0 (kg) = FSF initial inventory level 

Grad1 = gradient of the matte grade versus FSF production 

Grad2 = gradient of matte grade versus feed rate 

Y inter (kg/min) = y-intercept of the matte grade versus FSF pro- 

uction and feed rate trajectories 

PSC: 

CuLoss z i (kg/min) = copper loss rate during operation z i 
eleRate (kg/min) = oxidation rate of element ele 

Pos z i = position number of operation z i in set Z

Num Load = number of loading operations to single PSC unit, 

um Load ∈ Z 

+ 

P rocMax z i (min) = maximum processing duration of z i 
P rocMin z i (min) = minimum processing duration of z i 
P rocF ix z i (min) = fixed processing duration of z i 
MatteF ix (kg) = fixed amount of matte transferred from FSF to 

SC unit 

P SCStart n (min) = starting time of PSC unit n 

P SCP r ior n = priority of PSC unit n 

Objective functions: 

f F SF (kg/min) = FSF objective function 

f Cen (kg) = centralized framework objective function 

f PSC (kg) = single-batch problem objective function 

ierarchical framework 

Sets: 

Batch horizon t(min), t ∈ { 1 , 2 , 3 , . . . , T } ⊂ Z 

+ and T << H, T is

he maximum time value of the single batch scheduling horizon 

Variables: 

single PSC batch: 

b t z i = 

{
1 operation z i is processed at time t 

0 otherwise 

 

t 
z i 

= 

{
1 operation b n,b,t 

′ 
z i 

is completed at time t 
′ ∀ t ≥ t 

′ 

0 ∀ t < t 
′ 

Parameters: 

single PSC batch: 

oad Batch n,b,t (min) = 
{

t loading time t of PSC unit n during batch b 

0 otherwise 

low Batch n,b,t (min) = 
{

t slag or copper blow time t of PSC unit n during batch b 

0 otherwise 

ocal End n,b,t (min) = 
{

t batch end time t of PSC unit n during batch b 

0 other wise 

oadDelay t (min) = 
{

t time t where no loading can be made to a batch 

0 otherwise 

l owDel ay t (min) = 
{

t time t where no slag or copper blow can be made to a batch 

0 otherwise 

Coordinator: 

Batch Start n,b (min) = starting time of batch b on PSC unit n 

Batch End 
n,b 

(min) = end time of batch b on PSC unit n 

 SF No h = 

{
1 FSF capacity violates at time h 

0 otherwise 

SC Load 
n,h = 

{
1 loading is made to PSC unit n at time h 

0 otherwise 

SC Blow 

n,h = 

{
1 copper or slag blow is made to PSC unit n at time h 

0 otherwise 

ogis No h = 

{
1 logistical constraint is active at time h 

0 otherwise 

ogis No h = 

{
1 flow constraint is active at time h 

0 otherwise 

. Introduction 

The copper industry, which is composed of mining, ex- 

raction and processing sectors, has contributed much to the 
2 
uropean economy ( Institute, 2018; Group, 2019 ). Over the past 

ouple of decades, this industry has struggled to neutralize the 

rowing market demands considering that the high-quality con- 

entrate deposits are running out ( Group, 2019; Iiro Harjunkoski 

nd Weidemann, 2005 ). Consequently, the utilization of low- 

uality concentrates, along with outdated scheduling and plan- 

ing techniques, affect the copper industry production and key 

oals ( FIMECC, 2014 ). Therefore, state-of-the-art scientific tech- 

iques are required to provide benefits to this industry in the long 

un ( Iiro Harjunkoski and Weidemann, 2005 ). 

In the copper industry, copper smelters are used to produce 

ure copper ( ≈ 99.9 percent). This process is composed of vari- 

us units through which an input concentrate is passed to oxi- 

ize unwanted elements such as iron and sulfur by following a 

cheduling recipe that is generally defined by the technical staff

 Ahmed et al., 2021 ). However, designing a scheduling recipe in 

dvance is challenging due to the unavailability of measured data, 

xternal disturbances, and inter-dependencies among the process 

nits ( Iiro Harjunkoski and Weidemann, 2005; Harjunkoski and 

rossmann, 2001 ). Hence, on-site schedule generation is the most 

ffective way to efficiently operate the smelter. 

Two important units of the copper smelting process that con- 

ribute much to the oxidation of unwanted elements are flash 

melting furnace (FSF) and Peirce-Smith converter (PSC), which are 

enerally operated and monitored by separate process personnel. 

he operation of these units is subject to various types of con- 

traints that arise due to variation in the quality of raw mate- 

ials, logistics issues, capacity constraints, and operational inter- 

ependencies ( Iiro Harjunkoski and Weidemann, 2005 ). The latter 

s of great concern in the smelting process because the operational 

nter-dependencies among process’ units limit the performance of 

he overall smelting process. Therefore, these inter-dependencies 

eed to be resolved in a sophisticated fashion to achieve optimal 

peration of the process ( Harjunkoski et al., 2008 ). 

In a copper smelting process, operating the FSF and PSC units 

ndependently moves the smelter from an optimal to a sub-optimal 

perational point ( Harjunkoski et al., 20 06; 20 08; Iiro Harjunkoski 

nd Weidemann, 2005; Ahmed et al., 2021 ). Furthermore, when 

hese units are operated and scheduled independently, it is diffi- 

ult for the process personnel to react promptly alone and resolve 

he inter-dependencies, which are produced by other smelter units. 

herefore, it is highly unlikely that the technical staff will fore- 

ee the consequences that their operational decisions have on the 

verall process behavior ( Iiro Harjunkoski and Weidemann, 2005; 

arjunkoski et al., 2008 ). The losses associated with this kind 

f process operation are significant, so close coordination among 

rocess units is required to achieve better process performance 

 Ewaschuk et al., 2018 ). 

To achieve optimal coordination between the process units, se- 

ecting an appropriate coordinating parameter is key. This selec- 

ion requires a deep understanding of the scheduling application 

nd the pros and cons associated with the selected parameter. An 

mportant parameter in the copper smelting process is the matte 

rade that influences the copper losses during the process oper- 

tion ( Ahmed et al., 2021 ). As minimization of the copper losses 

s an important goal in the copper smelting process, process per- 

onnel are interested in finding the optimal matte grade that can 

enerate the minimum copper losses. Therefore, matte grade can 

e a potential coordinating parameter in the smelting process. 

In the present study, discrete-time mixed integer linear 

rogramming (MILP) centralized framework and a hierarchical 

cheduling framework are proposed for a smelting process that 

onsists of one FSF and multiple PSC units. This study is an exten- 

ion of our previous work, which deals with the scheduling of a 

ingle PSC batch only ( Ahmed et al., 2021 ). The objective of this 

ork is to design frameworks that can produce schedules for a 
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Fig. 1. Decomposition-coordination. 
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ultiple-PSC units and multiple-batch process, while maximizing 

he FSF throughput, satisfying the FSF capacity constraint, mini- 

izing the copper losses during PSCs operation, and resolving the 

cheduling inter-dependencies among the process units. 

In this work, if the matte grade is used as the coordinating 

arameter, it will move the frameworks’ formulation from linear 

o non-linear. The objective of this work is not to find the opti- 

al schedule through non-linear and intensive strategies. There- 

ore, to maintain the linearity, matte grade is not used as the co- 

rdinating parameter during the hierarchical framework formula- 

ion. This study focuses on the development of the practical and 

fficient linear optimization models that can be implemented in 

ractice and still improve operations management for the smelt- 

ng process. One practical way to coordinate information among a 

melter’s units is to use heuristics that are inspired from industrial 

ractices. The advantage of heuristics is that they can provide close 

oordination among the smelter’s units without losing the linear- 

ty of the framework. Therefore, a practical and efficient heuristic 

s proposed for the coordinator; thus enabling an efficient smelter 

peration and better overall coordination among units 

The remainder of paper is organized as follows. In Section 2 , the 

entralized and hierarchical frameworks are briefly discussed, and 

he scheduling literature is presented. Section 3 provides a sum- 

ary of the copper smelting process operation and Section 4 de- 

cribes the problem statement in detail. The core of this study is 

resented in Section 5 , in which the centralized and hierarchical 

rameworks are formulated. It also provides a detailed descrip- 

ion of the heuristics used by the coordinator. In particular, the 

otivation is to demonstrate that the coordinator can handle the 

nter-dependencies effectively and provides a near-optional solu- 

ion. Section 6 describes two case studies to show that the hier- 

rchical framework is suitable for large-scale complex scheduling 

roblems. Section 7 presents the conclusion and offers an outlook 

or future work. 

. Theoretical background 

Industrial processes with complex process dynamics and objec- 

ives, such as copper smelters, have been categorized as large-scale 

roblems that attracted much attention in the 1970s and 1980s 

 Cheng et al., 2006 ). The interest in the optimal operation of large-

cale systems has increased in the last few decades due to the ben- 

fits that can be obtained when process decisions are made based 

n the optimal process scheduling and operation management 

 Martí et al., 2013 ). Despite the availability of advanced systems 

nd tools, large-scale scheduling problems are usually solved man- 

ally by experienced technical personnel. This can be explained by 

he fact that large-scale scheduling applications are sensitive to so- 

ution quality, choice of the heuristics that are adopted during the 

ormulation of the scheduling framework, and the computational 

ime required to find an acceptable solution ( Roslóf et al., 2002 ). 

When designing a large-scale scheduling framework, two com- 

on paradigms in copper smelters are centralized and hierarchi- 

al approaches, which have also been used successfully in various 

ndustrial applications ( Harjunkoski and Grossmann, 2001; Cheng 

t al., 2006; 2007; 2004; Popa, 2014 ). The choice among these ap- 

roaches depends on the accuracy of the solution, availability of 

omputing power, and the computational costs. Beside these limi- 

ations, other dominant factors are their vulnerability to the single 

oint of failure, scalability, and the ability to repair in case of a 

ailure ( Christodoulopoulos et al., 2009 ). These approaches are in- 

roduced in turn below. 

The centralized approach is based on the idea that the infor- 

ation of the entire process is gathered centrally and then pro- 

essed accordingly. This approach considers direct communication 

mong the process units; hence, it leads to a large and complex 
3 
cheduling problem formulation ( Shiquan et al., 2019 ). A fully cen- 

ralized scheduling solution for a large-scale system is often un- 

esirable and sometimes impractical due to the large demands of 

he computational resources; such formulation is only suitable for 

mall and medium-sized scheduling problems ( Cheng et al., 2007; 

oro ̧s an et al., 2010; Martí et al., 2013; Christodoulopoulos et al., 

009 ). Moreover, studies have shown that solving the entire pro- 

ess as a single scheduling problem can exhibit poor fault tolerance 

nd can be difficult to tune and maintain ( Cheng et al., 2007 ). In

ddition, when units are managed by distinct process personnel, 

specially from different organizations, sharing data might be un- 

esirable due to data protection issues. From a safety perspective, 

he malfunctioning of a single process unit in the centralized ap- 

roach might result in the collapse of the entire scheduling frame- 

ork ( Shiquan et al., 2019 ). 

Several strategies have been proposed to overcome the short- 

omings of the centralized approach ( Cheng et al., 2007; Gupta 

nd Maranas, 1999; Anderson and Papachristodoulou, 2012 ). To re- 

uce the complexity of the scheduling problem, a decentralized 

pproach is adopted where a large-scheduling problem is virtually 

ecomposed into multiple unit-level scheduling problems, which 

re solved independently. A conventional decentralized scheme 

ay not be able to provide the plant-wide optimum or feasibil- 

ty since no communication mechanisms exist among process units 

 Cheng et al., 2007 ). 

This problem is overcome using the hierarchical approach, 

hich consists of an upper layer and a lower layer. The upper layer, 

hich is usually referred to as the coordinator, enables communi- 

ation among unit-level problems. This layer acts as a supervisory 

ayer. The coordinator can be formulated mathematically as a sepa- 

ate optimization problem or it can be based on certain heuristics, 

hich can be stochastically based and can be designed based on 

he industry practices or any other available technique depending 

n the scheduling application. The lower layer consists of the unit- 

evel scheduling problems, similar to the decentralized approach. 

very unit-level problem receives information from the coordina- 

or, solves a scheduling problem and returns the required informa- 

ion back to the coordinator. A schematic diagram of the hierarchi- 

al approach is shown in Fig. 1 . 

The hierarchical approach has attracted significant interest be- 

ause it provides an evolutionary path towards achieving the cen- 

ralized scheduling and monitoring, without demanding huge com- 

utational resources. Unlike in the centralized approach, the unit- 

evel scheduling problems do not share their operating conditions 

nd the only information that is shared is that required by the co- 

rdinator for the global consensus. Therefore, data protection and 

ingle-point-of-failure issues are prevented in a more simplified 

ay. 

Scheduling solutions for the smelting process can be broadly 

ivided based on the structure of the scheduling framework and 

ime representation. From the structure perspective, they are cate- 

orized as centralized and hierarchical frameworks, while from the 

ime representation viewpoint, they are divided into continuous- 

ime and discrete-time frameworks. In the former, the time inter- 

als are flexible, whereas in the latter the time is typically parti- 
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ioned into intervals of equal size ( Ewaschuk et al., 2018; Floudas 

nd Lin, 2004 ). 

In ( Ewaschuk et al., 2018 ), Christopher et al. proposed a 

ontinuous-time centralized framework for the nickel smelting 

lant. This framework considered two FSF and four PSC units to 

nd an optimal schedule. The solution was also then applied in the 

eal-time scenarios, which emerge from a nickel smelting plant. 

arjunkoski et al. ( Harjunkoski et al., 2006 ) presented a novel cen- 

ralized scheduling formulation for the copper smelting process 

hat is based on continuous-time representation. This approach is 

ormulated using MILP techniques where the objective is to maxi- 

ize the throughput explicitly and the solution is then applied in 

 copper smelting process. 

Suominen et al. (2016) introduced a scheduling framework for 

he copper smelting process that consists of single FSF and three 

SC units. This framework maximizes the smelting throughput and 

rovides an optimal schedule by solving an optimization problem 

hat is based on continuous-time MILP techniques. This formu- 

ation is applied to an industrially oriented case study to show 

he novelty of the framework. Pradenas et al. (2003) proposed 

nother framework for the copper smelting process that maxi- 

izes the smelter production. The framework generates a sched- 

le from various production cycles that have numerous opera- 

ional, metallurgical, and environmental constraints. The frame- 

ork is applied to a copper smelter to show the applicability of the 

ramework. 

In our previous work ( Ahmed et al., 2021 ), we presented a 

ramework that finds a schedule for a single-PSC unit single-batch 

roblem. That framework made use of the discrete-time represen- 

ation and is formulated using MILP techniques. The framework 

inimizes unwanted elements content in matte, copper losses, and 

nnecessary idle times during the PSC operation. We presented a 

ase study as a simulation example to show the significance of 

hat framework. The current study is an extension of that previ- 

us work. 

. Process description 

A generic flow diagram of the copper smelting process is shown 

n Fig. 2 . In this process, the concentrates are fed to the FSF

ith changeable feed rate after passing though feeder ( Harjunkoski 

t al., 2008; Association, 2018 ). These concentrates contain a small 

ercentage of copper (Cu), while a major portion of the concen- 

rates are made of unwanted elements such as iron (Fe), sulfur 

S), Nickel (Ni), and other minor elements, such as Bismuth (Bi) 

 Harjunkoski et al., 2008 ). 

FSF operates continuously to produce copper-enriched matte. 

xygen react with the concentrates to produce molten slag, matte 

nd gases ( Suominen et al., 2016; Liu et al., 2014a; Davenport and 

artelpoeg, 2015 ). Gases are transferred to the acid plant for the 

ulfuric acid production using the gas-transfer pipelines. The slag is 

emoved repeatedly and used by the slag treatment unit for post- 

rocessing. 

The FSF produces copper-enriched matte with the predefined 

atte grade, which depends on the oxygen and air flow rate to 

he FSF ( Davenport and Partelpoeg, 2015 ). This matte is transferred 

o the PSC units for further processing using the crane, which is 

sually installed in the vicinity of the smelting process. In the PSC, 

xygen is passed through the matte that oxidize the unwanted el- 

ments as slag and gases, while copper is left as the final prod- 

ct. The final product, generally referred to as blister copper, has 

 copper percentage of at least 98 percent ( Ahmed et al., 2021; 

arjunkoski et al., 2008 ). The slag is shifted to slag treatment unit, 

hile gases are fed to the acid plant. For gas transfer, both the FSF

nd PSC units use the same gas pipelines. At the end of the batch, 

he blister copper is shifted to the anode furnace, followed by the 
4 
asting unit and then to electrolysis, before the product is available 

or commercial use. 

The PSC follows a predefined sequence of actions to produce 

 single batch of the blister copper. A schematic diagram of the 

SC is shown in Fig. 3 . The PSC process begins with the loading of

atte. During the slag-making stage, the iron and sulfur in matte 

re oxidized to iron oxides and sulfur dioxide (SO 2 ) gas, respec- 

ively. The slag is skimmed away periodically during the slag skim- 

ing operation. After the last slag skimming, the copper-making 

tage begins and this stage lasts until the required product quality 

s achieved. A detailed description of the PSC operation is provided 

n our previous work ( Ahmed et al., 2021 ). 

During this process, PSC bath temperature affects the copper 

osses to the slag and the quality of the blister copper; therefore, it 

s maintained within limits ( Harjunkoski et al., 2008; Ahmed et al., 

021 ). Furthermore, the reactions during the slag blows are highly 

xothermic; therefore, the process operator defines the maximum 

uration of the first and second slag blows for keeping the PSC 

ath temperature within its limits. During the third slag blow and 

opper blow, the temperature is maintained by adjusting the oxy- 

en flow. During the slag blows, copper losses start increasing ex- 

onentially as the iron content in the matte approaches zero level 

 Tan, 2007 ). Therefore, for an acceptable process operation, the slag 

lows duration should be carefully controlled to keep those losses 

t a minimum ( Ahmed et al., 2021 ). 

. Problem statement 

In this study, we consider a copper smelting process, as shown 

n Fig. 4 . While the actual smelting process is more complex in 

ature, this formulation still reflects the main aspects of an actual 

melter. 

Given: A smelting process that consists of one FSF and multi- 

le PSC units. The FSF operates continuously to produce matte by 

eceiving input concentrates with a variable feed rate. The matte 

evel in the FSF must remain above a minimum value, which is set 

y the technical staff. 

To transfer the matte from the FSF to the PSC units, a crane is 

nstalled in the vicinity of the smelter. All the PSC units produce 

he blister copper batches by following a predetermined sequence 

f actions. All the PSC units operate independently and without 

ny maintenance break. 

Determine: A production schedule where PSC units produce 

lister copper batches in a synchronized way with the required 

roduct quality, while respecting the associated production and 

cheduling constraints. 

Goal: The objective is to formulate both the centralized and the 

ierarchical discrete-time frameworks to produce optimal sched- 

les. The motivation behind formulating both frameworks is to 

ompare their solutions in terms of quality and computational 

emands. Furthermore, the interest is to show that the central- 

zed framework is suitable for scheduling applications with smaller 

roblem sizes, while the hierarchical framework is suitable for 

arge-scale scheduling applications. In addition, the centralized 

ramework can act as a benchmark for the hierarchical framework. 

urthermore, both frameworks should provide schedules with min- 

mum batch time and must handle the inter-dependencies that 

rises from the operations in these units. In the smelting process, 

nter-dependencies are generated due to units’ demands for a com- 

on scarce resource ( Harjunkoski et al., 2008 ). In this work, inter- 

ependencies arise due to crane availability and gas-pipelines flow 

apacity. 

Logistical constraints: 

Logistical constraints arise due to crane availability. The crane is 

sed for the matte transfer from the FSF to PSC units, slag transfer 

rom PSC units to slag processing unit, and blister copper from PSC 
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Fig. 2. Copper smelting process ( Ahmed et al., 2021 ). 
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the FSF. 
nits to anode furnace. We assumed that the logistical constraints 

re generated only due to the matte transfer from FSF to PSC units 

nd other units’ operations do not contribute to the activation of 

hese constraints. 

The crane can transfer only one ladle of matte from the FSF to a 

SC unit at any given time. Therefore, the crane operational avail- 

bility is limited. Since the PSC units are operated separately, lo- 

istical constraints arise frequently when two or more PSC units 

equest for the matte loading at the same time or when a PSC 

nit requests for the matte loading before its proposed starting 

ime. 

Flow constraints: 

Flow constraints arise due to the limited capacity of gas 

ipelines. The FSF produces SO 2 gas continuously, while the PSC 

nits produce this gas during the slag and copper blows. This gas 

s transferred to the acid plant using the gas pipelines. Considering 

he continuous FSF operation and stopping its operation results in 

erious consequences, the PSC units are scheduled accordingly to 

atisfy the gas pipelines’ capacity constraints. We assumed that the 

ow constraints become active only if two or more PSC units are 

n slag or copper blow stage at the same time. 
5 
Assumptions and Limitations: 

This study is subject to multiple assumptions and limitations. 

he FSF initial inventory value and input concentrates feed lev- 

ls are selected such that they provide a feasible initial opera- 

ion point for the proposed frameworks. The FSF capacity levels 

re generally subjected to the FSF type that is being considered. 

ince this study does not focus on any specific type of FSF, they 

re chosen arbitrarily. Furthermore, PSC units can be available at 

ame or different times. If they are available at different times, 

ach PSC unit is assigned with a unique priority number, which 

epends on its availability with reference to the current time. The 

arliest available PSC unit has the highest priority, while the latest 

vailable unit has the lowest priority. However, priority is assigned 

andomly if two or more PSC units are available at the same time. 

dditional assumptions are: 

• FSF processes same type of input concentrates. 

• FSF produces matte with the specific matte grade, which is 

efined beforehand by the process personnel. The FSF production 

epends on the concentrate feed rate and matte grade only. When 

he process begins, there is always an initial inventory available in 
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Fig. 3. PSC operation summary (adopted from Ahmed et al. (2021) ). 
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• Due to PSC units’ priority, the highest priority PSC unit com- 

letes its loading operations first, followed by the next highest pri- 

rity PSC unit. The logistical constraints become active if a PSC unit 

equests for matte loading before the preceding high-priority PSC 

nits. 

• To satisfy flow constraints, there can be only one slag or cop- 

er blow operation at any given time. 

• PSC units’ initial availability is known in advance. It is as- 

umed that all the previous schedules generated by the framework 

re feasible. Therefore, inter-dependencies between the previous 

nd current schedule are not considered. 

• All the PSC units are same in dimensions, and they follow the 

ame sequence of operations for producing blister copper batches. 

• The slag type does not change during the PSC operation. 

• The slag treatment unit and acid plant have unlimited storage 

apacity; hence, they are not considered in the present formula- 

ions. 

• Oxygen is supplied constantly without any interruption; 

ence, the oxidation rate of elements in the FSF and PSC remains 

onstant. Therefore, oxygen has not effect on smelter units’ perfor- 

ance. 

• It is assumed that the temperature is kept in a feasible range 

y pre-selecting an appropriate constant oxygen enrichment dur- 
Fig. 4. Smelting

6 
ng the slag blow stages; therefore, temperature is not a decision 

ariable in this study ( Ahmed et al., 2021 ). 

• During each slag blow, a minimum amount of slag is pro- 

uced. This is achieved by setting a minimum duration constraint 

or all the slag blow operations. 

• None of the unit requires any maintenance during the process 

peration. 

. Mathematical formulation 

This section describes the mathematical formulation of the cen- 

ralized and hierarchical framework. The main characteristics that 

re common to both frameworks are as follows: 

• The objective function for each unit remains the same. 

• All capacity levels are deterministic and do not change over 

ime. 

• Each PSC unit is available only when the previous batch has 

een completed successfully. 

.1. Centralized framework 

.1.1. Flash smelting furnace 

The FSF model is based on the law of mass conservation. The 

SF matte production depends on the matte grade mg and the con- 

entrate feed rate f eed h . Decreasing mg increases the FSF produc- 

ion F SF P rod h as the FSF requires less time span for oxidizing the

equired amount of unwanted elements; hence, it increases PSC 

atch time ( Liu et al., 2014b ). Similarly, increasing the f eed h in- 

reases the F SF P rod h as concentrates are available at a faster rate 

or the matte production. 

The FSF matte production is given in Eq. (1) . During the FSF 

peration, the matte grade mg is selected beforehand and it re- 

ains unchanged, while the f eed h needs to be maintained within 

ts bounds. The accumulated mass of the FSF matte is given in 

q. (2) . The FSF model must fulfil the minimum matte level con- 

traint, which is added to the model using Eq. (3) . The goal of

he FSF is to utilize as much input concentrates as possible; hence, 

aximization of the feed rate is the primary objective, as shown 

n Eq. (4) . 

SFP ro d h = ( Grad 1 × mg ) + 

(
Grad 2 × fee d h + Y sint er 

)
eedMin ≤ fee d h ≤ feed Max 

∀ Grad 1 , Grad 2 , Y inter ∈ R 

+ (1) 

SFM as s h = FSFM as s h =0 + FSFM as s h −1 + FSFP ro d h − Matt eFix 

×∑ N 
n =1 

∑ B 
b=1 

∑ I 
i =1 b 

n,b,h 
z i 

∀ z i 
 = load in g i 
(2) 

 SF Mass h ≥ F SF Low (3) 
 process. 
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Fig. 5. PSC units availability. 
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f eed 

f F SF = 

H ∑ 

h =1 

f eed h (4) 

.1.2. Peirce-Smith converter 

In our previous work, we developed a single-PSC unit single- 

atch formulation ( Ahmed et al., 2021 ). In the present work, we 

xtended our single-unit PSC formulation to multiple-PSC unit 

nd multiple-batch formulation. This new formulation is used for 

eveloping the centralized scheduling framework. However, this 

ultiple-PSC unit and multiple-batch formulation can be config- 

red effortlessly to a single-PSC unit single-batch problem, which 

s used in the hierarchical approach. 

In smelting process, PSC units are functioning in parallel to pro- 

uce numerous blister copper batches, as shown in Fig. 5 . The 

SC units’ availability is known beforehand using the parameter 

 SCStart n , which contains the information about the starting time 

f a PSC unit. Based on the PSC unit’s availability, a priority num- 

er is assigned to each PSC unit using Eq. (5) . This priority number

etermines which PSC unit begins its operation first, second, and 

o forth. 

 SCP r ior n = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

Highest unit n has the lowest PSCStart n value 

Highest − 1 unit n has the second lowest PSCStart n v alue 

. 

. 

. 

Lowest unit n has the highest PSCStart n value 

(5) 

Each PSC unit can process only one operation on unit n at a 

ingle time, as given in Eq. (6) . The processing time of operation 

emains fixed or its optimal value is estimated by the framework, 

s provided in Eq. (7) . 

I 
 

i =1 

Z ∑ 

z i = load in g i 

b n,b,h 
z i 

≤ 1 ∀ b ∈ B, h ∈ H (6) 

H 
 

 =1 

b n,b,h 
z i 

⎧ ⎨ 

⎩ 

= ProcF ix z i ∀ z i 
 = sl ag − bl ow i , copper − blow, b ∈ B, n ∈ N 

≥ ProcMin z i ∀ z i = sl ag − bl ow i , copper − blow, b ∈ B, n ∈ N 

≤ ProcMax z i ∀ z i = sl ag − bl ow i , copper − blow, b ∈ B, n ∈ N 

(7) 

For scheduling operations of a PSC unit, a combination of two 

istinct binary variables is used. Variable b n,b,h 
z i 

represents the oc- 

urrence of an operation during batch b on unit n at time h . The

ther variable s n,b,h 
z ensures that all the individual operations b n,b,h 

z 
i i 

7 
uring each batch b are scheduled in the same manner as de- 

cribed in the set Z. Therefore, Eqs. (8) - (9) are used to ensure that

ny succeeding operation during batch b on unit n can happen only 

f the all the previous operations are successfully completed on the 

ame batch b on unit n ; otherwise, the succeeding operation is put 

n hold ( Ahmed et al., 2021 ). 

 

n,b,h 
z i 

= s n,b,h −1 
z i 

+ b n,b,h 
z i 

∀ z i ∈ Z (8) 

∑ I 
i =1 

∑ z i 
z 1 = load in g 1 

∑ H 
h =1 s 

n,b,h 
z i 

≥ Po s z i × b n,b,h 
z ′ 

i ∀ z 
′ 
i 
= operation succeeding z i , b ∈ B, n ∈ N 

(9) 

Mass of the matte and various elements contained in this matte 

re calculated using Eqs. (10) - (11) . The amount of unwanted ele- 

ents in matte depend on the matte grade value, which is rep- 

esented by function f (mg) . Here, all the masses are represented 

y continuous variables. During slag blows, copper is lost to the 

lag and its accumulated quantity in slag can be estimated using 

quation (12) . In order to keep the copper losses at a minimum 

evel, this formulation uses a simple but efficient scheme that min- 

mizes the copper losses by finding the optimal duration of the slag 

lows. Details about this scheme (such as variables and symbols) 

an be found in ( Ahmed et al., 2021 ). 

 SCMass n,b,h = P SCM ass n,b,h −1 + 

I ∑ 

i =1 

H ∑ 

h =1 

M atteF ix × b n,b,h 
loading i 

−
I ∑ 

i =1 

H ∑ 

h =1 

(CuLoss z i + eleRate ) × b n,b,h 
z i 

∀ z i 
 = loading i , b ∈ B, n ∈ N (10) 

leM as s n,b,h = eleM as s n,b,h −1 
I ∑ 

i =1 

H ∑ 

h =1 

[ f ( mg ) ] × b n,b,h 
load in g i 

−
I ∑ 

i =1 

H ∑ 

h =1 

( CuLos s z i + eleR ate ) × b n,b,h 
z i 

∀ z i 
 = load in g i , b ∈ B, n ∈ N (11) 

uMas s n,b,h = CuMas s n,b,h −1 + 

I ∑ 

i =1 

H ∑ 

h =1 

CuLos s z i × b n,b,h 
z i 

∀ z i = slag blo w i , b ∈ B, n ∈ N (12) 
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Fig. 6. Centralize scheduling framework. 
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A PSC batch ends once the copper blow is completed. Upon suc- 

essful completion, the variable s n,b,h 
batch −end 

is set to 1, as shown in 

q. (13) . Therefore, the next batch can begin its processing only 

f the current batch variable s n,b,h 
batch −end 

is set to 1, as shown in 

q. (14) . 

 

n,b,h 
batch −end 

+ b n,b,h 
copp er −blow 

≤ 1 ∀ b ∈ B, n ∈ N, h ∈ H (13) 

 

n,b,h 
batch −end 

≥ 1 × b n,b+1 ,h 
z i 

∀ z i = load in g i , b ∈ B, n ∈ N, h ∈ H (14) 

Unnecessary idle times during the batch are minimized using 

 penalty term idle n,b,h , which is calculated using Eq. (15) . The 

bjective function of the PSC units is shown in Eq. (16) . The over-

ll goal is to minimize the unwanted elements content in matte, 

opper losses in the slag and idle times. Here, CuRatio n,b,h repre- 

ents the list of feasible points which are calculated by the pro- 

osed copper minimization scheme ( Ahmed et al., 2021 ). 

dl e n,b,h = 

I ∑ 

i =1 

Z ∑ 

z i = load in g i 

H ∑ 

h =1 

b n,b,h 
z i 

∀ z i ∈ Z, b ∈ B, n ∈ N (15) 

min 
uMass,eleMass,CuRatio,idle 

f PSC = 

C ∑ 

c=1 

B ∑ 

b=1 

H ∑ 

h =1 

CuMass n,b,h 

+ eleMass n,b,h + CuRatio n,b,h + idle n,b,h (16) 

.1.3. Inter-dependencies 

In this work, PSC units can be available at any time. If PSC units

re available at the same time, priorities are assigned randomly to 

hem; otherwise, priorities are assigned based on their availability. 

The processing order of the batches depends on the priority of 

heir PSC units. The batch belonging to the highest priority PSC 

nit begins its processing first and batches on the low-priority 

SC units wait until all the loading operations to this high prior- 

ty batch have been performed successfully. If a batch on a low- 

riority PSC unit violates the proposed loading principle, inter- 

ependencies are generated among the PSC units and the loading 

onstraints become active. 

To avoid the inter-dependencies among the PSC batches due to 

atte loading, Eq. (17) ensures that the loading operations to the 

SC units are made in a synchronized manner based on their pri- 

rity number. 

Interdependence among the PSC batches is also generated due 

o flow constraints when two or more PSC batches are in the slag 

r copper blow stage together. To ensure that only one PSC batch 

emains in the slag or copper blow at any given time, Eq. (18) is

sed. 

I ∑ 

i =1 

N ∑ 

n =1 

H ∑ 

h =1 

s n,b,h 
z i 

≥ NumL oad × b n +1 ,b,h 
z i 

∀ z i = load in g i , b ∈ B, n ∈ N (17) 

I ∑ 

i =1 

N ∑ 

n =1 

b n,b,h 
z i 

≤ 1 

∀ z i = slag blo w i , copp er blow , b ∈ B, h ∈ H (18) 

The schematic diagram of the centralized framework is shown 

n Fig. 6 . The objective function is the addition of local objective 

unctions of the process units, as given in Eq. (19) . This frame- 

ork is initialized with the mg, Bat chStart n and other necessary 

arameters, which are required for the process operation, and it 

erminates once an optimal schedule with the minimum objective 

unction value has been found. 

in f Cen = f PSC − f F SF (19) 
8 
The centralized framework solves the problem as a single large 

ptimization problem; therefore, the schedule is expected to have 

inimum idle times, short schedule duration and a higher compu- 

ation load requirement. 

.2. Hierarchical framework 

The hierarchical framework execution is shown in Fig. 7 . This 

cheme is based on the idea that no direct communication exists 

mong the smelting units; therefore, all the information among the 

nits is exchanged through the coordinator. Therefore, the FSF and 

SC models are modified accordingly, to accommodate that coordi- 

ating information. 

.2.1. Flash smelting process 

The mathematical formulation of the FSF model remains the 

ame as described in Section 5.1.1 . However, the FSF receives the 

ime instances of the loading operations that have been made dur- 

ng the previous iteration using the parameter P SCLoad n,h . This new 

nformation is added to the FSF model by replacing Eq. (2) with 

q. (20) . Since the coordinator is responsible for the fulfilment of 

SF capacity constraint, Eq. (3) is removed from the FSF model. 

SFM as s h = FSFM as s h =0 + FSFM as s h −1 + FSFP ro d h − Matt eFix 

×∑ N 
n =1 PSCL oa d n,h ∀ h ∈ H 

(20) 

At each iteration, the FSF model estimates the mass production 

rajectory F SF Mass h and returns it to the coordinator for further 

nalysis. 

.2.2. Peirce-Smith converter 

In the hierarchical framework, PSC units are operated and 

cheduled independently; therefore, the single-PSC unit single- 

atch formulation is used here. This unit-PSC formulation is con- 

gured from the multiple-unit multiple-batch formulation, which 

s presented in Section 5.1.2 , by equating N and B equal to 1 

 N = 1 , B = 1 ) and replacing the scheduling horizon ( h ) with the

ingle batch scheduling horizon ( t). Consequently, the hierarchical 

ramework solves for the maximum of C × B number of indepen- 

ent scheduling problems during each iteration. For simplicity, this 

ingle-PSC unit single-batch problem is referred to as a batch . 
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Fig. 7. Hierarchical scheduling framework. 
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To resolve the inter-dependencies and FSF capacity constraint, 

ll batches receive four distinct pieces of information from the co- 

rdinator during each iteration: Batch Start n,b , F SF No h , Logis No h and 

 low No h . The parameter Batch Start n,b contains the starting time of 

atches, while F SF No h contains those time values where the FSF 

apacity constraint is active due to violation of its minimum ca- 

acity limit. Parameters Logis No h and F low No h contain information 

bout the inter-dependencies due to logistical and flow constraints. 

 SF No h , Logis No h and F low No h have a value of 1 for all the violating

ime values. 

During each iteration, every batch uses Batch Start n,b to re- 

rieve the concerned and important information. Using F SF No h and 

ogis No h , every batch retrieves time instants at which the FSF ca- 

acity or logistical constraints are active. Similarly, F low No h is used 

o extract the flow constraint violating time instances. All batches 

tore those violating time instants in LoadDelay t and Bl owDel ay t by 
9 
ssigning a value of 1 against each violating time instant, as given 

n Eqs. (21) and (22) . 

The above new information is added to the single-PSC unit 

ingle-batch formulation by replacing Eq. (7) with Eqs. (23) and 

24) . With the addition of this new information, every batch is able 

o produce a new batch schedule with no loading or blow oper- 

tions at the conflicting time instants; this enables the coordina- 

or to resolve the FSF capacity and inter-dependencies at a batch 

evel. 

LoadDelay t = 

{ 

1 t = h − Batch Start n,b and { F SF No h = 1 or Logis No h = 1 } 
0 otherwise 

(21) 

Bl owDel ay t = 

{ 

1 t = h − Batch Start n,b and F low No h = 1 

0 otherwise 
(22) 
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∑ T 
t=1 b t z i 

= 

{
Proc Fix z i Load Dela y t = 0 ∀ z i = load in g i 

0 Load Dela y t = 1 ∀ z i = load in g i 
(23) 

 T 
t=1 b 

t 
z i 

⎧ ⎪ ⎨ 

⎪ ⎩ 

= 0 Blow Dela y t = 1 ∀ z i = slag − blo w i , copp er − blow 

≥ Proc Ma x z i Blow Dela y t = 0 ∀ z i = slag − blo w i , copp er − blow 

≤ Proc Mi n z i Blow Dela y t = 1 ∀ z i = slag − blo w i , copp er − blow 

(24) 

All batches solve their problems independently to find batch- 

evel optimal schedules and store their local loading, slag blow 

nd copper blows, and batch termination times in Load Batch 
n,b,t 

, 

l ow Batch 
n,b,t 

and Local End n,b,t , using Eqs. (25) - (27) . Since batches

ay have different starting times, which may result in different 

ermination times, the corresponding batch termination time is 

tored in Batch End 
n,b 

using Eq. (28) . In the end, each batch shares 

ll the information with the coordinator. Following that, all the 

atches move to a waiting stage to receive new information from 

he coordinator. 

Load Batc h n,b,t = 

{
t b n,b,t 

z i 
= 1 ∀ z i = load in g i , b ∈ B, n ∈ N 

0 otherwise 
(25) 

Blow Batch 
n,b,t = 

⎧ ⎨ 

⎩ 

t if b n,b,t 
z i 

= 1 ∀ z i = slag − blow i , copper − blow, 

0 otherwise 

b ∈ B, n ∈ N 

(26) 

Loca lEn d n,b,t = 

{
t b n,b,t 

z i 
= 1 ∀ z i = batch − end , b ∈ B, n ∈ N 

0 otherwise 

(27) 

Batc hEn d n,b = 

{
Loca lEn d n,b,t ∀ b = 1 , n ∈ N 

Loca lEn d n,b,t + Batc hStar t n,b ∀ b 
 = 1 , n ∈ N 

(28) 

.2.3. Coordinator 

The coordinator part of the hierarchical framework is based on 

euristics. As the FSF and PSC units have different functionality 

nd there is no interlinking constraint between these two units, 

euristics-based coordination is a preferable way of solving the 

nter-dependencies between these units. This heuristic is divided 

nto parts: the first part is based on the industrial practices in the 

opper industry, while the second part is inspired by the manual 

cheduling. The first part of the heuristic is used to solve the inter- 

ependencies among the units, whereas the second part is used 

o ensure that it converges to a near-optimal solution with mini- 

um computational costs. In the hierarchical framework, the role 

f the coordinator is to coordinate between the FSF and PSC units, 

s well as between the PSC units, to resolve the operational inter- 

ependencies to achieve smooth operation of the smelting process. 

herefore, the coordinator is responsible for: 

• Optimal operation of the FSF and PSC units. 

• Resolving the inter-dependencies. 

• Find a near-optimal schedule without existence of inter- 

ependencies. 

At the start of the hierarchical framework, the coordinator as- 

igns priorities to the PSC units using Eq. (5) . During each it- 

ration, all batches solve separate scheduling problems, as dis- 

ussed in Section 5.2.2 . At the end of each iteration, the coordina- 

or receives Load Batch 
n,b,t 

, Blow Batch 
n,b,t 

and End Batch 
n,b 

from the 

atches. The coordinator arranges the associated batches of a PSC 

nit in ascending order of their batch termination times. Therefore, 

oad Batch 
n,b,t 

and Blow Batch 
n,b,t 

are arranged on their correspond- 

ng PSC units using the End Batch 
n,b 

as given in Eqs. (29) - (30) , and
10 
hey are stored in parameters P SC Load 
n,h 

and P SC Blow 

n,h 
. 

PSCL oa d n,h = 

{ 

1 h = 

(
Load Batc h 

n,b,t + EndB atc h 

n,b−1 
)

∀ Load Batc h 

n,b,t 
 = 0 , b ∈ B, n ∈ N 

0 otherwise 

(29) 

PSCB lo w 

n,h = 

{ 

1 h = 

(
Blow Batc h 

n,b,t + EndB atc h 

n,b−1 
)

∀ Blow Batc h 

n,b,t 
 = 0 , b ∈ B, n ∈ N 

0 otherwise 

(30) 

The coordinator shares this loading information P SCLoad n,h to 

he FSF. The FSF returns the F SF Mass h to the coordinator and 

he coordinator retrieves the conflicting time instants from the 

 SF Mass h using Eq. (31) . The coordinator assigns a value of 1 

gainst each violating time instant, if any exists. 

SFN o h = 

{
1 FSFM as s h < FSFM in ∀ h ∈ H 

0 otherwise 
(31) 

sing Eqs. (32) and (33) , the coordinator identifies the conflicting 

ime instants that are due to logistical and flow constraints. These 

onflicting time instances are stored in Logis No h and F low No h , re- 

pectively. Lastly, the coordinator updates the starting time of ev- 

ry batch Batch Start n,b using Eq. (34) . 

ogi sN o h = 

{
1 

∑ N 
n =1 PSCL oa d n,h > 1 ∀ h ∈ H 

0 otherwise 
(32) 

ogi sN o h = 

{
1 

∑ N 
n =1 PSCB lo w 

n,h > 1 ∀ h ∈ H 

0 otherwise 
(33) 

atc hStar t n,b = Batc hEn d n,b−1 + 1 ∀ b ∈ B, n ∈ N (34) 

The coordinator shares the new Batch Start n,b , F SF No h , Logis No h 

nd F low No h with all the batches. The batches are simulated 

ccordingly and they return Load Batch 
n,b,t 

, Blow Batch 
n,b,t 

and 

atchEnd n,b back to the coordinator. The coordinator investigates 

he FSF mass trajectory and the latest schedule. If FSF capacity 

onstraint violation or inter-dependencies exist in the schedule, 

he coordinator updates the Batch Start n,b , F SF No h , Logis No h and 

 low No h using Eqs. (31) - (34) and a new iteration is performed. 

his exchange of information continues until a feasible schedule 

s found with no violation of the FSF capacity constraint and free 

f the inter-dependencies. When this happens, the coordinator re- 

urns the current schedule and the framework terminates. 

The aforementioned heuristic is based on the sharing of the in- 

ormation between the coordinator and the lower-level optimiza- 

ion problems in a systematic manner, enabling it to converge to 

 near-optimal operational point. However, the convergence pace 

nd its computational cost depends on a few factors, particularly 

he number of PSC units employed, number of batches per PSC 

nit, concentrate feed rate, initial FSF inventory level, PSC units’ 

vailability, and single-batch horizon value. Generally, these values 

emain unchanged during process operation. Therefore, in order 

o increase the speed of convergence, decrease the computational 

osts, and improve the quality of the solution, the second part of 

he heuristic becomes active; this is discussed next. 

The purpose of the hierarchical framework is to provide a near- 

ptimal solution by reducing the presence of unnecessary idle 

imes and significant computational costs. If a feasible schedule is 

llowed to contain unnecessary idle times, fewer iterations are re- 

uired to find a feasible schedule, which means the computational 

osts reduce. However, such practice can affect adversely the qual- 

ty of the schedule. On the other hand, strong coordination among 

rocess units can improve the quality of the schedule by reduc- 

ng unnecessary idle times, but also produces high computational 

osts. 
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Fig. 8. Grouping of batches. 
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To ensure that the hierarchical framework always converges to 

 near-optimal point, the proposed heuristic takes advantage of the 

SC unit’s priorities. Here, all the batches are divided into separate 

roups, as shown in Fig. 8 . Group 1 consists of the first batch on

ach PSC unit, while the last batch on each PSC unit is assigned 

o group Bmax . The allocation of batches to the groups is arranged 

uch that, if the starting time of a batch in a group is higher than

he maximum termination time of the batch in a group, it is not 

dded to the same group, but to the next group if its batch start- 

ng time is smaller or equal to the maximum termination time of 

he batch in the next group, and so on. Here, Bmax is the maxi-

um number of batches processed on a PSC unit. Considering this 

atch’s grouping, the hierarchical framework resolves the inter- 

ependencies in ascending order of the group numbers. Hence, the 

atches of Group 1 are handled first, while the batches of group 

max are addressed last. 

To resolve inter-dependencies in a group, the hierarchical 

ramework uses a periodic approach instead of resolving all the 

nter-dependencies simultaneously. This periodic approach refers 

o solving only some of the inter-dependencies during a single it- 

ration; hence, the number of iterations to find a feasible sched- 

le increases. However, this approach increases the quality of the 

olution by reducing the presence of unnecessary idle times. On 

he contrary, if all the inter-dependencies are solved simultane- 

usly in a group, it can add unnecessary idle times to the schedule, 

hich affects the quality of solution. In the worst-case scenario, 

hen inter-dependencies are handled simultaneously in a group, 

he framework may start oscillating between two local-optimal 

oints and the framework may terminate without a feasible solu- 

ion. 

For resolving inter-dependencies in a group using a periodic ap- 

roach, the coordinator first identifies the conflicting batches and 

hen their corresponding PSC units. The coordinator then always 

elects the lowest priority PSC unit from the set of conflicting PSC 

nits and the batch on this unit is simulated only during the cur- 

ent iteration. This way, the operation of the batch on the low- 

st priority PSC unit is rescheduled and, consequently, the inter- 

ependencies are resolved between this batch and the batches on 

ther high-priority PSC units. In the next iteration, it repeats the 

ame procedure by only selecting and simulating the batch on the 

owest priority PSC unit from the given conflicting PSC units. This 

rocess continues until all the inter-dependencies within a group 

re resolved successfully. 

The benefit associated with the periodic approach is that the 

atches in a group are rescheduled according to the priority asso- 

iated with their PSC units after resolving their inter-dependencies. 

or example, if inter-dependencies exist among all the batches of 
11
roup 1, the batch on PSC unit n is rescheduled first, consider- 

ng that this unit has the least priority. In the next iteration, if 

nter-dependencies still exist between the batch of the PSC unit n 

nd the other batches on high-priority PSC units in Group 1, the 

ame batch is rescheduled again. However, if inter-dependencies 

xist in Group 1 and the batch of PSC unit n is not the source of

hese inter-dependencies’ generation, the batch on PSC unit n − 1 

s rescheduled to resolve the inter-dependencies in Group 1. 

After resolving all the inter-dependencies that may exist in 

 group, the framework searches for the existence of inter- 

roup inter-dependencies before examining the following group. As 

roups are arranged in ascending order of their group numbers, 

nter-dependencies between the current and succeeding groups 

re resolved by rescheduling all the batches associated with the 

ucceeding groups at once. After solving the inter-group inter- 

ependencies, the framework searches for the inter-dependencies 

mong the batches of the following group. If inter-dependencies 

xist in this group, the framework repeats the same procedure, and 

his process continues until all the inter-dependencies among all 

he batches in all the groups are resolved successfully. 

In a hierarchical framework, the FSF capacity limit violations 

nd inter-dependencies among batch problems can occur simulta- 

eously. Resolving all of them at the same time results in weak 

ptimality of the solution due to the presence of unnecessary idle 

imes. The quality of the solution can be improved by prioritizing 

hese conflicts. For example, if the FSF capacity limit and logistical 

onstraints become active at the same time, resolving the logisti- 

al constraints prior to the FSF one is more valuable because it can 

ossibly resolve the FSF capacity constraints automatically or it can 

educe the violating time span, thus minimizing the computational 

emands. Fig. 9 shows how conflicts are handled. The coordinator 

euristic is summarized in Algorithm 1 . 

The hierarchical framework will produce a sub-optimal solu- 

ion compared to the centralized framework in terms of idle times 

resence in the schedule and schedule duration. In contrast to cen- 

ralized framework, the problem size of the hierarchical frame- 

ork does not grow exponentially with the addition of new batch 

roblems; therefore, the computational costs will be lower than 

he centralized framework. Hence, the schedule produced by this 

ramework is expected to have extra idle times and higher sched- 

le duration, but lower computational demands. 

. Case studies 

In this section, we present two case studies to validate the 

roposed frameworks. In these case studies, the centralized and 
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Fig. 9. Conflicts handling in the coordinator. 
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ierarchical frameworks are compared in terms of their solution 

uality and computational demands. 

In both case studies, the PSC units’ availability is known in ad- 

ance from the process history. The process parameters are given 

n Table 1 . Each PSC batch recipe consists of three loading op- 

rations, three slag blow operations, three slag skimming opera- 

ions, and a single long copper blow operation; therefore, I = 3 . 

oth frameworks are modelled in GAMS and solved with CPLEX 

2.7 with the default optimally gap of 10 percent ( Bussieck and 

eeraus, 2004; IBM, 2017 ). The computations were performed us- 

ng a 2.60 GHz IntelCoreTM i7 6700HQ processor with 32GB of 

AM, running Windows 10 Enterprise 64-bit. 

CPLEX uses the branch-and-cut algorithm to find an optimal so- 

ution for MIP problems. Centralized framework with few PSC units 

r batches per PSC unit have lower computational demands. How- 

ver, increasing the number of PSC units or batches per PSC unit 

esults in a larger problem formulation of the centralized frame- 

orks; hence, the computational demands increase significantly. 

arger problem formulation of the centralized framework implies 

hat the framework has a higher number of discrete variables. Con- 

equently, the number of nodes in the branch-and-cut algorithm 

ncreases and the computational demands become higher. In given 

ase studies, an upper bound on the computational time is defined 

nd the frameworks will terminate automatically if no feasible so- 

ution is found during this maximum CPU time. The value of this 

pper bound can be any positive integer number and is subject 

o the scheduling application and process personnel experience. As 

he objective of this study is to compare the centralized and hierar- 

hical frameworks in terms of their solution quality and computa- 

ional demands, a high value for this upper bound is chosen and is 
12 
et to 120 minutes. In real-time scheduling applications, this value 

an be very small compared to the value chosen here. 

In MIP problems, one way to reduce the complexity of the 

ramework is to choose an educated initial condition. A warm start 

ike this assists the branch-and-cut algorithm determine where to 

egin the search. In the best possible scenario, a good initializa- 

ion can direct the algorithm to perform the search near the node 

here the optimal solution may exist. 

In the centralized framework, no prior solution exists, so all the 

ramework variables are initialized with the zero value. However, 

he batches are identical in the hierarchical framework; therefore, 

he solution computed by the previous batch can be used as a 

arm start for the next batch, as shown in Fig. 10 . 

.1. Case study 1 - Base case 

In this case study, the centralized and hierarchical frameworks 

re simulated for the process that consists of one FSF and two PSC 

nits. The process initial values are given in Table 2 . Here, each PSC 

nit produces only two batches; hence, both frameworks produce 

easible schedule for four PSC batches. As both PSC units are avail- 

ble at the same time, PSC Unit 1 is assigned the highest priority 

nd PSC Unit 2 has the lowest priority. 

Using the centralized approach, the framework finds an opti- 

al schedule considering one FSF and four PSC batches as a sin- 

le problem, as shown in Fig. 11 . Fig. 11 shows that the central-

zed framework can resolve the inter-dependencies among the PSC 

atches effectively by producing a shorter schedule with fewer idle 

imes and this framework is capable of maintaining the FSF matte 

evel within the defined limits. However, the size of the central- 
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Algorithm 1: FSF and PSC units scheduling based using hier- 

archical framework. 

Data : P SCStart n , P SCP r ior n , F SF Mass h =0 , mg 

Result : Feasible process schedule with no FSF capacity 

constraint violations and inter-dependencies presence 

1: Initialization 

iteration =1 

F SF No h =0 

Logis No h =0 

F low No h =0 

Batch Start n,b = P SCStart n 

Stop = false 

2: while Stop = false do 

if iteration = 1 then 

solve the F SF model, obtaining F SF Mass h 

coordinator computes F SF No h 

solve the batch problems using F SF No h , obtaining 

P SCLoad n,h , P SCBlow 

n,h and EndBatch n,b 

else 

solve the F SF model using P SCLoad n,h , obtaining the 

F SF Mass h 

coordinator computes F SF No h , Logis No h and F low No h 

if ( 
∑ H 

h =1 F SF No h = 0 and 
∑ H 

h =1 Logis No h = 0 and ∑ H 
h =1 F low No h = 0) then 

feasible schedule is found 

Stop = true 

else 

batch problems are solved using P SCStart n,b , F SF No h , 

Logis No h and F low No h , obtaining P SCLoad n,h , 

P SCBlow 

n,h and EndBatch n,b 

iteration ++ 

Goto step 2 

end 

end 

end 

Table 1 

Framework parameters. 

Parameter Description Value 

mg matte grade 68 (percent) 

f eed Min minimum feed rate 5 (kg/min) 

f eed Max maximum feed rate 100 (kg/min) 

F SF Low minimum FSF level 20 (kg) 

MatteF ix matte transferred from FSF to PSC 20 (kg/min) 

ProcMax sl ag bl ow 1 slag blow 1 maximum length 50 (min) 

ProcMin sl ag bl ow 1 slag blow 1 minimum length 5 (min) 

ProcMax sl ag bl ow 2 slag blow 2 maximum length 60 (min) 

ProcMin sl ag bl ow 2 slag blow 2 minimum length 5 (min) 

ProcF ix slag skimming i 
slag removal time 1 (min) 

ProcF ix loading i 
loading time 1 (min) 

r Fe iron oxidation rate 0.240 (kg/min) 

r S sulfur oxidation rate 0.0330 (kg/min) 

CuLoss sl agbl ow 1 Copper loss rate during slag blow 1 0.103 (kg/min) 

CuLoss sl agbl ow 2 Copper loss rate during slag blow 2 0.182 (kg/min) 

CuLoss sl agbl ow 3 Copper loss rate during slag blow 3 0.80 (kg/min) 

Table 2 

Framework parameters. 

Parameter Description Value 

mass h =0 
FSF FSF initial mass 300 (kg) 

start c psc PSC starting time {0,0} (min) 

H scheduling horizon 150 (min) 

T batch scheduling horizon 50 (min) 

Table 3 

Computational requirement. 

Approach CPU time (min) Schedule horizon (min) 

Centralized 74:38 136 

Hierarchical 2:12 143 
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Fig. 10. Hierarchical frame

13 
zed problem formulation is larger than the hierarchical frame- 

ork; therefore, the computational demands will also be high. The 

PU time requirement for the centralized and hierarchical frame- 

orks is given in Table 3 . 

In the hierarchical framework, one FSF and four batch prob- 

ems are solved independently, and a near-optimal schedule is 

ound, as shown in Fig. 11 . The coordinator assigns the first batch 

f PSC units to Group 1 and the second batch of the PSC units 

o Group 2. At each iteration, the coordinator searches for the 

xistence of inter-dependencies starting from Group 1. If inter- 

ependencies exist among batches of Group 1, the first batch 

n PSC Unit 2 is rescheduled to resolve the inter-dependencies. 

owever, if rescheduling of this batch does not resolve the inter- 

ependencies in Group 1, especially when they are generated due 

o the activation of FSF capacity constraint, the coordinator will 

eep rescheduling both the batches in Group 1 until the given 

nter-dependencies are resolved. 

After resolving inter-dependencies in Group 1, the coordina- 

or searches for the existence of the inter-dependencies between 

roup 1 and Group 2. If inter-dependencies exist, they are resolved 

rior to Group 2. Resolving inter-dependencies in Group 2 follows 

he same procedure. At the end of each iteration, the coordinator 

eviews the complete schedule and updates the coordinating infor- 

ation, if required; otherwise, the final schedule is returned. 

The centralized framework requires more CPU time due to large 

ize of the scheduling problem. However, the schedule computed 

y this framework is optimal because it contains the minimal un- 

ecessary idle times. Therefore, the centralized framework solution 

an act as a benchmark. On the other hand, the CPU time require- 

ent for the hierarchical framework is substantially less than the 

entralized framework; hence, this approach is likely to be attrac- 

ive in many smelting processes. As all the unit-level problems in 

he hierarchical framework communicate through the coordinator, 

he possibility of the unnecessary idle times in the schedule can- 

ot be ruled out. Those unnecessary idle times in the schedule 

ncrease the schedule horizon, thus decreasing the quality of the 

chedule. One way to reduce unnecessary idle times in the hierar- 

hical framework is to use a higher penalty term for the idle time 

n the objective function of the batches. However, such action can 

ncrease the CPU time requirement of the framework. 
work initialization. 
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Fig. 11. Centralized and hierarchical schedule. 

Table 4 

Framework parameters. 

Parameter Description Value (min) 

H scheduling horizon 600 

T batch scheduling horizon 120 

6

t

t

t

T

P

e

f

t

n

i

s

e

t

m

f

t

s

t

g

2

f

o

G

G

Table 5 

Computational requirement. 

Approach CPU time (min) Schedule horizon (min) 

Centralized 120:00 - 

Hierarchical 8:50 570 
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.2. Case study 2 - Higher number of PSC batches 

In this case study, the smelting process consists of one FSF and 

hree PSC units. Each PSC unit produces five batches; thus, a to- 

al number of 15 PSC batches are produced. For this case study, 

he scheduling and batch horizon values are modified, as given in 

able 4 . All PSC units are available at the same time; hence, the 

SC Unit 1 has the highest priority while PSC Unit 3 has the low- 

st priority. Due to the large size of the problem, the centralized 

ramework failed to find feasible schedule in the maximum CPU 

ime. On the other hand, the hierarchical framework produces a 

ear-optimal schedule with no inter-dependencies and FSF capac- 

ty constraints violations, as shown in Fig. 12 . 

In the hierarchical framework, one FSF and 15 batches are 

olved independently. At the beginning of the schedule, there is 

nough matte in the FSF available; hence, PSC units are the bot- 

lenecks. However, after time 325 min, there is simply not enough 

atte available in the FSF to meet the PSC units’ demand; there- 

ore, the FSF is the bottleneck. Hence, matte loading operations to 

he PSC units are delayed and more idle times are added to the 

chedule by the coordinator due to FSF capacity constraint activa- 

ion. 

The hierarchical framework divides all the batches into five 

roups. Group 1 contains the first batch on each PSC unit, Group 

 contains the second batch on each PSC unit, and so forth. The 

ramework first resolves the inter-dependencies among the batches 

f Group 1, if any exist. If no such inter-dependencies exist in 

roup 1, the framework searches for inter-dependencies between 

roups 1 and 2, followed by the examination of Group 2 batches, 
14 
nd so on. This process continue until all the inter-dependencies 

mong all the batches have been successfully resolved. Fig. 12 illus- 

rates that the operations of the batches on the PSC Unit 3 are de- 

ayed with the maximum amount, while the operations of batches 

n PSC Unit 1 are delayed with the minimum amount as PSC Unit 

 has the least priority and PSC Unit 1 has the highest priority. 

The computational demands for the centralized and hierarchical 

rameworks are shown in Table 5 . The computational demands of 

he hierarchical framework are higher than those in Case 1 due to 

igher number of PSC batches and inter-dependencies, which are 

ontinuously produced by the FSF and PSC units. Consequently, the 

oordinator performs more iterations to find a feasible schedule; 

ence, the computational demands increase. 

During the simulations, it has been observed that the compu- 

ational costs depend on the FSF inventory level, matte grade se- 

ection, number of PSC units, and number of batches per PSC unit. 

ncreasing the FSF inventory level minimizes the FSF capacity con- 

traint activation, thus reducing the computational costs. On the 

ther hand, the FSF matte production decreases with the increase 

n the matte grade value. Therefore, the computational costs can be 

educed by increasing the FSF inventory level, decreasing the matte 

rade, reducing the number of PSC units or batches per unit. 

For the above case studies, Table 6 summarizes the complex- 

ty of the frameworks in terms of their size. Increasing the num- 

er of PSC units or batches increases the size of the scheduling 

roblem in a centralized framework, which increases the compu- 

ational costs. In the hierarchical framework, adding a new batch 

o the framework implies adding a new scheduling problem to the 

ist of batch problems. As all batch problems are solved indepen- 
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Fig. 12. Hierarchical schedule. 

Table 6 

Problem size. 

Approach Case Continuous var. Discrete var. Idle times (s) Optimality (percent) Copper losses (kg) 

min max 

centralized 1 17,251 7200 84 93.1 93.1 33.036 

2 117,000 274,951 - - - - 

hierarchical 1 8703 1650 103 94.7 99.2 32.844 

2 8703 1650 1042 90.7 99.2 93.581 
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ently, this new addition of the batch problem does not dramat- 

cally change the computational demands of the other individual 

atch problems. Consequently, the overall computational costs of 

he hierarchical framework are increased by a small amount. 

In Case 1, the centralized framework produced a smaller num- 

er of idle times than the hierarchical framework. This is due to 

he structure of the framework. In the centralized framework, the 

nits monitor each other by sharing all the information directly 

ithout any third-party arbitrator. Hence, the centralized frame- 

ork provides a better solution by removing surplus idle times 

rom the schedule. On the other hand, the hierarchical framework 

ocuses on sharing the relevant information among the units us- 

ng the coordinator; therefore, the schedule has a higher number 

f idle times than the centralized framework. Consequently, the 

chedule duration is higher and the schedule can be categorized 

s sub-optimal. 

The copper losses in the frameworks depend on the quality of 

heir solutions. Solutions with lower cost function values will pro- 

uce reduced copper losses compared to solutions that have higher 

ost function value. As minimization of the copper losses is part of 

he batch problem’s objective function, each batch problem finds 

 better trade-off between the slag blow operations’ duration and 

opper losses in the slag; hence, the cost function value is lower 

nd, consequently, the copper losses are maintained at a lower 

evel ( Ahmed et al., 2021 ). Therefore, the overall copper losses in 

he hierarchical framework are less than those in the centralized 

ramework. On the other hand, the centralized framework is solved 
15 
s a single large problem and the solution is returned with lower 

uality (93 percent) due to higher computational demands. As a 

esult, the trade-off is not as good as it is in the hierarchical frame- 

ork; hence, the copper losses are higher in the centralized frame- 

ork. 

Case 2 illustrates that the hierarchical framework efficiency 

epends only on the framework heuristics, which is used for 

he coordination. A good heuristic, such as that presented in 

ection 5.2.3 , can provide a better trade-off between the solution 

uality and computational demands. An important factor that af- 

ects the hierarchical framework performance is the size of the 

atch scheduling horizon ( T ). Reducing this horizon reduces the 

atch solution time, thus reducing the overall computational de- 

ands. However, reducing the batch scheduling horizon exces- 

ively might result in infeasible solution for some batches, espe- 

ially when FSF is the bottleneck due to its matte production, and 

he batches are waiting for matte loading for a longer time. There- 

ore, a suitable batch horizon should be selected considering the 

SF production rate and initial inventory level. 

The above case studies were solved within the default optimal- 

ty gap in GAMS CPLEX (10 percent). In order to increase the qual- 

ty of the solution and reduce copper losses, the optimality gap can 

e set to a lower number, such as 1 percent. However, such action 

ill increase the computational costs, especially for the centralized 

ramework. For an actual smelting process, the tolerance can be re- 

axed considering the machine power and time tolerance required 

o find a feasible solution in acceptable computational times. 
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. Conclusion 

This study has presented novel discrete-time centralized and 

ierarchical frameworks for the copper smelting process. These 

rameworks have potential value for technical staff to forecast 

he effects of their decisions on the complete smelting process. 

he proposed frameworks include modelling of the FSF unit, PSC 

nits and resolving the unit’s operational inter-dependencies. The 

ey features of both frameworks include continuous operation of 

he FSF while maintaining its capacity levels, minimizing copper 

osses and idle times during the schedule, and resolving the op- 

rational inter-dependencies among the process units. The central- 

zed framework cannot be utilized in many real-time smelting pro- 

esses due to high computational demands, while the hierarchi- 

al framework provides a near-optimal solution by using promising 

euristics. Furthermore, only deterministic case studies are pre- 

ented in this study. Future work will include a sensitivity analysis 

f the hierarchical framework and finding other potential heuris- 

ics for the coordinator; for example, variation in the matte grade 

f matte grade is used as a decision variable. Furthermore, the op- 

imality gap (10 percent) will be reduced in the future, and solu- 

ions with the reduced optimality gap will be analyzed in term of 

he copper losses and computational demands. 
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