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Abstract

The main aim of this doctoral thesis was to investigate on how to involve a
community for collaborative artificial intelligence (AI) development of a
social robot. The work was initiated by the author’s personal interest in
developing the Sony AIBO robots that have been unavailable on the retail
markets, however, user communities with special interests in these robots
remained on the internet.

At first, to attract people’s attention, the author developed three specific
features for the robot. These consisted of teaching the robot 1) sound event
recognition in order to react to environmental audio stimuli, 2) a method to
detect the underlying surface under the robot, and 3) of how to recognize
its own body states. As this Al development proved to be very challenging,
the author decided to start a community project for artificial intelligence
development. Community involvement has a long history in open-source
software projects and some robotics companies tried to benefit from their
userbase in product development.

An active online community of Sony AIBO owners was approached to
investigate factors to engage its members in the creative processes. For this
purpose, 78 Sony AIBO owners were recruited online to fill a questionnaire
and their data were analyzed with respect to age, gender, culture, length of
ownership, user contribution, and model preference. The results revealed
the motives to own these robots for many years and how these heavy users
perceived their social robots after a long period in the robot acceptance
phase. For example, female participants tended to have more emotional
relation to their robots than male who had more technically oriented long-
term engagement motivation. The user expectations were also explored by
analyzing the answers to this questionnaire to discover the key needs of this
user group. The results revealed that the most-wanted skills were the
interaction with humans and the autonomous operation. The integration
with the Al agents and Internet services was important, but the long-term
memory and learning capabilities were not so relevant for the participants.
The diverse preferences for robot skills led to creating a prioritized
recommendation list to complement the design guidelines for social robots
in the literature.

In sum, the findings of this thesis showed that developing Al features for
an outdated robot is possible but takes a lot of time and shared community
efforts. To involve a specific community, one needs first to build up trust by
working with and for the community. Also, the trust for the long-term
endurance of the development project was found as a precondition for the



community commitment. The discoveries of this thesis can be applied to
similar types of collaborative Al developments in the future.

There are significant contributions in this dissertation to robotics. First, the
long-term robot usage was not studied on a years-long scale before and the
most extended human-robot interactions analyzed test subjects for only a
few months. A questionnaire investigated the robot owners with 1-10+
years-long ownership in this work and their attitude towards robot
acceptance. The survey results helped to understand the viable strategies to
engage users for a long time. Second, innovative ways were explored to
involve online communities in robotics development. The past approaches
introduced the community ideas and opinions into product design and
innovation iterations. The community in this dissertation tested the
developed Al engine, provided inputs for further development directions,
created content for the actual Al and gave their feedback about product
quality. These contributions advance the social robotics field.
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1 Introduction

Artificial intelligence and deep learning are recent innovations at the
forefront of the robotics industry, changing the world, society and the job
market. The accelerated development of these technologies made the robots
more advanced and the neural networks surpassed the human capabilities
in some domains (e.g. playing games, recognizing faces). The social robots
are such autonomous robots which are geared towards human-robot
interactions. These robots are physically embodied with a strong emphasis
on their social behaviors during their interactions. This thesis focuses on the
collaborative development of social robots.

Despite the fact that intelligence has a varying definition in the research
fields (see Section 1.6), artificial intelligence (Al) aims to replicate human
intelligence by a machine and it has two main branches. The artificial
general intelligence (strong Al) builds general-purpose machines while the
narrow artificial intelligence creates machines for a specific task. Regardless
of the problem, an Al solution involves reasoning, mimicking human
thought processes and problem-solving. One aspect of social robots is to
implement a narrow intelligence to induce an emotional attachment with
their owners and improve their mood by interactions. These robots exhibit
thinking and rational behaviors according to the expectations of the typical
human-robot interactions.

Nowadays, the narrow Als solve particular problems and these Als get the
fame in the media. Notable examples are Amazon Echo, Siri and iRobot as
materialized products based on advanced Al technologies. However,
artificial intelligence development is challenging. The latest technologies
are not mature enough to develop robots or virtual agents, giving an
impression of human-level intelligence. Some tricks can lower the
expectations of humans (e.g. resembling an animal), but the academic



researchers and robotics startups face an overwhelming problem. Building
a strong Al is not viable today though a general-purpose Al can be
approximated by fusing multiple Al methods into one Al engine. The
difficulty in this process is the increasing complexity after including more
and more narrow Als.

Since artificial intelligence development is a challenging task even with the
latest technologies, a natural solution can be online communities'
involvement for the common goal of a successful social robot. To crack this
problem, the existing examples inside the robotics industry are examined
in this dissertation and an open-source project run by the author is
described to engage community members. The author believes that
collaborative development with online communities is one possible fix
because external human resources can reduce the burden of the Al engine's
exploding complexity.

1.1 GOAL

This thesis investigates how to involve online communities in the artificial
development of social robots because the existing literature on this topic is
scarce. Some works (McAlexander et al., 2002) (da Mota Pedrosa, 2012)
examined collaborative open-source software development and online
communities' involvement in innovation and product designs. However,
there have not been similar studies in the robotics and artificial intelligence
domains. This research aims to fill this gap by addressing the following
research questions:

RQ1: How long-term owners of a social robot can be involved in collaborative
artificial intelligence development?

RQ2: How can the future social robotics projects run collaborative artificial
intelligence development successfully?

The author joined an online community of Sony AIBO robot owners. He
participated in the everyday discussions and executed a questionnaire
among the members to get know the target audience to answer RQ1. This
survey reached the active members on the forum, it assessed the
demographics, their skills for Al development and their expectations for
new software. This data revealed how these members could be engaged for
contributions and their skills were found out to assign appropriate tasks for
them. Two publications described the analysis of this questionnaire and
general recommendations for social robot design based on the findings.
These analyses were important to develop a basic Al engine to get the
community members' attention for involvement and contribution. The
other three publications in this dissertation describe the technical
background of these Al features. After this project was run for some years,
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important empirical observations were gained and they are discussed in the
context of the past examples in the robotics industry. The author believes
that putting these results in a bigger picture is beneficial for executing
future social robotics projects by maximizing collaborative development
potentials.

The answers to the other research question (RQ2) can be deducted from the
outcomes to RQ1. The reasons for failures in the social robotics companies
are discussed and compared to the experiences of this thesis work. The
design recommendations in Publications I and II are direct help for future
projects to design successful robotics products. In simple terms, a new robot
must follow the technological constraints and minimize the expectations to
a reasonable level. The company should not set unrealistic goals and close
communication to the early adopters reveals challenges enough early
before entering the mass market. If the company aims to release a product
with advanced intelligence, the roadmap must contain resources for the
continuous content creation to keep the consumers satisfied. The
collaborative development can provide a partial solution to outsource some
efforts to the community, but a stable development environment with good
documentation and an online forum is a must for such plans.

1.2 METHODOLOGY

To the author's best knowledge, there was no similar research in the
literature before this work was executed and five articles were published on
this topic. Each publication was related to a scientific subfield and followed
the scientific methodologies of those subfields. These articles were part of a
case study in which the author executed a collaborative Al development
with an online community. This project provided some valuable insights to
run a real-world experiment in the wild instead of a laboratory setting. The
gained experiences were set against the social robot industry examples as a
comparative study to enhance future social robot projects.

This dissertation is a hybrid work regarding scientific methodologies
reviewed in (March & Smith, 1995). On one hand, the community of robot
owners was queried by a questionnaire for analysis. This method originates
in the traditional social science that is listed like a natural science in (March
& Smith, 1995). The primary goal was to get know this user population in
reality. This approach helps to identify the target group of the social
robotics industry since the real customers in our society were never
examined by academic research in this depth before. This part of the
dissertation work is exploratory, it also studies if the existing theories in the
literature are valid for the long-term Sony AIBO users and it proposes
recommendations for social robotics research and industry. On the other
hand, the dissertation is practical when the author tries to engage the
community members for contributions to artificial intelligence
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development. The author implemented several Al features to the robot to
get the attention of the community members and several articles resulted
by this design science work. Those Al features had the direct utility to serve
the author’s purposes to improve the chances for collaborative
development with other community members. In the next paragraphs, the
scientific methodology of Publications I-II describes the natural science part
of the dissertation and the Publications III-V are shown as examples for
design science.

Publications

Publications I-II used social science methods to analyze robot dog owners
of an online community. Since these robots were not sold for years on the
retail market, these people were long-term robot owners. These community
members filled out a questionnaire to get know why they kept their robots
for so long and what are their expectations for a new Al for their robots.
Their responses were quantitative and free-form text. This survey had many
questions and different methods were used for the quantitative and free-
text answers, the former was investigated in Publication I and the latter in
Publication II. Common statistical methods evaluated the answers to the
Likert-type items and the text answers were grouped together by topics to
draw conclusions from their prevalence. After the analysis was finished,
both articles formulated recommendations for social robot design.

Publications III-V were technical articles about the implementations of
some Al skills to attract community members' attention. Publication III
experimented with sound event recognition for the robot to react to
environmental audio stimuli. Publication IV described a method to detect
the underlying surface under the robot and Publication V taught for the
robot how to recognize its own body states. These three articles shared a
common methodology of machine learning evaluation. First, a dataset was
collected with a robot to represent the desired task for each article. The
relevant features were extracted from the dataset for machine learning
training, the dataset was split into training and validation sets. Several
classifiers were evaluated by cross-validation on the training set and the
validation set was shown to them as unseen data to find the best performing.
Once the best classifiers were identified, the real-time capabilities of every
classifier were taken into account for deployment on the robot. After the
trade-off between accuracy and real-time performance was examined, a
final classifier was selected and the model was incorporated as a new skill
into the Al engine.

AiBO+ Project

This paragraph describes the executed community project in short. After
the author realized the challenges in artificial intelligence development, he
explored solutions to these problems. He decided to start a community
project for artificial intelligence development, but he knew that the
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hardware and software developments are hard on their own. Since he was
more passionate about writing programs, he looked at the ready-made
robotics products with an open software development environment and
low-level access to control the hardware. Sony AIBO robot dogs were
chosen because they satisfied these criteria, they were affordable compared
to other complex robots and they could move around while having a lot of
sensors onboard. The best model of this brand was the Sony ERS-7. The
author bought this model on the secondhand market in 2008 and started to
code an initial Al engine for the robot for some years to use it for the
engagement of community members. The project was named AiBO+, the
first public software was released in 2015 and active communication was
established to a community of Sony AIBO owners on an online forum. The
dissertation covers these collaborative efforts during 2014-2020.

Publication |

Community

Survey »

\ AiBO+ Community
v Project Involvement

Initial Content ¥ —

Social Robotics
Design

Publication I

Social Robotics
Industry Review

Offering
/\‘\\ New Al Skills
Publication IlI Publication IV Publication V

Figure 1. Dissertation overview. This diagram shows how the publication results supported
the collaborative development and concluded in social robotics design recommendations.

Summary

Figure 1 shows the overall structure of the efforts in this dissertation. On
the one hand, Publication I and II provided inputs for the AiBO+ project via
a community survey to identify the target community and the wished Al
skills for a successful engagement. On the other hand, the survey results in
those publications suggested good practices for designing social robots
which are general outcomes of this dissertation. After the necessary actions
were pinpointed for user engagement, these findings were implemented in
software for the robots to get the attention of the community members and
the project was announced publicly. Publication III, IV and V detail the
technical concepts for this initial content offering, scientifically evaluated
artificial intelligence features that work in practice. The ongoing AiBO+
project engaged several participants and the Al development was executed
in a continuous feedback loop, similar to the standard agile software
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development model. The community survey gave a general basis to the
future planning in a middle run, the active contributions were included in
the upcoming Al engine updates while the community feedback was taken
into account retrospectively. Finally, the community project experiences, a
review of the social robotics industry and Publication I/Il accumulated
design recommendations for forthcoming social robotics projects in
academia and the industry.

1.3 RESULTS

The thesis proves that even old robotics hardware can be utilized for cutting
edge research. The author could implement a basic artificial intelligence by
modern software and industrial software development practices. Since the
available technologies are limited to create intelligent robots, there are
many open research questions that can be explored with constrained
resources and budget. Another result was the engagement of multiple
community members to contribute to the Al development despite the
AiBO+ project was driven by the author alone.

The targeted community was discovered by a questionnaire during the
experiments and the developed Al features were rigorously verified by
scientific methods. These contributions to the overall results were published
in five articles. Publications I-II showed an analysis of long-term social
owners. This part of the research is unique because such robot owners were
not examined before who actively use their robots for years (heavy users).
While the primary goal of these articles was to get know the target audience,
the analysis of this community suggested recommendations for social robot
design. Publications III-V reported the implementation of several Al skills
to engage the community members for contribution. On one hand, these
technical solutions were explored and verified by rigorous scientific
methods in the articles. On the other hand, the developed skills were
included in the Al engine and they were distributed among the
aforementioned robot owners freely.

1.4 CONCLUSIONS

This research was novel since the past works on collaborative development
examined open-source projects and product innovations, but this
dissertation looked into the artificial intelligence for social robots. An
important conclusion was the essential influence of the robot design for
collaborative work and consumer expectations. Robotics projects must
build their roadmap upon careful considerations regarding the aesthetics
and the companies need to envision the subscription-based products to
found the continuous software development for their customers. Most
robot owners are non-technical people thus the collaborative development

P14



plans have to consider their possible contributions. The execution of AiBO+
project was successful because code, content and scientific contributions
were received for the Al development without remunerations.

1.5 FUTURE WORK

This dissertation was an exploratory work to involve online communities
to artificial intelligence development. The executed survey provided
sufficient information for the AiBO+ project to schedule the Al skill
development and get know the community members. Nevertheless, the
literature lacks similar long-term follow-up studies to track robot owners.
The university labs should build connections with social robotics
companies to query their customers frequently how their attitude changes
towards their robot over time. Other future studies can be designed to
replicate the experiences in this research or analyze the implementations of
the social robot recommendations in future robotics projects.

1.6 ON TERMINOLOGY

Online community

The online community is a virtual community on the internet where
physically distant people (members) interact with each other. The members
participate in these communities because of a shared goal. Their reasons
vary like posting, commenting on discussions, giving advice or
collaborating for a common target. The online communities are used in two
primary ways in this dissertation. On one hand, the author refers to Sony
AIBO owners on an online forum, on the other hand, the phrase can mean
software developer communities around open-source projects.

Artificial Intelligence

The definition of artificial intelligence originates in the exhibited
intelligence found in nature (human, animal) and the machines mimic this
natural intelligence. The artificial intelligence is usually used in a broad
sense, describing any human-written program or algorithm which can be
considered intelligent. Unfortunately, there is no established definition of
intelligence in robotics or psychology. Therefore, the author mentions
artificial intelligence as an umbrella to describe any program or machine
learning method which has some learned intelligence or problem-solving
capability.

Social robots

Social robots are robots with a specific purpose although they are powered
by the same artificial intelligence technologies. The primary context for
social robots is the human-robot interaction. They need to understand
humans, carry out a conversation intelligently and perform various tasks if
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they are asked for. For example, the robot used in this dissertation is a Sony
ERS-7. This social robot does not have a direct utility, but it was designed
to entertain people and act as a companion.

Open-source software

The open-source software is a computer program whose source codes are
accessible by 3rd party developers. It is released under a free license to grant
the rights to download, use, change and redistribute the compiled software
with no or minimal restrictions. Normally, open-source software is hosted
on a website with version control and other software coder services. The
free software receives contributions from 3rd party developers and it is
developed in a collaborative public manner. There are more definitions of
open-source software depending on the openness level of the attached
license. The author uses this term for any software which is available on the
Internet for collaborative development and it has a free license to enable 3rd
party contributions.

Collaboration

Collaboration involves two or more people working together to finish a task
or accomplish a goal. As the definition of open-source software and online
community already showed, there is a relationship between them and
collaboration in the context of this dissertation. Collaboration is used in this
thesis as a cooperative action between online communities' members to
develop an artificial intelligence engine, regardless of the contribution type
(technical or non-technical).

Heavy user, long-term owner

The heavy user and long-term owner expressions are used in an
interchangeable way in this thesis. They describe such customers who
purchase and own their robots for a longer time period. There is no exact
definition in the literature on what long-term usage means in robotics
research. The author considers robot owners as heavy users after one year
of ownership because the initial wow-effect already faded away for these
users and they do not abandon their robots because of emotional bonds.

Robot acceptance

The technology acceptance is a process for a consumer to acquire and use a
product, nonetheless, the same process is applicable for robots (M. M. A. de
Graaf et al., 2014). When a person gets know about a robot, it is the pre-
adoption phase. After the purchase, the customer will have the initial wow
effect in the adoption phase. After 1-2 months, the person gains deeper
experiences with the robot in the adaptation phase and the robot will be
part of the daily routines in the incorporation phase. And finally, the robot
will be accepted as a personal object for the consumer after some more
months in the identification phase. As the participants of this dissertation
project were heavy users and they owned their robot for more than a year,
they were already in the robot acceptance phase.
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Skit
The skit is a special term in the terminology for Sony AIBO. It means a
collection of motor motions, LED animations and sound played back at the

same time. A typical skit is a dance where the robot plays a music hit, dances
and flashes the LEDs on its head to the rhythm.
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2 Collaborative Development
and Social Robotics

The subject of this dissertation is the collaborative Al development for social
robots hence the available literature is reviewed in this chapter. First, the
robots are introduced and the social robots are described how they are a
unique genre inside robotics. The typical usage of social robots is covered
next, along with the target audiences of these robots and the requirements
in the human-robot interactions. After some example social robots are
presented from the mass market, the current status and challenges are
reviewed in the social robotics industry. The second half of this chapter
deals with collaborative development that has a long tradition in software
development. Although online communities can collaborate in different
ways, their role in product design and innovation is a common research
direction. The open-source development's major pillars are looked through
and how these software development processes can be engaged inside an
online community. Furthermore, a robotics company is analyzed how it
utilizes collaborative development in business operations.

2.1 SoclAL RoBOTS

The term “robot” was invented by Karel Capek, a Czech writer in 1921. The
earliest industrial robots were designed in the 1930s and the humanoid
robots appeared at universities in the 1970s. After the rapid development in
computer sciences since the 1980s, the robot capabilities were improved
significantly, their costs decreased and they entered into the commercial
market (Breazeal, 2017). The first successful robots were developed to
implement one function, for example, iRobot released a vacuum cleaner
robot Roomba (Jones, 2006) and Sony made a line of entertainment robots
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(Sony AIBO). The increasing number of robots among us projects that
robots in our society can be ubiquitous after a few decades, similar to
computers and smartphones today (Sabanovi¢, 2010). Since this prediction
is likely to come true, the robots' scientific, technological and economic
impacts must be studied (Innes & Morrison, 2017).

A scientific definition can describe the robots as multifunctional,
programmable tools that can manipulate objects and respond to the changes
in their environment in order to perform tasks (Hockstein et al., 2007). Most
robots replace humans in dangerous situations (Zhuang et al., 2008) or do
repetitive (Prassler et al., 2000), precise (Hempel et al., 2003), tedious tasks
(Cormier et al., 2013) and other robots are targeted for mental support (Riek,
2016), entertainment (Fujita et al., 2000) or being a companion for humans
(Vu et al.,, 2015). These latter robots are called social robots because their
operation is based on the same robotics principles although in a social
interaction context (Salichs et al., 2006). They execute simple, supportive
tasks in various environments like helping a factory worker by tool
handling in a cooperative fashion (Weiss et al., 2011) or serving the elderly
in nursing homes (Rantanen et al., 2017). Thus, social robots work together
with humans in homes (Wilson et al., 2019), hospitals (Takahashi et al., 2010)
and educational institutions (Belpaeme et al., 2018). People expect
communicative skills from intelligent robots in general (Burget et al., 2017),
but cooperation does not require extensive dialogs necessarily (R. Liu &
Zhang, 2019). And it is not directly intuitive though, but uncooperative
behaviors can make social impressions like playing a game with humans
competitively (Horstmann & Kramer, 2020).

Figure 2. Paro robot. (License: Creative Commons Attribution-Share Alike 2.0 Generic.
author: Aaron Biggs, source: https://commons.wikimedia.org/wiki/File:Paro_robot.jpg)

Several social robots have been available commercially in the past two
decades, for example, Paro (éabanovic’ et al., 2013), Pleo (Fernaeus et al.,
2010) and Sony AIBO (Fujita, 2000). Unlike the other robots on this list, Paro
(Figure 2) was intended for healthcare use (Hung et al., 2019). This robot
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resembled a baby seal and it responded to petting and cuddling to result in
a calming effect and responded to the users emotionally (Geva et al., 2020).
The target groups of this robot were older people in nursing homes and
patients with severe illnesses in hospitals (Sabanovi¢ et al., 2013).

Figure 3. Pleo robot. (License: Creative Commons Attribution-Share Alike 3.0 Unported,
author: Jiuguang Wang, source: https://commons.wikimedia.org/wiki/File:Pleo_robot.jpg)

Pleo (Figure 3) depicted a dinosaur and it was sold as a toy robot for
children. They modeled it after a week-old baby Camarasaurus to embed
all sensors and motors since this dinosaur has a big body and a relatively
large head. Pleo could learn from its experiences and environment and the
children need to feed him with toy food to be matured (Barnes et al., 2017).
Despite Pleo’s aesthetics, the owners expected locomotion skill, but it could
not walk. Sony AIBOs (Figure 4) were released and manufactured by Sony
and they were designed for entertainment without any utility, similar to
Pleo. Most AIBO models resembled dogs, but they incorporated other
inspirations into this product line (e.g. lion-cubs, space explorer). Sony
robots could be raised from an initial pup stage to a fully grown adult and
they went through their development stages by user interactions (Fujita,
2000). As we can see, the animalistic design of these commercial examples
lowered the people’s expectations for robot intelligence (Zaman et al., 2018).
This strategy can help companies to ease artificial intelligence development
for their robots. Although some robots were shown from the market, they
are still initial developments and they usually meet the early adopters'
expectations (Edwards et al., 2019).
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Figure 4. Sony ERS-7 robots in RoboCup competition. (License: Public Domain, author: Brad
Hall, source: https://commons.wikimedia.org/wiki/File:RUNSWift_AIBOS.jpg)

Social robotics has a tight connection to human-robot interaction (HRI)
research (Jung & Hinds, 2018) because the interaction is the primary
medium to build social relationships between machines and humans
(Miklési et al., 2017). In this research field, it is a common intuition that
participants accept robots better when they are capable of fluent
interactions (Barnes et al., 2017). However, it was pointed out earlier,
uncooperative behavior can exhibit social impressions (Horstmann &
Kramer, 2020) thus the specific HRI situations will determine the required
social skills (Lemaignan et al., 2017). The robots in hospitals and nursing
homes (e.g. Paro) execute specific tasks to assist the elderly and improve the
mental well-being of the patients (Nauta et al., 2019). On the other hand, the
companion robots (e.g. Sony AIBO) entertains the owner as a primary
function to create long-term emotional bonds (Bjorling et al., 2020). The
target audience of the social robots is the ordinary people (D. Graaf, 2015),
therefore, the built-in artificial intelligence in these robots is required to
interpret human speech (Kennedy et al., 2017) and adapt to our behaviors
(Rossi et al., 2017). Another challenge that the average users should not
need to understand the technical details of a robot for everyday use to
dissolve social robots in our society in the long run (Sabanovié, 2010).

Social robots navigate in domestic environments designed for humans
(Kostavelis et al., 2016) and their interaction style must follow the rules of
our social behaviors (Pinter et al., 2015). People do not want to change their
daily life because of the robots (Hiroi & Ito, 2013), they want to interact with
them in the same way as they do with other humans. An ideal social robot
communicates and interacts with human social terms (Talebpour &
Martinoli, 2018) thus a human can empathize with it. This is the reason why
HRI researchers take theories of human-human interactions to build social
robots (P. Liu et al., 2016). Although this approach sounds easy, but even
simple human social skills are hard to implement with a computer program
limiting social robots' capabilities (M. M. de Graaf et al., 2019). Therefore,
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HRI research examines the social behaviors of robots in experiments to find
optimal skill sets (Bajcsy et al., 2017) for interactions with humans including
imitation (Doering et al., 2019), social learning (Zanatto et al., 2020) and
maintaining relationships (Mikl6si et al., 2017). The current prototypes in
the research labs cannot present critical social skills to engage the users in
natural interactions (Ferland et al., 2013). And as of today, the latest
technologies are still constrained to develop robots with general artificial
intelligence, so we cannot make such robots that are social in a real sense
(Stinderhauf et al., 2018). A possible workaround is to program the robots
to simulate social behaviors that people will perceive as social (Haring et al.,
2013).

There are many aspects of social robots and human-robot interactions, but
this dissertation focuses on the domestic robot companions at homes.
Regarding this particular setting, the physical embodiment can facilitate
social robots to become human companions (Deng et al., 2019). Appropriate
aesthetics and robot design can maintain the right level of intelligence and
social expectations (Ayesh et al., 2014). A robot with a pet appearance is
treated differently than a humanoid robot since Mori showed (Mori, 1970)
a relationship (uncanny valley) between the similarity of an object to an
intelligent human or animal and the emotional response of a person to such
object. His concept proposed that human-like objects can exhibit uncanny,
eerie or unpleasant feelings in observers if their motions and appearances
are not natural (von der Piitten & Kramer, 2012). While industrial and
animal robots cause positive reactions, corpse-like robots (see Figure 5)
invoke negative feelings. A well-done humanoid triggers more positive
feelings than a toy robot (Fernaeus et al., 2010), but people are more tolerant
of the mistakes of the latter (Mirnig et al., 2017) because of the lower initial
expectations. However, negative emotions quickly emerge if a humanoid
does not meet our requirements of human-level intelligence.
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If a robot wants to be a human companion, a suitable embodiment induces
the right expectations from the owner (Deng et al., 2019), but the embedded
social abilities are important as well for the ultimate robot acceptance
(Heerink et al., 2006). Empathy is a key element to establish emotional
bonds with humans (Leite, Pereira, et al., 2013) because the robot owners
expect these social skills after the robot was advertised to be a companion.
When a user finds out that his robot does not understand his expressed
emotions and it acts without empathy, the user experience is ruined with a
lowering acceptance level (Heerink et al., 2008). The user must feel that the
robot cares about him and its actions can be trusted (Poulsen et al., 2018).
An emphatic social robot recognizes emotions during communication
(Zhang et al., 2013) and it can express its own feelings to the other party
(Cameron et al., 2015). The humor (Mirnig et al., 2016) and politeness
(Castro-Gonzélez et al., 2016) are essential building blocks of the emphatic
behaviors and the interactive conversations should be carried out smoothly
to provide a consistent user experience (Heerink et al., 2010). Depending on
the robot design (Ayesh et al., 2014), sound effects (Trovato et al., 2018),
body gestures (Thimmesch-Gill et al., 2017), facial expressions (Churamani
et al., 2017) and posture shifts (Obaid et al., 2016) are a rich set of modalities
by which interactions can be augmented for better emphatic impressions.

Aswe could see in this section, social robots are a special kind of robot. They
operate based on the same robot principles, but their purpose is bent
towards the interactions with humans. Sony ERS-7 in this dissertation is a
companion robot that is a subgenre of social robots. Their primary objective
has no direct utility in the physical world, they are meant to be a companion
for humans and improve their mental well-being. Despite the narrow focus
of the companion robots, the technological realization of these robots is
challenging because of the complexity and diverse requirements in the
human interactions.

2.1.1 RECENT CHALLENGES IN THE SoCIAL ROBOTICS INDUSTRY

Sci-fi movies and novels influence the public perception of robots thus there
are incorrect preconceptions about the deliverable functionality with the
latest technologies (Saffari et al., 2021) (Mubin et al., 2019). Thus social
robotics companies must execute a market analysis before the product
development in order to identify the beliefs of the target audience about
social robots. When the marketing strategy is aligned with discovered
customer expectations, the development roadmap will be realistic (Trivedi
et al., 2018). The time to market period after the market research is crucial
for the social robotics startups because it is the primary reason for
innovation failures. When a robot is too long in development, the final
product may not meet the target audience's original requirements anymore.
Since the complexity of social robots is high (Seibt et al., 2021),
unforeseeable obstacles can come up during the development. Therefore,
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the companies must maintain an active conversation with the community
of potential early adopters or the backers on Kickstarter-Indiegogo
webpages (Kindler et al., 2019). If it is not feasible to deliver the product on
time, the company can attempt to realign the unrealistic expectations.
Honest and transparent communication establishes the trust in the
company (Lasschuijt, 2019) and its commitment to release the best possible
product. However, the company should not attempt to fulfill a too broad
target audience because the first customers or backers can be disappointed
by the deliverables. These people will spread their initial negative
experiences regardless of whether the actual product is niche.
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Figure 6. Kuri robot. (License: Creative Commons Attribution 2.0 Generic, author: Collision
2018 Conference, source: https://www.flickr.com/photos/collisionconf/27986269808)

Many social robotics companies fail caused by the inherent complexity of
robots and the difficulties of entering the market. Kuri (Figure 6), an
adorable home robot was developed by Mayfield Robotics, a subsidiary of
Bosch (Ackerman, 2017). This robot was designed to play with children,
respond to voice commands and patrol the home while recording videos
and taking photos. The company did not plan a close interaction with the
robot owners and 34 party developers via an online forum to enable this
community's potential. This robot was canceled right before its mobile
application was launched and the first units were shipped for customers.

Cynthia Breazeal, a professor at MIT, launched an Indiegogo campaign in
2014 to introduce a new social robot. Jibo (Figure 7), a countertop robot,
weighed nine pounds and it was 12 inches tall with a 6-inch base (Emond
etal., 2020). The robot was stationary without wheels or legs for locomotion,
but two spherical halves rotated on a three-axis motor system to animate
his personality. The robot had a rectangular color display to show emotions
and additional information. An application for handheld devices managed
its settings and it could recognize up to 16 people by face and voice. The
company ceased operations in 2018 because it could not secure further
funding. One of the reasons, why Jibo failed, was that it did not offer more
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functionality than other devices already on the market (Bussgang & Snively,
2015). Competing products were smart speakers like the Amazon Echo,
Google Home, smart home security cameras and virtual assistants in the
handsets. These latter devices get us some information (e.g. weather
forecast), perform common tasks (e.g. streaming music), but with greater
flexibility and they have a low price compared to the robots.

Figure 7. Jibo with its inventor Cynthia Breazeal. (License: Creative Commons Attribution-
Share Alike 4.0 International, author: Cynthia Breazeal, source:
https://commons.wikimedia.org/wiki/File:Cynthiabreazeal.jpg)

Jibo had an overpromising marketing video in the beginning and the
product roadmap planning did not take into account the realities of the
available technologies. For example, the conversational skills were not
prototyped in the early phases which turned out to be a disaster. The
available engines had too high network latency for a smooth conversation
and they could not support other languages over English. The user
experience was ruined. The company most likely did not execute initial
market research about its target market segment's expectations. Without
this survey, they did not define an achievable roadmap by their small team
in a few years. The gap between the high initial customer expectations and
the reality fired back later. Unfortunately, the company did not try to bend
the expectations to a lower level by following the feedback of the early
adopters of the Indiegogo community and their own development team.
The startup promised to release a software development kit for 3rd party
developers to write new skills for Jibo though it was never released. They
set up a discussion forum (https://discuss.jibo.com) for the community
where some Jibo team members made announcements about software
updates and they addressed the questions of the Jibo owners. With this
approach, they had the opportunity to incorporate direct feedback from the
first customers.

A study from the Harvard Business School (HBS) (Bussgang & Snively, 2015)
followed the company's internal roadmap and planning until 2016. In those
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years, the company seemed to be on the right track and had enough funding
for operations. After reviewing the business goals and the internal planning
in this study, several conclusions can be drawn. It was not publicly known,
but the Jibo team was forced to launch the crowdfunding campaign because
the investors of the upcoming Series A founding round wanted to have a
proof of the targeted market size. The company considered the Indiegogo
campaign as a direct measure to showcase the opportunities on the mass
market for their social robot. They did not consider that the crowdfunding
campaigns reach niche markets and early adopters thus the successes
achieved on these platforms cannot guarantee a good launch on the mass
market. They spared the efforts of proper market research to get a better
understanding of their possibilities in the wild. This approach led to false
believes about their opportunities inside the company.

The warnings of Series A investors did not ring cautious bells in the
management when they asked about the differentiation between Jibo and
smart assistants (e.g. Siri, Amazon Echo). What does justify the high price
of Jibo over Siri or Echo? The HBS study clearly shows that the business
management had no real idea about a social robot's additional values. They
planned to release Jibo as a new app store for 34 party developers to build
new applications (Skills) for the platform. The company lacked a vision of
how Jibo will build an emotional connection with some core skills to the
customers. Without these capabilities, Jibo is a simple computer interface to
the usual services accessible on mobile phones and smart speakers. Another
overlooked problem was their imagination of what a 3rd party developer
can build for Jibo with the current technologies. For example, they
envisioned a remote pet watcher skill for Jibo which is still a challenging
problem in 2020 after the vast advancement in deep learning since Jibo went
defunct. And the Al skills for a robot require special knowledge from the
software developers (deep learning, computer vision). It is not reasonable
to expect production-ready Al features from 34 party developers who used
to program mobile applications for Android or Apple app stores.
Furthermore, the business planning did not treat the promotional video for
the Indiegogo campaign as a direct promise to release all presented features
at the initial launch of the product. They regarded this video as a showcase
demo to show the potential in the platform. They assumed that the 34 party
developers would build their promised Skills while the company will create
only the essential core Al features. They did not understand that the
crowdfunding sites' backers take the promotional videos as a promise for
the shipped perks. The backers are very disappointed when they find out
that a company never wanted to implement the presented features. This
situation is dangerous for any young company with a niche product since
these early adopters' opinions will affect the purchase decisions of future
customers. The corporate strategy of Jibo can backfire for any social robotics
startup because it is impossible to lower the backer expectations to a rational
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level until the product launch if the initial promises were already
unrealistic.

Although Jibo and Kuri were different robot designs, these recent failures
have a common issue. Namely, these robots could not be successful
products because they did not have a compelling use case to attract
customers. Their stories underline the importance of balancing between the
promises and the reality of the latest technologies. The expectations of the
messes are fueled by science fiction and people are unaware of the
technology limitations. For example, a frequently cited robot, Roomba is in
a different market (Jones, 2006) because it was built for a single task
(cleaning). Therefore, people do not expect more than cleaning the floor
efficiently. Roomba does not have inherent cuteness in the aesthetics which
would imply additional feelings and expectations toward him as a
companion. The robots captured our imaginations through science fiction
for decades and it caused sky-high consumer expectations for autonomous
robots. By these reasons, it is inevitable to identify a target niche community
for early product planning and it must be included in the business plans of
any future social robotics company. A misfortune was for Jibo that Amazon
Alexa, Siri and other conversational agents entered the market after the
company already had business plans, but it was not adapted to these new
competitors. The competition was unequal. A startup attempted to develop
a complex product without connected services while multinational
companies developed the agents. These companies have overwhelming
financial and human resources to integrate the agents into their existing
ecosystems of digital services. An important lesson for the future social
robotics companies is identifying the latest trends on the market and being
ready to integrate digital services from other companies to satisfy the
customers.

Figure 8. Cozmo robot. (License: Creative Commons Attribution, author: EP Daily and
Dailymotion, source: https://www.dailymotion.com/video/x5y8hxt)

Cozmo (Figure 8) and Vector robots, originally made by Anki, have been
successful social robots on the mass market. These robots do not appear to
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have human-level intelligence, rather than, they resemble a small, cute
robot with a silly, childish personality (Chan et al., 2021). This approach
implies that these robots can make mistakes and people forgive easily
because these actions fit into their personalities. The clever design lowered
the initial customer expectations and these robots were also priced to a
fraction of Jibo. These appealing features brought success to Anki and it
sold millions of units over the years. The community involvement was
correctly implemented by Anki as well. They run an internet forum to
connect with their customers (https:/ /forums.anki.com), get feedback and
encourage contributions. They released a software development kit to
program Cozmo and the successful projects of 314 party developers were
featured inside the official application for smartphones.

Despite the fact that all strategies were executed properly to show off a great
example in the robotics industry, Anki went bankrupt without precursors
in 2019. Anki had nearly $100 million in revenue in 2017, they seemed to
find a sweet spot with a sophisticated, affordable robotic toy. But the
robotics development is not in line with the ordinary products, the
hardware is expensive and the software must be developed continuously.
Once a consumer buys a robot, he will have high expectations because of
the costly purchase. However, long-term engagement requires upcoming
software updates with new content. Since the cashflow stops from the
customer after acquiring the robot, there is no sustainable source to finance
software development. These special circumstances in this industry call for
unique solutions like monthly subscriptions for software updates. After
Anki went defunct, Digital Dream Labs bought all assets of that company
to continue the robotics business. The new company learned from the
mistake of Anki and they announced a subscription-based model for
software updates of their Vector robot from October 2020 afterward. Sony
went on a similar path after launching the newest Sony AIBO model (ERS-
1000) in 2018 and the firmware updates come by a monthly subscription
service.

These examples from the social robotics industry showed that it is
challenging to launch a successful robot to the mass market. These products
require careful planning in the prototyping phase and it is crucial to
understand the target market segment. The communication to the potential
customers is vital from the early stages to refine the roadmap iteratively and
incorporate the unforeseeable, latest technologies until the market launch.
The subscription models for software updates might be an inevitable
building block in future strategies while involving the robot owner
community is vital for product development. This latter is the focus of this
doctoral thesis.
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2.2 COMMUNITIES IN OPEN-SOURCE DEVELOPMENT

The open-source software (OSS) emerged into a base asset for multiple
industries, including telecommunications, robotics and cloud services.
Since the companies become dependent on larger OSS stacks, they hired
full-time employees to work on these free projects.

Open-source projects are usually shown as a distributed team of volunteers
that builds a community to execute their common goal. Although this
definition is true in many cases, long-standing projects receive considerable
corporate support. The companies have different reasons to allocate human
resources to OSS and some expect external contributions into their software
to gain economic benefits. They rarely realize that contributing back to the
upstream projects teaches by experiences how to use the OSS more
efficiently in their corporate environment (Nagle, 2017). Nagle found, the
usage of OSS in contributing companies resulted in higher overall
productivity and a competitive edge over the competitors. When companies
dedicate employees to an open-source project for a longer period, it
improves the stability of the OSS project and increases the company
reputation. Nowadays, technology companies earn good credibility by
contributing to OSS projects and this strategy shows the firm’s social
responsibility for outsiders.

Usually, the open-source projects depend on a few core developers who
contribute the most significant parts of the code, maintain and administrate
the web services. These people are less than 25 % of the contributors (Dinh-
Trong & Bieman, 2005), but most researches analyzed these developers. The
majority of the community contributes infrequently, bthese contributors are
called peripheral developers. Although the one-time contributors are common,
some peripheral developers participate for the longevity of the project.
(Barcomb et al., 2018) divided these developers further by the frequency of
their contributions. Habitual volunteers make either frequent contributions
(10 or more in a year) or their participation lasts for a sustained duration (2
or more in each month for a half year). Episodic volunteers are peripheral
who contribute less than the habitual, for example, a few times over the
years. These latter contributions are seldom, but their committers return
time-to-time and their retention is desired because they are over their initial
learning curve. Apart from the volunteers, the contributing paid developers
are remunerated by a company or a foundation and there is less need to
motivate them. The literature reviewed mainly the code contributions in the
past (Carillo et al., 2017), but translations, management of web services,
documentation and artwork are all important for the long-term success and
the peripheral developers can contribute to these tasks. This potential is
significant for this dissertation because the AIBO community consists of
mainly non-technical people.
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The supporting technologies and services around the OSS projects
enhanced in the past decade. Git became dominant for version control and
the markdown language democratized the documentation writing for non-
technical people. Several homepages provided hassle-free project
management with git hosting, wiki pages, bug tracking and code reviews
(e.g. github.com, gitlab.com). The simplified access to the contribution
process attracted more developers than ever before.

Github is a web service for version control thus the typical hosted projects
contain program code, but some are bookmark collections or textbooks.
This service is used around the globe, 37 million users and 57 million
repositories are registered. The peripheral developers made 7% of Github
projects' contributions in 2012 (Gousios et al., 2014), but their number
increased to almost 50% after a few years (Pinto et al., 2016). The peripheral
contributions were believed to be grammatical corrections in the
documentation or new translations for applications. Nevertheless, the more
in-depth analysis showed that the majority was code contribution. One-
third of them fixed bugs, one fifth submitted new features and 9 % was
related to code refactoring. These contributions were driven by personal
demand and they were found beneficial by the core developers although it
involved more administration and code review. Most peripheral
developers on Github were habitual volunteers since most of them (63 %)
made at least one contribution every month. However, they were episodic
volunteers from the OSS projects' point of view since half of their
contributions were one-off. These observations portrayed a persona for a
typical peripheral developer on Github. He uses the products of multiple
open-source projects on his computer at work or home and he submits
smaller fixes to the original project when small problems are encountered.
These quick contributions were supported by the low barrier to submit
changes on Github which is a reason why it became the Facebook of open-
source projects. However, there are differences between the projects how
many contributions they receive. The OSS projects written in static typed
high-level languages received 2-3 times more peripheral contributions than
languages with dynamic type checking. This phenomenon is important for
the author's community efforts because the target Sony AIBO robots can be
programmed in a statically typed language (C++).

Pinto et al. (Pinto etal., 2016) executed two surveys on Github to understand
how the peripheral developers think about their contributions and why
they did not contribute more frequently. The personal needs were cited to
be the greatest motivation for submitting a change. When a typical
peripheral developer is blocked by an issue, it will be solved and submitted
on Github because the easy contribution process facilitates these small fixes.
Other motivations were to contribute back to the community, build a
reputation and improve certain projects. Although the episodic developers
have good motives to contribute to open-source software, their relationship
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to the projects do not evolve to habitual contributions. Half of the episodic
developers mentioned the lack of time as a primary reason to hold them
back from the next step. Much closed-source software is based on OSS and
their paid developers contribute the necessary changes back to the
community, but they do not want to sacrifice free time to continue the
contribution. The unpaid episodic volunteers are not remunerated for their
OSS contributions and they do not invest more time because their personal
motivation is not high enough without additional incentives. Another
explanation is the lack of deeper motivation since the original reason for the
contribution was to solve a simple problem and move on. Some episodic
volunteers had inadequate skills or knowledge to prepare bigger
contributions thus they preferred low efforts to solve small problems. The
overall impression of these surveys was that the peripheral contributions
are positive for both the contributors and the core developers. The new eyes
help to discover unnoticed bugs and establish continuous code
improvements. The minor drawbacks were the spent time by core
developers on review and the risk of unmaintained code from contributions
in the future.

Since the AIBO community consists of mainly non-technical people, it is not
reasonable to expect they become core developers, but a habitual or
episodic role is more likely. The peripheral developers are quite common in
the OSS world and a large portion of them contributes small changes. This
aspect of the collaborative OSS development can be utilized for social robots
and the small improvements can be integrated in the robotics software with
careful planning and testing. The positive feedback of the project
maintainers about the OSS peripheral developers depicts fruitful outcomes
for this dissertation. However, the author does not have a project budget to
pay remuneration for the contributions. When the AIBO community
members contributed to this thesis project, they were driven by their
personal motives and engagement which would be a real success compared
to paid contributions.

Barcomb et al. (Barcomb et al., 2018) interviewed open-source developers
to suggest strategies for the core developers on managing the peripheral
contributors. Such tips can enhance developer retention and result in more
habitual contributions. The motivations of the contributors are a mixture of
altruism and self-centered motives. Hyde et al. (Hyde et al., 2016) shown
that both altruistic and self-centered motives were equally present among
the newcomers and habitual contributors. Extrinsic motives like
remuneration were not crucial to retain the contributors in the long run
(Krishnamurthy et al., 2016). Those interviewed newcomers remained with
a project who had intrinsic or altruistic motivations. The peripheral
contributions were driven by a momentary relationship between the
developer and the project, the general feeling of the developer towards the
OSS projects was not important in these decisions. The volunteers
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contributed to the projects without remuneration because they had an
interest and they enjoyed. However, their commitments were restricted by
their daily job, family affairs and the available leisure time. Some projects
employed general notifications for participation when there was a need for
certain contributions. Though this method was not created for the
peripheral developers, but it was effective to reach these developers who
were interested in only specific tasks.

The analyzed OSS projects lacked any practices to retain peripheral
developers though predefined small tasks (e.g. bugs, translations) were
suggested for newcomers to encourage the initial peripheral contributions.
Although the source code contributions are thanked in some automated
way, the non-code submissions and bug reports are not honored anywhere.
The predefined tasks facilitate a quick and useful contribution to prevent
discouragement by missing technical skills. The easy, standardized
contribution process on Github simplified the submission and review
processes while it eliminates the learning curve of a project-specific web
interface. The socially motivated contributors can be guided on thematic
events of the project to build personal connections and overcome technical
difficulties (e.g. Akademy event for KDE project). If such an event is not
reachable for a new contributor, active communication channels (chat,
mailing list) can ease the initial steps. However, good language skills are
vital because the natural communication language is English inside the
international communities and the available translations of the
documentation are fairly limited in many OSS projects.

The community feeling is important because it incorporates efficacy,
support and responsibility. When a developer receives pressure or support
from other project members, these social norms can positively affect
finishing a contribution. These encouragements are successful for the
novice contributors to become habitual (Hyde et al., 2016). The open-source
developers experience affinity for the project they work for (Bagozzi &
Dholakia, 2006), even the episodic contributions produce positive thinking
in the developers. However, the developers, who experience this pleasure,
are more likely to continue their contributions. The episodic developers
tend to feel less attachment to an OSS project, but the habitual developers
cited the community feeling why they contributed later again. The
satisfaction is triggered when the initial expectations are in line with the
returned community feedback. And similar to the traditional volunteering,
satisfaction is the best indicator to identify the future habitual contributors
(Wu et al., 2007). The peripheral developers are satisfied with their OSS
contributions when they feel appreciated and help others in the community.
However, in bigger projects, the open-source software is released in regular
time periods thus it is difficult to count on peripheral developers with
unpredictable schedules.
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2.2.1 STRATEGIES FOR PERIPHERAL DEVELOPERS

The open-source projects do not employ strategies to identify and manage
the possible peripheral developers, all novice contributors experience the
same treatment. A sophisticated action plan can identify a newbie's goals,
the fitting tasks, supporting the initial efforts and measuring the progress.
A cost-benefit analysis can justify if the peripheral contributors bring value
to the project in case of a corporate collaborative project.

First, the community must be analyzed to understand the most effective
ways to motivate members and get know the different skill sets of the
peripheral contributors. Gurus do not need to deal with any learning curve
because they are familiar with the project environment. Novices require
guidance to the contribution process and a mentor to solve the obstacles.
Gurus and novices are capable of developing different tasks with their skills.
As peripheral contributors can work on a wide range of problems over the
traditional code contributions, it is a matter of good scheduling to involve
these people efficiently. A project hosting service must be chosen with quick
registration and a straightforward web interface to ensure the easy
contribution process. Good examples are Github, Gitlab, Bitbucket or
Launchpad. When the newcomers have strong social motives, they can get
good impulses after inviting them to a project gathering (e.g. Akademy by
KDE project). The recognition of non-code contributions must be included
in the project processes to increase the peripheral contributors' satisfaction.
Later, follow up announcements for targeted tasks effectively encourage the
peripheral developers to return for a new contribution.

2.3 OPEN-SOURCE AND COMMUNITY INVOLVEMENT IN A SOCIAL ROBOTICS
COMPANY

The robots interact with people and they must interpret the human actions
properly to execute a correct response. Solving this situation is rather
challenging with current technologies. The majority of the social robots
have been developed by small companies (Cozmo by Anki, Jibo, Sophia by
Hanson Robotics etc.) which have limited human resources for software
development compared to the complexities in the human-robot interactions.
None of these companies grew out of the early market to the mass market
although some products (Cozmo, Sony AIBO) had notable popularity.

The main difficulty for the social robotics companies is the expensive joint
hardware and software development for a new robot. If the production
costs cannot be lowered to an acceptable level for the mass market, the
robots will always stay in their niche market. Next to the rising research and
development costs, the startups have constant pressure from the investors
to fulfill the upcoming seed rounds and the short time-to-market cycles.
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These risks are originated in the immature founding technologies and the
gap between the successful research experiments in a lab and the real-world
expectations for the production-level quality. The startups usually
introduce their robots to the early-adopters via Indiegogo or Kickstarter
campaigns these years which are considered the natural online platforms to
reach niche markets.

Figure 9. Nao robot. (License: Creative Commons Attribution 2.0 Generic, author: Stephen
Chin, source: https://www.flickr.com/photos/steveonjava/8170243076/)

The author interviewed four people (a software developer, a researcher and
two managers) from Aldebaran Robotics in 2016 (before the acquisition by
SoftBank), which developed the Nao (Figure 9) and Pepper robots. Their
answers were collected by email exchanges and they gave insight into how
the community and open-source tools are utilized in one of the world's
biggest robotics companies. At the time of the interviews, around 400
people were employed inside the company and 60 % of the workforce was
either a software developer, tester or hardware engineer. The company
followed modern, incremental and agile software development processes
to build artificial intelligence for their robots. New source codes by the
employees were reviewed and validated by unit, modular, functional and
manual tests before they were merged into the codebase. The testing is an
important step before the software changes become part of the latest
software release thus the company taken the quality control seriously with
separated testing-integration teams inside the organization. Once any
stakeholder in the process discovered a serious bug in the release candidate,
the new software update was blocked. A common problem in software
testing for robots that the expensive hardware can be damaged hence it is
valuable to move some verifications in simulated environments. Aldebaran
Robotics used both strategies, they had simulated and manual tests on the
robot.

The open-source involvement can help the internal software development
in companies to reach their goals quicker. Aldebaran Robotics used open-
source tools and software with success. They found the OSS beneficial and
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effective as the bleeding edge technologies require the usage of open-source
software to provide the Aldebaran’s plus value in the competition. Some of
their own software components were opened and they were publicly
available on Github (https://github.com/aldebaran). They defined
processes to get user contributions into their software to involve 3 party
developers and foster further partnerships with other technology
companies.

The author evaluated the Github contributions to the software components
of Aldebaran Robotics. 18 low-level software components and coding
tutorials received 227 contributions over 9 years. The issue reports (67.84 %)
and the actual submissions (32.16 %) were the two types of contributions.
3.8 % of the issues and 16.43 % of the submissions were documentation
related while the rest was source code changes. This result is similar to a
meta-analysis on Github (Pinto et al.,, 2016) in the literature where the
fraction of the contributions was documentation related and the majority
was source code changes. The author had no information about the number
of paid core developers by Aldebaran Robotics. However, 93 3rd party
programmers contributed to the software although none of them were core
developers, all were peripheral. The majority of this developer community
on Github was episodic with a few contributions, but 6 habitual developers
(6.4 %) made more frequent submissions over the years. This ratio between
the episodic and habitual developers chimes in with the literature regarding
Github where most peripheral developers were episodic. The company
received many contributions through this channel, they found this practice
good and planned to open up more software components.

Aldebaran Robotics involved a community on Github to get bug reports
and code contributions, but this web service reaches the highly technical
community members. The company opened an internet forum to widen the
community and discuss all matters about their robots. There were 2 full-
time employees to deal with the community relations daily and some
engineers joined the discussions on an irregular basis. The forum was part
of the company website and none of the community members were
involved in the forum administration to offload the community team.
However, depending on the community members' involvement, they could
communicate with managers and even directors in some specific topics.
Their public Github repositories did not contain any high-level software
and they intended the forum as an interface to engage the creation of new
body animations and dialogs for their robots. Though the development
ideas and feature requests were discussed on the forums, the community
team focused more on the direct feedback of actual 3rd party developers
who created new content for the robot. This feedback was given to the
internal engineering teams which were in charge of the core development
for the robots. The company never expected direct software contributions
from the community members on the forum to the official high-level robot
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software unlike to the core software on Github. The forum members were
mainly professional developers, university students and researchers who
joined to get answers for their technical questions about the Nao robot. Most
active members on the forum owned a robot and they were professional
developers, however, the forum attracted non-technical people over the
years and these members were interested in discussing robotics-related
issues in general.

As we can see, the Aldebaran Robotics had a clear vision to open up
software components for 3rd party developers to engage external
contributions and collaboration with other companies. They uploaded
software packages to Github, defined processes to get contributions
through this channel and dedicated paid employees to deal with this
community. They targeted technical contributions to their lower-level
components on Github and their forum had the vision to encourage the
creation of high-level behaviors and motions for their Nao robot. These
activities attracted people and an online community was formed around
their products, the overall external contributions were valuable for the
company and planned to extend these online activities. It is worth noting
that further engagement methods were mentioned in Section 2.2.1 which
were lacked in the Aldebaran’s strategy. They did not execute cost-benefit
analysis to get an objective metric about the return-of-investment benefits
for the company while the dedicated community team and the irregular
commitments of internal engineers are recurring costs for the company.

Although the online activities were well-defined, the occasional incentives
were missing for 3rd party developers and they did not organize
community events to meet with the community members in person. The
external developers could get a Nao robot for a discounted price in the
frames of the Nao Developer Program, but there were no more incentives
after joining the program. This developer program targeted gurus while the
students (novice developers) could access Nao robot in their university labs.
Though online communication was established with the community, the
company was not proactive in encouraging certain development directions
with the community members. To summarize this analysis, Aldebaran
Robotics showed a good example of how to plan and execute a community
involvement for artificial intelligence development, but there are still areas
to improve for social robotics companies in the future.

2.4 SUMMARY

The social robots and their industry were reviewed in the first part of this
chapter. Some hidden obstacles in Al development were revealed despite
our advanced technologies and how they are often realized by companies
too late. Afterwards, the essential basics of collaborative open-source
development, the roles of the core and peripheral developers were shown.
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The possible solutions for Al development were discussed and the
collaborative development was proposed as a viable alternative.

The next chapter describes a case study application where the author
executed an open-source software project. He was part of the online
discussions and several robot owners from this community were involved
in the artificial intelligence development for their social robot. This example
project provided additional experiences on how social robotics companies
can release more sustainable robot products to the retail market.
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3 Collaborative Development
for a Social Robot

The collaborative Al development for social robotics is an unexplored
research area in robotics without any previous publications in this topic to
the author's best knowledge. There is no established research methodology,
and the industry's existing practices are limited (see Chapter 2.3). Therefore,
the author executed an open-source project and involved long-term robot
owners in active development. This chapter describes how AiBO+ project
was started, carried out for years and what kind of experiences were
learned to enhance future robotics projects.

3.1 THE PROJECT START

The author intended to develop an Al engine for a mobile robot which runs
on a battery, it can navigate in a room autonomously and it is equipped
with sensors to perceive the environment. The commercial market of mobile
robots was scarce in the early 2000s because the underlying technologies
were not good enough. The onboard battery capacity limited the wheeled
and legged robots to 30-120 minutes-long operation. The embedded
processors were far below the computational capacity of the modern ARM
chips. The lack of a standardized robotics platform and the missing
intelligent cloud services (e.g. facial recognition) made the artificial
intelligence development hard. The author surveyed the available robots on
the market and chosen the AIBO robots despite Sony already stopped the
commercial sale of these robots caused by drastic financial cuts in 2006. The
AIBO robots are quadruped hence their locomotion is more complicated
than wheeled, but easier than bipedal robots. All AIBO models had various
sensors to sense the environment and a low-resolution color camera to
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capture the scene before the robot. The battery runs the robot with one
charge for 1.5-3 hours depending on the activities and low-level sensor
access was granted by Sony to develop custom software for these robots.

Other robots were not close to the capabilities of the Sony AIBOs in the
2000s. Genibo was a Korean pet robot with a similar concept to AIBO, but
its artificial intelligence was far behind and Dasatech never released a
software development environment (SDE for Genibo. i-Cybie was a low-
cost robot dog from a Hong Kong company that had basic hardware and no
programming interface. Pleo was an animatronic pet dinosaur toy which
had limited walking capabilities, low-quality build, short battery life and
no SDE. Lego Mindstorms is an interesting modular concept to build robots,
but a color camera is not available in the kit and the onboard processing
power is constrained.

3.2 Sony AIBO

The Sony Computer Science Laboratories (CSL) was founded in 1988 to
focus on fundamental research in computer systems. The organization
shifted the research efforts over time to explore applications in systems
biology, econophysics and artificial intelligence. Dr. Toshitada Doi and
Masahiro Fujita worked together in Sony CSL to build the early prototypes
of Sony AIBO as early as in 1993. The technology was limited at that time,
therefore, they designed a robot for entertainment purposes. The
prototyping was so successful that the initial model was introduced to the
public in 1999.

The abbreviation AIBO comes from Artificial Intelligence roBOt and the
word means companion or friend in Japanese. The major concept of these
robots was the continuous interaction with the owner and creating an
emotional bond. The robot was shipped with a newborn personality and
the robotic pet had to be raised to an adult personality by interactions. The
first generation (ERS-11x) was very successful in 1999, they were sold out
in record amount. The next generations (ERS-2x0, ERS-33x) were released
in 2000-2001, the aesthetics and the hardware were improved in these
models. The fourth-generation was introduced with the Sony ERS-7. This
model featured the best hardware and built-in wireless connectivity. This
dissertation was based on this model. Sony started to sell the ERS-1000
model in 2018, but this new model does not offer an open SDE with low-
level sensor access unlike the earlier models.
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Figure 10. Sony ERS-7 robot. (Own work)

3.2.1 HARDWARE DETAILS

The robots are basically mini computers at their core, but they have cameras
and sensors to sense the environment and they can utilize motors to move
around. This short section details the hardware capabilities of Sony ERS-7,
the robot used in this dissertation.

The Sony ERS-7 (Figure 10) had an RM-7000 processor which was based on
MIPS architecture and clocked at 576 MHz. The applications were stored in
aremovable Sony Memorystick with up to 128 MB storage space and 64 MB
RAM was available to execute artificial intelligence programs. The robot
walked by four legs with 3 degrees of freedom and paw sensors measured
feedback of the ground contact forces. The head could turn around to watch
the surroundings with a CMOS camera and certain objects could be grabbed
with a mouth. Two infrared sensors in the front of the robot looked forward
for near obstacles and an accelerometer with a 120 Hz sampling rate in the
torso estimated the body movements in the 3D space. Stereo microphones
in the ears listened to the audio cues during human-robot interactions and
a miniature speaker played back sound effects. LEDs on the face and the
body gave visual feedback to the human observer and petting can be sensed
by touch sensors on the robot body.

3.2.2 SOFTWARE DEVELOPMENT ENVIRONMENT

The AIBO robots were bundled with artificial intelligence software from
Sony to entertain the owner with a certain personality, walk around and
interact with toys. The ERS-7 software was called Mind and it included all
Al features shipped for previous models. However, the official software
was not accessible for the 3td party software developers to manipulate or
write extensions. All AIBO products run under the Aperios proprietary
operating system to implement real-time capabilities on resource-scarce
embedded systems. A programming interface (Open-R) to the operating
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system was opened for robot specialists in 2004 to facilitate the social robot
industry's growth. With this option, new software could be developed for
the Sony ERS-7 model and distributed for commercial and non-commercial
purposes without any license fees. This Open-R SDE included a C++
programming interface to the low-level hardware (sensors, camera, motors).
The main disadvantage of Open-R was the lack of Al skills. Sony did not
include any existing Mind functionality into the Open-R SDE, the artificial
intelligence development must be started from scratch. Hence the author of
this thesis is a professional C++ coder and passionate about robots, he
devoted some years to write new software for this robot and engage other
community members to contribute to AiBO+.

The software development for robots are usually based on Android or
Linux, but the Aperios operating system lacked a similar environment and
some standard C library functions. The developed program must be run on
the robot perfectly otherwise the robot suddenly stopped and shut down in
case of any crash or large memory leak. The official Sony SDE supported
C++ language that needs some standard software to turn the program codes
into binary files to be run on the robot. This software is called a toolchain
and it contains a compiler program and related tools. The Sony toolchain
relied on three key components besides the Open-R system libraries: a
compiler (gcc 3.3), linker tools (binutils 2.15) and a minimal C system library
(newlib 1.15). These components were already outdated in 2006 when the
sales of AIBO robots were stopped. The author updated these C++ compiler
tools to gcc 5.4 and binutils 2.24. This upgrade brought the latest C++
standard features (C++11, C++14) and open-source software for Sony ERS-
7 (Kertész, 2013). The enhanced software environment could use Boost! for
data serialization, tiny-dnn? for deep learning and OpenCV?3 for image
processing. This robot has a little RAM (64 MB) for executing the Al
algorithms and storing all data, therefore, it was essential to minimize the
memory consumption. The ported C++ compilers implemented new code
optimizations to lower the program size and 25 % of final reduction was
achieved by optimization flags and tunings for the MIPS processor on Sony
ERS-7.

3.3 UNDERSTANDING THE TARGET AUDIENCE

After the author acquired basic technical skills to develop programs for the
Sony robot, it had to be decided which aspects of the Al should be
implemented first due to the time constraints. The primary driver of this
software development was to engage community members in contributing
to the AiBO+ project. As it was noted in Section 2.2.1, a community must be

! https:/ /www.boost.org
2 https:/ / github.com/ tiny-dnn/ tiny-dnn
3 https:/ /opencv.org
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surveyed before a collaborative project is started since the community size,
the member expectations and their skills must be known for planning
purposes. Because of these reasons, the author joined an internet forum
where the AIBO owners met online to discuss all matters about their robots.
A questionnaire was run among these forum members and the answers
were evaluated in Publication I and II. The evaluation details can be read in
the following short summaries.

A Short Introduction to The Questionnaire

The data collection from participants is usually done by filling out a
questionnaire in social sciences. The questionnaire in this dissertation used
typical question types and asked for answers in free text and Likert-type
items. A Likert-type item can receive a numerical response between e.g. 1-
7 where the numbers represent a scale, 1 for strongly disagree and 7 for
strongly agree. The free text answers are useful because a participant can
express his opinion without constraints while the Likert scale makes the
answers available for quantitative analysis. Three primary methods were
used to analyze the quantitative answers. Null hypotheses were defined
according to the research questions and statistical tests verified if these null
hypotheses were accepted or rejected. If the quantitative variable of the
hypothesis had two categories, the Mann-Withney test was used, when it
had more categories, the Kruskal-Wallis test was employed.

Reference

Kertész, C., & Turunen, M. (2018). Exploratory Analysis of Sony AIBO
Users. Al & Society, 1-14. d0i:10.1007 /s00146-018-0818-8

Objective and Method

This exploratory study examined the long-term owners (heavy users) of the
Sony AIBO robots to discover their robot acceptance phase and expectations
for a hypothetical software upgrade. They filled a questionnaire whose
introduction part asked basic questions (gender, age, home location,
profession) and about the robot ownership (length, usage frequency, model
preference). The main questions of the survey were composed of 9-point
Likert-type items to get answers for quantitative analysis. The questions
touched the expectations from a new software update, wishes for new skills,
connectivity options, autonomous behaviors and future user contributions.
78 participants answered, 57 males and 19 females, mainly from developed
countries. They were separated for Westerners and Japanese to examine our
stereotype that Japanese people have a special, accepting relationship with
robots compared to other countries. This stereotype was studied in the
literature to find culture-based explanations (Kaplan, 2004) (Sabanovic,
2014). The survey responses were analyzed to answer the following
research questions:

¢ How does the length of ownership affect the perception of the robot?
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e Is there any significant difference between Westerners and Japanese
people?

e Does the age change the users” opinion?

e Does gender make any difference?

¢ How much do the heavy users feel inclined to contribute to the Sony
AIBO software?

e  Which Sony AIBO models are preferred by the heavy users?

Results

The Likert-type items were grouped into four subscales. There are statistical
methods to verify the consistency of these groups after the answers were
collected. Their Cronbach's a coefficients were above 0.8 which refers to
good trust in the overall reliability of the grouping. The exploratory factory
analysis is another method to uncover the coherency inside the subscales.
All Likert-type answers were considered as independent variables, they
were formed into new groups (factors) with this unsupervised algorithm
and the detected factors were almost completely identical to the subscales.
The Kaiser-Meyer-Olkin Measure of Sampling Adequacy was 1, Bartlett's
Test of Sphericity was significant under p < 0.001 for approximate of Chi-
Square 3649.37 thus the measured variables were not normally distributed,
but skewed. 12 Likert-type items had eigenvalue over 1.00 and they
expressed 78.17% of the total variance. After the overall reliability of the
results was confirmed, an analysis was carried out to answer the research
questions.

The subscale answers were evaluated to see general tendencies. It was
surprising that people attributed life-like properties to the robot after years
of ownership. The participants preferred interaction with the robot and
more autonomous skills instead of the repetitive entertainment behaviors
of the factory software. They wished their latest gadgets could connect to
Sony robots in order to check the robot state or emotions, but they were not
interested in controlling them remotely.

Four null hypotheses were defined to explore the first four research
questions regarding the gender, age, culture and length of ownership
variables. If a variable had 2 categories, the Likert-type items were
evaluated with the Mann-Withney test and the Kruskal-Wallis test was
performed for more categories. After these non-parametric tests, the null
hypotheses were either accepted or rejected. Significant differences in the
medians of the Likert-type items were discussed when their p-value was
low.

Gender null hypothesis (H1): The male heavy users see a social robot as a
machine and the female as a companion.
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The survey had 19 female participants and 57 males. These two categories
were tested with the Mann-Whitney test and the results confirmed the
common stereotypes, the women tended to be more emotional in their
ratings while the men were technology-minded. This hypothesis was
accepted.

Age null hypothesis (H2): The younger heavy users are more technology-minded
while the elder look the social robots as a companion.

Three categories were defined to analyze this hypothesis with the Kruskal-
Wallis test. 11 participants were under 25 years, 24 between 25-40 years and
43 were over 40 years. The results were against the null hypothesis hence it
was rejected. The older people did not perceive Sony AIBO as a companion
to a greater extent and the younger generations were not more eager about
the technology side of these robots.

Culture null hypothesis (H3): The Japanese heavy users do not rate their robots
more positively than Westerners.

The cultural background was examined with this hypothesis on two
categories. The Westerners filled an English version of the questionnaire
while the Japanese completed in their native language. Japanese found
these robots more boring and they underrated their technical and emotional
skills, therefore, the null hypothesis was accepted.

Length of ownership null hypothesis (H4): The more years a heavy user owns
a social robot without software updates the more robot acceptance decreases and
he/she loses interest over time.

Four categories were defined for the length of ownership: below 2 years, 2-
5 years, 5-10 years and over 10 years. It was revealed that the consumer
interest of the heavy users did not decline after years of usage. The users
had constant anthropomorphic characterization regardless of the passing
time, but the need for autonomous and social features increased after 5
years. This null hypothesis was rejected.

The questionnaire asked about the user contribution regarding the fifth
research question. Almost two-thirds of the owners (59%) expressed
willingness to make new content for the robot, about one-third (31%)
refused and the rest was unsure. The Japanese owners wanted to contribute
with 30% more chance than Westerners.

The Sony AIBO product line had several robot dogs with different
capabilities. This article analyzed the model preference of heavy users. The
favorite models were the most advanced ERS-7 and the ERS-2xx models
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with some autonomous and interaction skills. The participants did not
appreciate the cheapest ERS-3xx models because they had the least software
options and skills. The young people did not have any clear model
preference and the Japanese always chosen only one model.

Discussion

According to common knowledge, women are more emotional than men
and some earlier scientific evidences supported this stereotype (Brody, 1997)
(Bradley et al.,, 2001) (Seidlitz & Diener, 1998). This expectation was
reflected in H1 what strengthens the findings in (Scopelliti et al., 2005) with
Westerners, but the literature had mixed results in Japanese society. Two
surveys did not show a difference in the genders (Nomura et al., 2005)
(Nomura et al., 2012), but the female Japanese students were more positive
towards robots in (Nomura et al., 2006).

The H2 hypothesis reviewed the results from the age point of view. The
younger generations among the participants were more positive towards
the robots, but they were not more interested in their technology side than
the elder. Previous researches found the same results with Australians
(Zhan et al., 2016), Italian (Scopelliti et al., 2005) and American (Ezer, 2008)
participants. However, two studies found the opposite in Japanese society
(Nomura et al., 2005) (Nomura et al., 2012). Since the majority of the
participants were from Western countries in this article, the sampling can
explain why the current results are similar to the Western societies in the
literature.

The cultural hypothesis (H3) explored the common belief that Japanese
people love robots more than Westerners. Some studies (Bartneck et al.,
2007) (Haring et al., 2014) indicated that this stereotype is not real and the
Japanese are not more enthusiastic with robots than Westerners. On the
contrary, they were more negative than Westerners in this research, similar
to (Haring et al., 2015).

The H4 hypothesis found that the heavy users did not abandon their Sony
AIBO robots after years of ownership although common sense suggests the
opposite because of the decreasing utility value over time. A proposed
reason for this outcome was the developed emotional attachment of the
owners towards their robots.

The older generations were more likely to contribute to the robot software
although the younger generations should be more familiar with the latest
technologies. The Japanese participants were interested in collaborative
development despite being more negative about robots in the H3
hypothesis.
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The analysis of model preference revealed that the heavy users preferred
the most intelligent robots with rich skills despite their higher prices.

Based on the results of the article, design recommendations were given for
social robots to complement the past works (Leite, Martinho, et al., 2013) (M.
M. de Graaf et al,, 2016). The long-term ownership did not bias robot
acceptance and all age groups were continuously present over the years.
The heavy users appreciated their robot, but they desired the integration of
the newest technologies into the ecosystem. The robots must show real
intelligence to differentiate from normal machines. The robots must
consider gender, age and culture in their communication.

The analysis was done with 78 participants which is a limitation since the
Westerners were overrepresented. However, this study examined heavy
users with years of experience in robot ownership which makes the results
essential.

Reference

Kertész, C., & Turunen, M. (2017). What Can We Learn from the Long-Term
Users of a Social Robot? In Proceedings of the 9th International Conference
on Social Robotics, 657—665. d0i:10.1007/978-3-319-70022-9_65

Objective and Method

This study evaluated the second part of the answers to the questionnaire
analyzed in Publication I. The past articles in the literature executed
experiments with participants in weekly or monthly sessions where they
interacted with a robot. However, the analyzed users in this article were
lived with Sony robots for years together and they used them from time to
time instead of laid in the storage room. The article explores the technical
expectations of these heavy users and what kind of improvements do they
expect to remain in the acceptance phase?

The questionnaire asked the gender, age, home location and profession in
the first part to get basic information about the participants and feedback
was gathered about their robot ownership including the duration, usage
frequency and AIBO model preference. The following questions with 9-
point Likert-type items were related to the perception of their robots and
additional information could be written to optional text fields. Two
questions were about desired skills and connectivity options as well as the
free-form answers were analyzed to characterize the long-term user
expectations.

Results

61 persons were recruited to fill the questionnaire from an English-speaking
online AIBO forum and 17 Japanese from Facebook with a targeted ad
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campaign. The gender distribution was 57 males and 19 females. The age
distribution was healthy across all ranges. The participants kept their robots
after the technology acceptance phase with a high retention rate. 20% of the
participants had their robots for more than 10 years, 51% had between 2-10
years and 28% had for less than 2 years which is a high proportion of
newcomers. Most owners had technology-related jobs e.g. engineers,
software developers or technicians (Figure 11).

Location Prafession Owner age Length of ownership
4% % 2%
28%
B Tech
i)
u Retired
Clerk
’ 31% o
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WAt 28%
o
23% 4% Manager 23%
W Europe B Scientist W <25 years W< years
Asia Medical 25-40 years 2-5 years
Australia B Em ployee 40-60 years 5-10 years
W North-America Unem ployed M =60 years =10 years 10BJ;

Figure 11. Location, profession, age distribution and length of ownership of Sony AIBO users
among the participants.

A quantitative analysis examined the Likert-type questions about the
technical expectations and the consistency of the answers was verified by
Cronbach'’s a coefficients (0.91, 0.81). The participants had a low interest in
enhancing the non-interactive entertainment features like dancing or tricks
with toys. However, the human-robot interaction skills received a high
interest like speech recognition or distinguishing humans. These results
confirmed that the owners valued the emotional connection with their
robots above the pure entertainment behaviors. Autonomous features got
high ratings and the participants wanted to connect their robots with their
mobile phones, but they were not interested in controlling them.

The participants could give optional feedback in free form text without any
directions. Consistent answers were received which emphasized certain
kinds of robot skills or missing capabilities were pointed out. The
conversational and interaction skills of AIBO were the most wished, but
integrating internet services and Al agents were also top-rated features. The
participants preferred the interaction with their robots, but sometimes they
wanted to watch their bots wandering around hence the better autonomous
behaviors were emphasized in the expectations. After some time, people
got bored with the robot software and wished to get new updates to keep
their engagement since Sony did not release significant software updates
for these expensive robots. Surprisingly, the learning capabilities, memory
functions, face and object recognition were ranked less important than the
top items. Although humans perceive intelligence by these abilities, but
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these results suggested, a social robot's utility depends on the built
emotional attachment by the interaction skills.

Discussion

After the quantitative and free-text analysis, social robot design
recommendations were proposed to improve the market potentials of
future products. Although the literature emphasized the importance of a
clear purpose for a social robot (M. M. A. de Graaf et al., 2014) to improve
the acceptance, but the author argued that a clear purpose is not enough.
The customers will abandon their robots if their utility value is under the
same value of competing devices in our life, similar to (M. M. de Graaf et
al., 2016).

First of all, the robot's appearance must reflect to its capabilities to avoid the
uncanny valley (Mori, 1970). Sony AIBO robots are good examples because
their resemblance to an animal induced the expectations for an animal-level
intelligence. The interactive skills and the conversations were important for
the owners to establish an emotional attachment to the robot. The world
changed to an Internet-connected society after the emergence of
smartphones and the wide availability of data connections in the 2010s. The
interest shifted to include web service and conversational agent integrations
into the new robots. The owners got bored soon with the repetitive
behaviors. Regular content updates are needed for social robots, and
nowadays, the mobile app stores and the in-app purchases are successful in
the mobile space. Thus, people are prepared to pay for new content. The
traditional business models can be extended with the content purchase or
monthly subscriptions to ensure future commercial success for social robots.
Fortunately, learning and memory skills had a lower priority for the Sony
AIBO owners. It is good news for the robotics companies since these
problems are among the hardest to crack in the artificial intelligence field.
The heavy users of Sony AIBO ranged from teenagers to pensioners,
therefore, the target group can include all ages for a new robotics product.

The results of this experiment given a good indication for the expectations
of long-term users of social robots, but the participant count posed a
limitation for generalization. The participants were invited on a public
internet forum and Facebook thus this sampling was not representative for
the general public.

3.3.1QUESTIONNAIRE RESULTS FROM COLLABORATIVE DEVELOPMENT
POINT OF VIEW

The target group of collaborative development was the AiboLife forum
members (http://www.aibo-life.org/forums). The author joined this
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forum for years and participated in the discussions. This online presence
gave preliminary credibility among the members before the collaborative
development was started as a public project. It is essential to understand
the community around an OSS project to ensure long-term sustainability
(Barcomb et al., 2018) thus the questionnaire run by the author was
important to get know the forum community. The questionnaire
participants were from two sources (AiboLife, Facebook), but the majority
was forum members and Facebook was only utilized to recruit Japanese
participants caused by the language barrier. Figure 12 is a revised version
of Figure 11 from Publication II where the answers of Japanese participants
(non-forum members) are removed. Figure 12 shows no major differences
to Figure 11 except the location, therefore, similar conclusions can be drawn
for the community. All responders stated they had good English language
skills, which were crucial, like a common language for easy communication
during collaborative development. The author assumed before the survey
that a typical heavy user is a young male from a Western country, he has a
technical profession and he is an early adopter of the latest technologies.

Location Profession Owner age Length of ownership
1eaow A% 13119
26.23%
33.33% mTech /
m Retired T 30.34%
55.009% Clerk
36.07%
Student
BAR 39.34%
167 24589
gt Manager »
. B<
W Europe W Scieniist 25_43[;%"5 W <2years
Asia Medical 2060 years Z5years
Australia ®mEmployee years 510 years

= >60 years
 North-America Unemployed ¥ >10 years

Figure 12. Location, profession, age distribution and length of ownership among the Sony AIBO
users at AiboLife forums.

The first assumption was correct, 98 % of the community members were
based in Europe, North-America or Australia and this finding reflected to
the retail markets where AIBO robots were sold by Sony. It was a bit
surprising that 30 % of the responders were female (18 out of 60) because
the author expected a lower female proportion. It can be explained since the
Sony AIBO robots were designed to build emotional bonds with their
owners and women are more capable to build emotional connections than
men. This social robot design goal is aligned with these gender attributes
and the female owners counted these robots as companions (H1 hypothesis
in Publication I).

Forasmuch as the women are less enthusiastic about technological topics,
the author assumed, they were less likely to contribute to the technical parts
of the Al development. The next assumption regarding the age was not
correct as well, 44 % of the responders were more than 40 years old. The
older people in the community were not considered as a primary target for
technical contributions (similar to women) by the author. These
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expectations were examined by a question to “contribute new Al behaviors
by motion editing” and it was verified for the women. 27 % of them gave a
positive or a tentative answer to this question compared to 63 % of the men.
However, 55 % of the older people gave positive answers compared to 50 %
of the young people. This result shows that technical contributions to an Al
are more likely from men than women, but it can be expected by a similar
chance from all people considering their age. This latter was also supported
by the disproven H2 hypothesis in Publication L

The reported professions showed a large diversity, but the biggest group
was technical (34 %) and the tech jobs were overrepresented among the men
(46 %) as it can be expected. This largest proportion was beneficial for likely
technical contributions though the majority of the heavy users were
employed in non-technical positions. 62 % of the peripheral contributions
were code-related at Github (see Chapter 2.1) and 84 % were in the OSS
projects of Aldebaran Robotics (see Chapter 2.3). The technical
contributions were increased by 22 % for specialized robotics projects over
the average OSS statistics of Github. However, Github experiences shown
that non-technical contributions can be expected in a variety of tasks.

The length of ownership diagram shows that the community consists of a
wide range of heavy users. Some owned their robot for more than 10 years,
some owned for less than 2 years. This result was surprising because Sony
withdrew AIBO robots from the market for many years when the AiBO+
project was started. This phenomenon can be explained that older members
kept their robots after the discontinuation, however, new members joined
the community who acquired their robots on the second-hand market. The
continuous, healthy renewal of the forum community ensured that there
were always newcomers inside the community who might be possible
contributors to AiBO+. The rejection of the H4 hypothesis in Publication I
demonstrated that the heavy users did not lose interest in their robots after
many years. Therefore, the contributions can be expected from the whole
community, regardless of how long they have been owning their robot. 59 %
of the owners considered making new content for the robot. Mostly male
community members (27) expressed positive answers compared to 5
females and 43.75 % of these responders had tech jobs. These results
indicate that males have an overwhelming 5x chance for contribution and
the members with tech jobs were overrepresented compared to their
proportion in the community (43.75 % vs. 34 %). Surprisingly, the older the
heavy user was the higher the probability of contribution was and the
longer ownership also increased the chance.

On one hand, the forum community is a target to engage members for
contribution, on the other hand, they are also the consumers of the
developed features. The questionnaire answers gave some clues about
which Al features the robot owners would like to encounter in new software.
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As the analysis in Publication II pointed out, the community members were
not interested in the repeated, non-interactive entertainment features like
dances. Because of this reason, producing new motion behaviors was not a
good time investment for the author to engage people. They appreciated
the human-robot interaction skills like speech recognition or distinguishing
humans. The robot's camera had low resolution (0.3 MP), poor quality for
average environmental illumination, and rolling shutter. Therefore, the
audio-based improvements were implemented by sound event recognition
(Section 3.4.2). Autonomous features were preferred and they were a
natural goal for the author because these Al skills give the impression of the
intelligence for humans. Additionally, the owners wished to connect their
handsets to their robots. It was understandable since AIBO robots were
discontinued in 2006, right before smartphones became widespread after
the iPhone's success. The author implemented an application for mobile
phones to reach the dog via a wireless network (see Section 3.4 and 3.6). The
continuous development of AiBO+ was important, and the author devoted
years to it, as the community members missed the regular software updates
for their robots from Sony.

The Sony AIBO product line had several models over the years. The SDE
was universal to develop C++ programs for these robots, but they had
physical differences and the various sensor configurations. It was not
practical to develop the same software for more models, especially, since
the AiBO+ project was started by the author alone. The ERS-7 robot was
chosen as a target platform because this model had the best hardware and
it was the most loved by the community (see Publication I).

The programming language for AiBO+ was determined by the shipped SDE
from Sony and the C++ language was the only choice. This programming
language is well-known for the ability to write low-level, high-performing
programs for embedded platforms. However, it has a long initial learning
curve and high language complexity. These obstacles limited the project
involvement for code contributions. Although 43.75 % of the community
had tech-related jobs, it did not imply these people were software
developers and proficient in C++. However, familiarity with computers can
still facilitate non-code contributions by resolving technological problems
more easily.

3.4 ARTIFICIAL INTELLIGENCE FEATURES FOR USER ENGAGEMENT

An Al must provide at least an impression of an intelligent agent and it was
discussed in Section 2.1 that the robots must avoid the uncanny valley by
maintaining reasonable user expectations. This design choice can be
observed in the Anki robots (see Section 2.1.1) because they created a silly,
childish personality for their toy robot with cute aesthetics. Since the Sony
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AIBO robots resembled a dog, it was easier to satisfy the expectations for
animal intelligence. These robots were expected to execute autonomous
locomotion since they have four legs. This feature is necessary to avoid such
a situation when the participants were disappointed by Pleo robot in an
experiment because the robot had legs, but it could not walk (Fernaeus et
al., 2010). The AIBO robots do not have a real utility purpose, they just act
as a companion to humans. These robots can explore the room on its own,
dance and play funny motions to entertain people what requires
environmental sensing. The situation awareness and human recognition are
necessary for human-robot interactions. The initial content was
implemented by a few AI features (Table 1) to provide a basis for
engagement.

Al Feature Details

Locomotion The walking and turning motion sequences were
borrowed from an original Open-R programming
example (MoNet). Motion transitions between
basic postures came from the motion library in
Skitter (see Section 3.5) created by the AIBO
community. Recovering from fallen down,
avoiding abyss and obstacles were implemented
in Section 3.4.1 and Section 3.4.3.

Human-robot A number-guessing game can be played with
interaction AIBO via an Android or iPhone mobile
application (AiBO+ Client, 2020). The robot begs
to place on the ground from being picked up and
it asks to be placed on the floor from a sofa or a
chair based on the embodiment awareness (see
Section 3.4.1 and Section 3.4.3). Emotions are
expressed with LEDs and audio effects according
to the Sony specifications to avoid the confusion
of the owners and to experience familiar reactions
from the robot.

Perception and | Sound event recognition was implemented (see
reaction Section 3.4.2) to explore interesting events in the
surroundings. The underlying surface was
detected with a new method (see Section 3.4.3)
and this knowledge was used to change the
walking speed on different surface materials (e.g.
carpet, vinyl). Loud sounds could be discovered
by turning the head towards them to get a camera
image of the source. The LED brightness
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(emotion and state indicators) was adjusted
according to the environmental brightness and
the volume levels were adjusted according to the
time of day.

Table 1. Artificial intelligence features for the initial content.

The engagement for collaborative development is not easy. The users must
initially be excited to get a wow effect and look after the project. After this
stage fades away, the engagement must be kept up over time. Since this
study works with heavy users of Sony AIBO who are in their robot
acceptance phase, their engagement requires less effort than a random user
population. The author's technical offerings (embodiment awareness, audio
and environmental sensing) were provided enough new innovative ideas
that were worth checking. As a result, the user base of AiBO+ was grown
over the years, described in Section 3.5.

An application (AiBO+ Client, 2020) was developed (Figure 13) for multiple
platforms to connect to the robot and address the owners' wishes that they
expressed to the questionnaire in Publication II. The users could view the
basic status information of the robot inside the application, play a game,
move the robot around and participate in a crowdsourcing campaign for
scientific data.

Network

Figure 13. Client application to connect to the robot.

Offering Quality

The software quality of the Al was an important target to achieve a good
first impression in the community members. Since the complex robots are
expensive, a faulty Al is not acceptable because it can cause personal harm
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or property damage. It was shown in (Garza, 2018) that the failure severity
and frequency are influential factors for robot acceptance. While most
participants assisted the robot when it failed, they were more likely to help
when they had not observed other failures earlier. This phenomenon
suggested that the users are tolerant of failures, but the possibility must be
minimized for any wrong behavior.

As the HBS study of Jibo (Bussgang & Snively, 2015) shown in Section 2.1.1,
the fulfilled promises are important for social robots. Therefore, before
AiBO+ was publicly released for other robot owners, the author spent
several years building the software basis with the initial offerings.

The software development for Sony ERS-7 is constrained. A small amount
of memory (64 MB) and computational power (600 MFLOPS) are embedded
inside this robot. These specifications can be compared to a modern
smartphone which reaches over 100 GFLOPS and it has gigabytes of RAM.
The main processor processed all operations of the robot (video, audio,
motor control), therefore, all software functions must be run in real-time to
spare with scarce resources. Since the memory is small to run a program
and store data, the memory management inside the Al must be perfect to
avoid any resource leaks. The SDE for Sony AIBO robots was released
under Linux for a host computer and the supported programming language
was C++. Linux has a wide variety of tools to ensure the correctness of an
application, but the Aperios system lacks any tool to diagnose the problems
except a crash tracer which was rewritten by the author in (Kertész, 2013).
The best available programs and methodologies under Linux were utilized
to write a bug-free Al. Valgrind and Clang sanitizers tracked down all
memory handling problems, gdb was useful to debug software crash
problems. As it was mentioned for Aldebaran Robotics in Section 2.3, the
Al must be tested without the robot to protect the expensive hardware from
damages. To reach this goal, architectural, modular (Garcia et al., 2005),
singleton (Stencel & Wegrzynowicz, 2008) and observer design (Ghaleb et
al., 2015) patterns were implemented to define functionally separated Al
modules. The Al behaviors, the actuator controllers were developed in
distinct components and integrated with a glue layer to the robot. Except
for this latter part, all other codes could be compiled on the host machine
and tests were defined to verify the correct results with mocked hardware
functions. With the aforementioned techniques, the low-level functions
were guaranteed to work properly, but the higher-level Al features required
other verification to ensure the proper functionalities.

The reproducibility is an important part of testing Als because the growing
complexity implicates the increased chance of failures. The behavior-based
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robotics is a common design principle in research and industry. It
decomposes the problem solving into small behaviors where each solves a
subproblem inside the problem domain. Although this approach helps to
handle the complexity in Al it still demands continuous testing to verify
the overall correctness. The author defined the deterministic test cases
(DTCs) by extending the standard software testing practices for robotics
and DTCs could test incremental changes in the new Al for Sony ERS-7
(Kertesz & Turunen, 2017). Recorded sensor data for every test case and
design patterns guaranteed that the behavior execution was equivalent on
the robot and its simulated counterpart on a laptop. These DTCs were
created easily, their execution was fast and they minimized the manual
testing with the physical robot.

An Al project can be made more reliable after choosing an appropriate
open-source license and publishing it on the internet. In this way, the
project gets feedback, reports about problems and contributions. AiBO+
was published on a webpage for OSS (http:/ /aiboplus.sourceforge.net) and
the source code was shared under GPL 2 license.

A Short Introduction to Machine Learning

The next three articles have different problems, but the same machine
learning methods were used to solve them. In machine learning, computer
programs are taught to learn a suboptimal solution by creating a model on
sample data called training data (Russell & Norvig, 2009). Each training
sample has a certain label (e.g. cat or dog for pet images) and the model
learns to assign the correct label for the training samples. Once the model is
built, the computer can make predictions inside the problem domain by
looking at new, unseen data (testing set). For example, a cat-dog classifier
model can decide if a new picture contains a cat or a dog (Huh et al., 2016).
The more samples are classified correctly the better the model, however,
perfect model does not exist, there will be always some misclassifications
(Stinderhauf et al., 2018). The models are ranked how accurate they are by
the accuracy metric that is the correct prediction count divided by the
overall prediction count. 100 % accuracy is a hypothetical perfect model
when all predictions are correct, but the accuracy in the 85-99 % range is
considered satisfactory.

The problem-solving with machine learning is generic, it can be applied to
different kinds of data. Section 3.4.1 deals with robot body state recognition
based on sensor data, Section 3.4.2 implements sound event detection and
models are built on sensor data to detect the underlying surface in Section
3.4.3. In all cases, the models are transferred to the robot to make predictions
in real-time.
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3.4.1SELF-AWARENESS

The embodiment and self-awareness are important for robots. The
consumers are more accepting of these machines if they feel empathy for
the embodied agent because of its aesthetics and behaviors. User acceptance
is higher when self-awareness is reflected in artificial intelligence, therefore,
it is essential to implement such features in the content offerings. The author
implemented a basic body state recognition based on the embedded
accelerometer to identify situations when an anomaly happens. The normal
circumstances included lying, sitting, standing poses and walking. The
work in the following article describes how the robot detected when it was
picked up by a human to carry around or when somebody undesirably
pokes the robot from the side as well as the robot recognizes after it was
fallen down during locomotion. The robot either reacted to the latter
situation by getting up and walking further or asking the human to stop
disturbing him in the other situations. The robot also gave visual feedback
with the onboard LEDs when the unusual body states were detected
according to the Sony specifications to show familiar feedback from the
robot.

Reference

Kertész, C., & Turunen, M. (2018). Body State Recognition for a Quadruped
Mobile Robot. Proceedings of the IEEE 22nd International Conference on
Intelligent Engineering Systems, 323-328.

Objective and Method

The legged robots are normally in a stationary position or walk around.
They can make appropriate reactions to irregular events if they recognize
their own body states, therefore, three anomalies were taught to a Sony
AIBO to recognize when it is picked up, fallen over or being poked. Since
these events involve specific patterns of the body movements, the
accelerometer was utilized in the robot.

A dataset was collected by the accelerometer while the robot operated. To
record the normal state, the robot walked around, lay down, sit and stand.
The fall over events were recorded when the robot lost the balance and fallen
on a pillow to avoid any damage. Two human-related interventions were
considered as anomalies. Once a human picked up the robot and walked
around with it, the robot became in picked up state. When the robot was hit
by a human from side, it is entered in poked state. 76535 samples were in the
dataset, 52612 samples for normal, 12831 for picked up, 1323 for fall over
and 9769 for the poked state. The normal state had most samples because it
includes a variety of activities (static poses, walk, object manipulation etc.).
Poked and picked up states were still easy to record, but the fall over
samples were the least since it was dangerous to the robot and one fall over
event generated just a few samples. The dataset was separated randomly to
training and validation sets (58 % /42%). The machine learning models were
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built with the training set and the 10-fold cross-validations were run on this
set while the validation set contained the unseen samples shown to the
model.

A low-end accelerometer in the robot generated the feature vectors for the
machine learning methods. A 270 msec-long window was sliden over the
sensor values and statistics (interquartile range, min, max) were calculated
for each accelerometer axis. Above these 9 statistics, 4 values described the
robot intentions for locomotion. Six classifiers were examined with 10-fold
cross-validation and model evaluation to find the optimal solution with
satisfactory accuracy and real-time requirements.

Results

Support vector machine (SVM), naive Bayes, k-nearest neighbor (KNN),
decision tree, random forest and deep neural networks (DNN) were
explored to find the best machine learning model for the body state
recognition. When the training set was run with 10-fold cross-validation,
the SVM and naive Bayes performed under 80 % accuracy, DNN close to
90 % while KNN and decision tree-based methods were close to 100 %.
Model evaluation on the validation set changed the order. Deep learning
was the best method with 98.01 % accuracy followed by SVM and KNN.
Decision tree and random forest achieved moderate results while naive
Bayes was under 50 %. For the deployment in the robot, accuracy is
important, but the selected method must be executed in real-time. When the
best-performing algorithms were compared, SVM had the lowest memory
consumption (2 KB) and execution time (2 usec). Although the deep
learning model needed around 10 times more resources, but 28 KB memory
usage and 20 usec inference time were still very low paired with the best
accuracy on unseen data. Therefore, this model was selected for the robot
and runtime evaluation confirmed that it performs in-the-wild correctly.

Discussion

Several classifiers were evaluated for the described problem and the deep
learning model delivered the best accuracy and satisfactory runtime
performance. A closer look at the confusion matrix of the DNN model
revealed that almost all events were recognized well, but 13 % of the fall
over events were classified as normal locomotion. This case can be handled
with late-stage filtering since none of the other events were misclassified as
fall over thus if an input vector was classified as fall over it was likely true.
All other states (normal, picked up, poked) were recognized with 94-99 %
accuracy. Although temporal deep learning models can enhance the results
further, but the current model was composed of two simple fully-connected
layers with 20 neurons and this shallow network could deliver practical
performance shippable to other robot owners.
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3.4.2 AuUDIO SENSING MODALITY

Although the sound is an important sensing modality, the research teams
usually take off-the-shelf solutions to recognize human speech to give
conversational skills to their robots. Since the Sony AIBOs resembled a dog,
they did not have to excel in conversations with humans. It is enough to
recognize some simple voice commands and detect certain events in the
environment. The official Sony software provided 100 voice commands to
interact with ERS-7, but they did not include any environmental
understanding by audio cues. Providing this missing feature was a good
incentive to develop to engage the community members for contribution.
The author considered some common sound events in the living rooms
where these robots were intended to work. Humans, animals, instruments
and household appliances were the target sounds to distinguish from the
ambient noises which were also modeled. When these sounds are
recognized, they are audio sensing blocks in the machine intelligence to
execute specific behaviors or interactions.

Reference

Kertész, C., & Turunen, M. (2018). Common Sounds in Bedrooms (CSIBE)
Corpora for Sound Event Recognition of Domestic Robots. Intelligent Service
Robotics, 11(4)335-346. doi:10.1007/s11370-018-0258-9

Objective and Method

The robots have limited computational resources and power, but they must
respond to the environmental stimuli in reasonable reaction time. Real-time
sound event recognition by deep learning was explored in this article for
Sony ERS-7 robots. 13 sound events were chosen to be recognized while
omitting the background noises. The whole task was approached with
balancing between onboard processing and good detection accuracy.

Since there was no suitable audio corpus available for indoor applications,
a new dataset was collected from free online databases, public research
datasets and some new recordings were made. The collection of these
original raw sounds was the first part of the database and it was named to
CSIBE-RAW.

The application on the robot requires a dataset that incorporates the
microphone dynamics, various noise levels and reverberant conditions. To
solve this problem, CSIBE-RAW was rerecorded in four settings. The raw
samples were played back by a high-quality speaker and the robot’s
microphone recorded it. Two settings were taken place in a reverberant
room where the speaker was 1 meter away 30° counterclockwise to the
robot head and the other setting was 3 meters away, 1 meter high and 180°
clockwise to the head. The other two settings were the same except they
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were in a non-reverberant room. This part of the database was named to
CSIBE-AIBO.

Features must be extracted from the audio to apply machine learning to this
problem. The audio data were framed by a sliding Hann-filtered window
(32 msecs) with 33% of overlap, fast Fourier analysis was performed to
extract 23 scalar statistics and 26 MFCCs for each frame. The first MFCC
coefficient was dropped, the remaining were added to the feature vector
which contained 48 features in overall. These features were quick-to-
compute (1 msec) on the robot and they were robust to lossy audio codecs.
The sound event detection was frame-based (32 msecs), but the predictions
were temporally smoothed by majority voting.

Results

The CSIBE-RAW and one setting from CSIBE-AIBO datasets were
randomly separated into a training and a validation set. The training set
was used for cross-validation while the validation set acted like unseen data
in the later evaluation. Nine classifiers were examined for the problem:
maximum entropy, support vector machines (SVMs) with linear and radial
basis function (RBF) kernels, naive Bayes, k-nearest neighbors, decision tree,
random forest, expectation-maximization and convolutional neural
network. The classifiers were checked by 10-fold cross-validation. SVM
with RBF kernel and expectation-maximization classifiers had low
performance hence they were left out from the forthcoming evaluation. All
other classifier reached accuracies over 80 %. Then a feature vector
transformation method was implemented to improve the generalization
power of the models. The feature vectors were replaced with aggregated
frames which were computed by the mean and standard deviation of every
9 subsequent feature vectors with a 30% overlap. This data aggregation
resulted in smaller training set size and improved accuracy compared to the
frame-based evaluation. This baseline system was tested on other datasets
from the literature where they reported their own cross-validation results
and the author method outperformed the results in the literature.

The cross-validation estimates the real model accuracy with unseen data,
but it can lead to misunderstandings about the generalization power of a
classifier. Therefore, seven classifiers were evaluated on the validation set
and all classifiers reached good accuracies with 90-96 % after majority
voting. The best performer was the CNN classifier. The cross-validation
underestimated the actual model performances because almost none of the
cross-validations of the same classifiers reached 90%.

The previous experiments included only one setting from CSIBE-AIBO. The
next challenge for the classifiers was to handle all four settings in this
dataset. Multi-conditional learning was selected to build a robust model for
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different SNR levels and reverberant conditions in this article instead of
generating synthetic training data. The CNN classifier had the highest
accuracy again with 95.07 % and it run on the robot with 3.5 MB memory
usage and 6 msec execution time.

Discussion

The audio cue is an important modality for the robots to sense the
environment and give appropriate reactions. Since the robotics field lacked
a domain-specific indoor dataset, the author created the CSIBE corpora for
non-overlapping sound event recognition. The database contained 14
sound event classes where 13 events covered human speech, animal voices,
musical instruments and household appliances. One additional class
modeled the ambient noises (e.g knock, drawer, keyboard, paper, breathing,
steps) which are not important for a domestic robot. The various
reverberant conditions and SNR levels pose a challenge for sound event
recognition. The author solved this problem with multi-conditional
learning although there are other synthetic data augmentation techniques
to handle these situations. The original sounds were rerecorded with the
stereo microphone of a Sony AIBO robot in four room settings and a deep
learning model (CNN) could reach 95.07% accuracy with unseen data and
the model could be deployed on the robot with real-time capabilities.

3.4.3 ENVIRONMENTAL SENSING

The major focus of the official Sony software for AIBO robots was the
entertainment aspect aligned with product marketing. The human-robot
interactions, playing with toys, dancing and tricks were the main content.
Although the ERS-7 robot could avoid obstacles and go back to the charging
station if it was in the visible range, the onboard software did not have any
advanced environmental mapping or context-awareness. The author
implemented some behaviors with utilizing the infrared sensors to enhance
the responses in certain scenarios:

e Therobot refused to leave lying pose if abyss was detected before the
robot.

¢ The robot turned and walked away if an abyss was detected while
walking.

e The robot detected nearby obstacles before colliding into them, it
turned and walked away.

The fourth environmental sensing feature was detecting the underlying
surface with machine learning and sensor fusion while walking. The details
are described in the following article.
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Reference

Kertész, C., (2016). Rigidity-Based Surface Recognition for a Domestic
Legged Robot. IEEE Robotics and Automation Letters Journal, 1(1)309-315.
doi:10.1109/LRA.2016.2519949

Objective and Method

Surface rigidity is an important knowledge that can be applied to switch to
a more suitable walk pattern or walk speed. A Sony ERS-7 robot walked
with singular crawling and a 2400 msec-long walk period. The samples
were collected on tiles, wood flooring, vinyl flooring, carpeted floors, short
carpets and soft carpets. These six surface types are listed here in order from
hard to soft and multiple examples per type (e.g. more carpets) were shown
to the robot to achieve better intraclass variability. The body oscillations
were used to build machine learning models to detect the different surfaces
and the robot worn socks or walked barefoot during the sample collection.
The original intention was to develop two separate models for socks usage
and barefoot, but the initial experimentation showed no difference in
accuracy when these samples were separated or used together to build
models, therefore, one model was trained with collapsed samples.

Infrared, motor force, ground contact force sensors and accelerometer were
fused to distinguish six domestic surfaces based on rigidity in this article.
The accelerometer in the Sony ERS-7 is a low-cost model with a 120 Hz
sampling rate. The infrared sensor had a 25 Hz sampling rate and was
directed to the ground by 30 degrees. The ground contact force sensors were
simple two-state buttons in the paw with a 10 Hz sampling rate. The ERS-7
has force sensors in each leg joint to measure the mechanical load in the
joints. The hip joints of the hind legs were found the largest discriminative
power out of the other joints.

Two walk periods (4.8 seconds) of sensor data were the basis to generate
feature vectors in a sliding window to catch the relevant body oscillations
on a certain ground surface. 30709 samples were collected in the dataset and
the author published on the internet for free. The corpus was split into a
training set and a validation set randomly in 40 % /60 % partitions. The
classifier performance was estimated with cross-validation on the training
set and the final models were also built with this set to be evaluated by the
validation set as unseen data.

As it was mentioned before, the feature vector was built on the sliding
window of the sensor data. Fast Fourier transform (FFT) was computed
over the sensor data of different modalities. The most useful frequency
bands were in relation to the walk period of the legged robot. Namely, its
overtones and the inharmonic partials hold the most information for surface
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classification, confirmed by a feature selection method. Six FFT components
were used for the accelerometer axes, five for the infrared sensor and three
for the force sensors. Some other scalar statistics (median, maximum,
skewness, interquartile range, sum etc.) were additionally computed over
the sliding window of the sensor data and the results were added to the
feature vector.

Six classifiers were evaluated to find a suitable method with good accuracy
and quick execution on the robot: maximum entropy (ME), support vector
machines (SVM), k-nearest neighbors (KNN), decision tree (DT), random
forest (RF) and kernel ridge regression. The classifiers were evaluated by
10-fold cross-validation on the training set to estimate the accuracies on
unseen data. Once the results were available, models were built on the
whole training set and they were evaluated on the validation set as unseen
data.

Results

ME, SVM, and KNN had accuracy over 80 % in the cross-validation, but DT
and RF reached the best accuracy with 91-96 %. The evaluation on unseen
data shown varying results, the accuracies decreased for most classifiers as
expected. The random forest had the most stable performance across the
use cases, it had the best score among the other algorithms and the
validation accuracy (92.19 %) was close to the cross-validation performance
(96.29 %). Due to these results, RF was chosen for the final experiments to
get an optimal model with a balance on accuracy and real-time speed.

Depending on the hyperparameters of a random forest, it can underfit the
data if the forest is too small or overfitting happens if the size is too large.
The author arranged a hyperparameter search to explore the accuracy and
the memory usage to optimize these parameters for the onboard execution
on the robot. The experiments showed an accuracy plateau of 91-94 % for
higher parameter values, but choosing the minimal values was the target to
have low computational complexity. Finally, both parameters were set to 20
and the final accuracy was 91.57 %. The confusion matrix of this model
revealed that the most notable misclassifications happened between
surfaces with similar rigidity.

An inherent feature of the random forest is that it can provide feature
importances to determinate which features contributed the most to the
predictions. The weak predictors could be removed from the feature vector
and the removal did not affect the model accuracy negatively. Every
modality was significant on average, but the accelerometer's z-axis
produced relatively weak discrimination power that was against the
experiences in the literature. Possible causes can be the different extracted
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statistics from the accelerometer data or non-equivalent mapping of the
three axis data between the paper and the literature. Future investigations
might be helpful to reveal the real reasons more accurately. The maximum
and 3rd statistical momentum over multiple sensors provided stable,
average discrimination. The RMS amplitude statistics had good
performance among the other features and the ground force sensors were
outstanding despite the fact that they are simple two-state sensors.

The final computational requirements were low. The training was executed
in a few seconds on an average laptop, the feature extraction took 3 msec
on the robot’s embedded processor and the prediction time was 20-90 psec
paired with 833KB memory usage.

Discussion

A process was described in the article to design a surface recognition model.
All available onboard sensors (infrared, motor force, ground contact sensors,
accelerometer) were utilized to distinguish six surface types with high
intraclass variability and walking on them barefoot or in socks. Several
classifiers were evaluated with cross-validation and the random forest was
selected because of its stable performance. The minimal model size was
determinated by the hyperparameter search to get a balance between
performance and computational complexity. The feature importances
found the most useful features to build a model without losing accuracy.
The final model was deployed to the robot with low computational
requirements.

The experimental experiences and the literature review revealed a few
recommendations for future researches in this area. The FFT coefficients
have good discriminative power for sensors of different sensing modalities.
The use of FFT components with the overtones and the inharmonic partials
of the walk period are advised. Even the simple ground force sensors
predict the surface rigidity very well. Root mean square amplitude,
interquartile range, median, skewness and maximum are recommended
statistics for feature extraction in this research domain. The random forests
can be used for the preliminary experiments and feature selection to get
experience with a particular robot and collected dataset, but powerful
features will provide similar prediction power for different classifiers.

As the short review of this article shown, the author developed with
environmental sensing skills successfully for the robot and it could become
part of the content offerings.
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3.5 COLLABORATIVE DEVELOPMENT RESULTS

The author aimed to maximize the community contributions, therefore, an
open and transparent development process was established. AiBO+ was
registered on a  hosting service  for free software
(http:/ /aiboplus.sourceforge.net) because people contribute to open-
source software with a higher chance than a project with a restrictive license
(Crowston et al., 2012). Not only source code was released under this open-
source license, but other content contributions (detailed in 3.5.2) as well.
Since the author participated in the forum discussions, he made the active
development for the source code and these actions gained trust in the forum
community. The author did not analyze the community as an external
researcher, but he played an active, internal role in the whole experiment.
Hence, this dissertation can be distinguished from other earlier works in
which the researchers examined online community activities from an
outsider perspective (Fink et al., 2012) (Kahn et al., 2002).

When the first AIBO robots were released around 2000, the internet was not
so widespread and the free software was a relatively new phenomenon in
the software industry. As these foundations of the collaborative
development were missing, the online communities were not established at
that time. 3rd party programmers were not involved in the corporate
innovation and the companies did not plan direct communication with the
customers via online channels. The lack of these internet resources
encouraged the Sony AIBO customers to build these web pages by
themselves. Several homepages were built with forums (http:/ /www.aibo-
life.org, http://www.aibosite.com, http://aiboworld.tv). They used these
sites to share their experiences, discuss topics about their robots and
collaborate in certain projects. This self-organization continued after the
AIBO robots were discontinued and repair services were initiated
(http:/ /www.homerobot-service.com, http:/ /www.aibohospital.com).
The AIBO community built their basic online services without corporate
support because these strong robotics products were ahead of their time
and extremely engaged their customers.

The author started AiBO+ and bought his robot dogs years after the Sony
AIBO robots were pulled from the commercial market. Although the project
had to be built up, it did not mean to create everything from scratch,
contents could be reused from two sources. On one part, the limited
software updates to the robot dogs were present since the early years of the
2000s and the robot owners felt the need for new content. Obviously, Sony
did not provide it, the community created new things which were
technically feasible. A community member (DogsBody) wrote a program
called Skitter that could edit motor motions and LED animations. Skitter
could test these sequences on a simulated 3D model of the robot and send
the whole skit to a physical robot for playback. Once this application was
built, the community members started to create different dances and funny
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motions for the robots. The author used this software for motion editing
extensively during the dissertation project. The second main source came
from Sony after they opened their SDE to the public. Although they did not
let the users adding new functions to the existing AIBO software, but they
released sample applications to show the potential in the software
development for their robots. One of their examples provided straight and
turning walk patterns. They were extremely important since developing
walk sequences for quadruped robots is time-consuming, threatening the
expensive robot hardware and it is a research topic on its own. The author
embedded these walk sequences into the initial offerings of the Al engine.

The author was the core developer of AiBO+ started in 2009 before the
collaborative development was established with the community members
on the AIBO forum in 2015. All other contributors from the AIBO
community were peripheral developers from the project point of view.
Their contributions are detailed in the upcoming sections.

3.5.1 Cope CONTRIBUTIONS

The code contributions were unlikely to AiBO+ due to the previously
mentioned software development difficulties for AIBO. It took 5-6 years for
the author to implement a reliable basis for the software development,
simple Al features for the initial content offerings and client applications for
Android, i0S, macOS, Windows and Linux to connect to the robot via a
wireless network. 91432 lines of well-commented source codes were
implemented over 9 years, 92 % of them were written in C++. These efforts
equal to 23 man-years and about $1.2 million costs. Detailed statistics are
available at https:/ /www.openhub.net/p/aiboplus.

This new Al software had to work together with other existing software to
ease collaborative development with other members. Skitter was a user-
friendly application for motion editing that was written before 2010 and it
communicated with the robots via TCP ports on the wireless network.
AiBO+ used a more reliable UDP network communication for the same
purpose thus they were incompatible with each other. The author contacted
the developer of Skitter (DogsBody) to add support for UDP
communication and switch to this mode on-fly when UDP broadcast
messages are detected from the robot on the network. He kindly agreed
with the contribution and he implemented this new feature into his
program and fixed a few bugs found by the author. Since the Skitter
program was not a paid application, this application was bundled inside
the downloadable distribution packages of AiBO+. Because these code
implementations were a one-time contribution to AiBO+, DogsBody was an
episodic developer.
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3.5.2 CONTENT CONTRIBUTIONS

The content contributions were started before the AiBO+ project. The
author of the Skitter program collected all community-created motions and
included inside his application. Finally, 281 new motions and skits were
constructed by multiple community members over the years. These
community-created motions were valuable because motion transitions
were available between basic poses (e.g. sit, stand). Since the motions were
created with different AIBO models and the mass distributions vary
between them, these community skits could be used for ERS-7 after some
editing.

The author was uncertain what kind of contributions the non-technical
members can make, but the community itself suggested their contributions
to the AL. Namely, a few members proposed to voice act for AiBO+ because
the robot used a text-to-speech engine to speak to the humans and it
sounded bad. In the end, two female members voice acted over several
years. The process was simple for these contributions. Before the author
made a software release, the new English sentences were sent to the voice
actors, they recorded the content on their computers and the records were
sent back in an email. After some minimal editing, the sounds were
converted into an internal data format and included in the new Al software
release. The voice actors were engaged with AiBO+ for years, but new
software versions were released once or twice a year, their contributions
were episodic.

3.5.3 OTHER CONTRIBUTIONS

As mentioned before, the AIBO community invented a solution
spontaneously when they came across any problem. The discontinuation of
the AIBO products led to the end of all warranty periods from Sony in 2013-
2014. The robot owners were left without a source of spare parts and official
repair services, so a solution was needed. In the 2010s, 3D printing emerged
into the mainstream hobby space and 3D printing of plastic pieces became
affordable with a prototyping process. These services are available at
universities and libraries nowadays. Besides the electronics of the Sony
AIBOs, many plastic parts are embedded into these robots. The author
collaborated with other community members to build free 3D printing
models for replacements of missing parts and such models are available on
Thingiverse (https://www.thingiverse.com/search?q=aibo): ear, ear clip
base, station pole and pole base for Sony ERS-210, battery shell for Sony
ERS-11x, knee joint for Sony ERS-31x, Aibone (toy) and station pole for Sony
ERS-7 (Figure 14). Each creator built one 3D model, therefore, they were
episodic contributors.
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Figure 14. A 3D printing model of the Sony ERS-7 station pole.

Crowdsourcing is a method to obtain services, ideas or content by collecting
contributions from a community. The author applied it to this research as a
voluntary data contribution to solve machine learning problems. The robot
owners downloaded the AiBO+ client application (AiBO+ Client, 2020),
connected to their robot, recorded samples for different problems, and
shared with the author for scientific analysis. The participants got a
notification inside the application when their contributions were uploaded,
but there were no reward mechanisms like point systems to drive these
actions. This schema was used to gather the dataset for surface recognition
in Publication IV.

Another type of non-code contribution is a bug report. When a user
encounters an error in the software, he puts effort into entering a summary
about the problem for the developers to fix it. There were two major
software bugs found and reported by the community members. The Al
crashed when the WLAN switch was off on the robot during startup and
the macOS could corrupt the directory names when the Al engine was
copied to the memory stick. Both problems were fixed in some days and a
new version with hotfixes was uploaded to the OSS project site on
SourceForge. These quick response times build trust in the author among
the community members.

3.6 PROJECT EVALUATION

The author set a goal for success at the beginning of the thesis project to
involve multiple AIBO community members in Al development and
incorporate their work. As the description of the community contributions
showed, this target was achieved and several forum members became
peripheral contributors to AiBO+ for more years.

Although one can argue that this project involved a limited number of
peripheral contributors, the author was the only core contributor thus we
cannot expect a commercial level Al engine which can attract many people.
For example, AiBO+ can be compared to Anki's Cozmo robot (Table 2). As
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Cozmo was created by a startup company and professional employees,
there were many more content and Al features to offer to attract people for
contribution. Nevertheless, despite the small AIBO community and the
simple Al engine developed for this dissertation, several members still
sacrificed their leisure time to contribute to AiBO+.

Cozmo AIBO community
Motion animations | 2000 281
Audio content 42-min original music Voice acting
Source codebase 2 million lines of code 91000 lines of code
Motion editing Maya editor Skitter
Client applications | Yes Yes

Table 2. Feature comparisons of the commercial Cozmo and AIBO community projects.

AiBO+ popularity can be measured directly if we look at the client
application's analytics on the Android Developer Console (Figure 15). The
active installations were stable around 40-60 between Sept 2016-Dec 2018,
but then there is a continuous growth since Jan 2018 reaching the range 90-
100. This latter increase is explained by the release of the newest AIBO
product (Sony ERS-1000) to the market on 11 Jan 2018. This new model gave
an extra level of awareness for Sony AIBO in the markets and the popularity
of AiBO+ was increased since 2018 in spite of the fact that the last version
upgrade was released in Jan 2017. The app ratings can also measure the
success and 14 users left an average score of 4.6 out of 5 on Google Play as
of 2 Oct 2020.

Active devices

Jan 2017 Jan 20138 Jan 2019 1 Jan2020

Figure 15. Active installations of the client application on Android devices between 4 Sept
2016-2 Oct 2020. The time period before Sept 2016 is not available on Google Play.
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3.7 DISCUSSION

Although the collaborative development in this dissertation is novel to
involve people on the Internet for Al development, the online communities
were also explored in the past to incorporate them in product innovation
and distributed open-source software (OSS) development.

Industrial Community Involvement and Crowdfunding

The primary goal for user involvement in the 2000s was to understand the
customer needs better and gather ideas from an external source to reduce
the development costs and shorten time to market (Greer & Lei, 2012).
When this involvement was more profound, the customers were an active
part in developing a new product (da Mota Pedrosa, 2012) and the brand
could use it as an advantage in the marketing. Customer and user
involvement were studied in many works (Coviello & Joseph, 2012)
(Sandmeier, 2009) and the results strengthened the benefits for product
innovation. Technological innovation can only be successful when
consumer expectations are understood during the process. The user
requirements must be collected and tracked over time with active
communication to the clients (Hemetsberger & Godula, 2007). Customer
involvement can reduce development costs, invent new ideas, and be an
active member in the product development process (Fang, 2008) (Greer &
Lei, 2012). However, involving customers have effects beyond product
development. When some customers commit early purchases and share
their experiences on the Internet as reviews, the product will get
preliminary credibility on the market.

The business models of Indiegogo and Kickstarter are based on this
principle. The early adopters support projects in the prototyping stage on
these websites and can receive a product if the crowdfunded project is
successful. The robotics companies recognized the power of these platforms
as proper mediums to reach tech-savvy, early adopter consumers. However,
announcing a project on Kickstarter does not yield an inherent success, the
companies must treat these platforms as an integral part of their strategy
and product development process. The crowdfunding platforms have a
good advertising value to get initial consumer attention, but the project is
doomed to fail if these platforms are purely treated as marketing means to
attract more consumer money. The early adopter feedback should be
injected into the company processes and clear communication can keep up
the positive consumer attitude. There is a positive early example from the
motorcycle manufacturer Harley-Davidson before the crowdfunding web-
based services were founded. The chopper owners discussed their product
experiences in an online community and the company included the
community ideas into the development processes (McAlexander et al.,
2002).
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Crowdfunding a project always has challenges. Skovgaard and Gurzan
(Jensen & Ozkil, 2018) studied 114 projects on Kickstarter to identify
engineering design and product development issues in these campaigns.
The analyzed projects promised consumer products with a funding goal
above $5000 in the technology category. In their results, 43 % of the projects
were delayed over 12 months, 25 % lacked expected features and 64 % faced
manufacturing quality issues. These threats to a successful campaign must
be taken seriously since these issues can harm the positive response on the
retail market (Hendricks & Singhal, 1997). The robotics companies
attempted to include the crowdfunding platforms in their product launch
(see Section 2.1.1 and 2.3) without success. The most notable failure from
the robotics industry, the case of Jibo. Although they launched a robot by
an Indiegogo campaign, their primary intention was only to estimate the
consumer sales for the venture capital investors. Their campaign was not
included in their original product roadmap, therefore, they could not
incorporate the crowdfunding project resources into their daily company
operations organically. They did not listen to the early adopters and their
overpromising marketing materials did not help to avoid their failure either.
Although the author did not launch a crowdfunding campaign, he tried to
avoid similar mistakes and executed a questionnaire evaluated in
Publication I and II. The results gave input from the community to set the
directions in the artificial intelligence development and the owners’
feedback was tracked on an online forum to communicate and fix any
discovered issues.

Collaborative Software Development

Software development is another way to involve online communities in
collaborative value creation. The supporting technologies and services were
enhanced for the open-source software (OSS) projects in the past decade to
facilitate the free software. Git became dominant for version control and the
markdown language democratized the documentation writing for non-
technical people. Several homepages provided hassle-free project
management with git hosting, wiki pages, bug tracking and code reviews
(e.g. github.com, gitlab.com). The simplified access to the contribution
process attracted more developers than ever before. Barcomb et al.
(Barcomb et al., 2018) defined a framework to understand the motives of
peripheral contributors and the framework captured five critical aspects
about the developers: motivation, social norms, community feeling,
satisfaction and commitment.

Every contributor has his motivations which is a mixture of altruism and
self-centered motives. Hyde et al. (Hyde et al., 2016) showed that both
altruistic and self-centered motives were equally present among the
contributors, but extrinsic motives like carrier opportunity or remuneration
did not play a crucial role in retaining the contributors in the long run
(Krishnamurthy et al., 2016). The newcomers remain with a project when
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they have intrinsic or altruistic motivations. The peripheral contributions
were driven by the momentary relationship between the developer and the
project, the general feeling of the developer towards the OSS projects did
not play a role in these decisions. The volunteers kept contribute to the
projects without remuneration because they were interested in and enjoyed,
but their commitments were restricted by their daily job, family and
available leisure time. The analyzed OSS projects lacked any practices to
retain peripheral developers though predefined small tasks, bugs,
translation or well-defined documentation tasks were suggested for
newcomers to encourage the peripheral contributions. The predefined tasks
help to solve a small, exciting problem immediately to prevent
discouragement by missing technical skills. The easy, standardized
contribution process (e.g. Github) simplified the submission and review
processes while avoiding the necessary learning curve of a project-specific
interface. The author used the sourceforge.net homepage to host the project
homepage, source code repositories and downloadable software. The
project source codes were open and released under a free software license.
Both casual users and possible contributors could get the basic information
on the project websites for their needs. Sourceforge has similar services for
the easy contribution process like Github.

The effects of social norms were underestimated by the developers
interviewed for the Barcomb framework. The episodic contributors did not
make a link between their own social connections and OSS involvements,
furthermore, they did not think their relatives or friends care about the
volunteer activities. However, more episodic developers referred to
somebody from their social connections who invited them to contribute to
a project and this introduction method was the most frequent for non-code
contributions. The past literature overlooked the power of social
connections since they focused on the code contributions, but OSS can get
better visibility and more contributions if the project members utilize their
social networks. The version updates of AiBO+ project were announced on
an online forum and Twitter. The engaged community members shared and
retweeted these announcements in their social circle which could reach
more potential users and contributors than the author alone.

According to the survey results in (Barcomb et al., 2018), the core OSS
developers had no established practices for the peripheral developers and
they associated the episodic contributions with low interest while most
peripheral developers reported affinity for the OSS projects where they
contributed. Although episodic developers tend to feel less attachment, the
habitual developers cited more the community feeling like a reason why
they contributed later again. The developers emphasized that the OSS
communities are very tolerant and receptive to new members regardless of
their geolocation, gender or sexual orientation. As the peripheral
developers reported affinity to the OSS projects, the success of the AiBO+
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project was driven by the enthusiastic robot dog owners in the online
community. Since these customers owned their robots for years, they were
in the technological acceptance phase and this passion helped an easier
involvement in the collaborative Al development. The author also followed
the general principle to accept the contributors regardless of their gender,
religion, sexual orientation and location.

The satisfaction after contributions is triggered when the initial expectations
are in line with the later feedback returned from the community. Similar to
traditional volunteering, satisfaction was the best indicator to find those
contributors who want to remain with OSS projects (Wu et al., 2007) thus it
is important to keep the peripheral contributors satisfied with retentive
practices. The survey results of Barcomb et al. confirmed that the peripheral
developers are pleased to contribute to OSS projects when they feel
appreciated, enjoy the contribution, help others and belong to a community.
However, the core developers did not involve active strategies to foster the
retention of episodic developers to become habitual. Although the source
code contributions are usually thanked in some automated way in a
“Contributors” file, the non-code submissions and bug reports are not
honored anywhere. The author actively communicated with the
contributors regarding the bug reports on the online forum and all
submissions were publicly thanked in the software release announcements.

Bostrom reviewed the openness in the artificial intelligence development in
a broader sense (Bostrom, 2017), openness of source code, science, data,
safety techniques, capabilities and goals). He found that some forms of
openness have positive effects like safety measures and goals, but others
have negative implications (source code, science, capability) in this industry.
He argued that these latter can cause a tougher competition to introduce a
general Al because winning the Al race is incompatible with agreed safety
measures, delays and performance limitations. The desired openness in Al
development has trade-offs with open source codes, shard datasets and
open algorithms.

The most famous Al developers apply a high level of openness. Big Western
and Chinese companies with big Al departments present their latest
achievements at conferences and upload their manuscripts to the ArXiv
preprint deposit servers. Many Al publications are connected to released
source codes or deep learning models to conduct reproducible research and
make derivative works. Since these companies are in the interest of selling
Al-related services, they wanted to accelerate Al research by releasing open
source frameworks for Al researchers. On the other hand, other companies
are less open and proprietary with their technologies because they are
application-oriented and the competitive Al edge of these smaller
companies is their bread and butter to attract venture capital. The author
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applied maximal openness during the collaborative development by free
source codes, message boards, bug tracker and machine learning models.

After discussing the closest previous works in research and industry, the
following paragraphs synthesize the questionnaire results, the community
experiences and discussing these lessons in light of the current status of the
social robotics industry.

Social Robotics Industry

A social robot must differentiate itself from other machines with unique
skills, but it should not replace the functions of a smartphone or a computer,
especially with more hassle. A balance should be maintained in the robot
design between reducing the hardware costs and sacrificing basic skills
otherwise consumers will not like the final product. The author found this
issue within the AIBO community in Publication I. Although the Sony ERS-
3xx had the lowest retail price among the Sony AIBO products, this price
reduction implied software and hardware feature cuts. Despite the fact that
this model had the most affordable price, the community members liked
ERS-3xx the least because of the missed essential capabilities compared to
more expensive AIBO models.

On the other hand, targeting a too complex robot design results in a long
product life cycle and increased hardware costs that prevent any robot's
mass adoption. With the current state-of-the-art technologies, a realistic
product of the robotics companies should resemble a toy or an animal. As
the uncanny valley showed in Figure 5, people accept a toy robot with a
positive attitude since they do not expect high-level intelligence from the
agent compared to a human-like object. Though a humanoid robot has a
better acceptance, but the greater user expectations for the intelligence and
the rising hardware costs make those robots inaccessible for wider
consumer adoption. Sony AIBOs were successful because they resembled
an animal, walked around and had interactions with humans according to
the marketing promises. The robot owners expected less intelligence from
Sony AIBOs than a humanoid robot and the robot appearance was in line
with its capabilities to avoid the uncanny valley.

Pleo owners were disappointed in (Fernaeus et al., 2010) when they realized
that their robots have legs, but they cannot walk autonomously. Cozmo and
Vector robots by Anki were good examples from the industry to keep the
hardware costs at a relatively low level while satisfying the consumer
expectations. Over 200000 units were sold from these robots (Techcrunch,
2018) with the market prices between $150-250 and they could gather a quite
large developer community of over 15000 developers (Palatucci, 2018).
Although the first three generations of Sony AIBO robots were sold over
175000 units (“AIBO,” 2018) despite their >$1000 market prices, but those
robots were more complex compared to the Anki products. The lack of a
modern software development environment limited the third-party
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programmers in the AIBO community. These assumptions were confirmed
for the AiBO+ project, since, despite AIBO robots were good products,
peripheral contributions were only received from the community because
of the technical difficulties. The author got know multiple community
members who were supposed to contribute code, but they gave up after
realizing how difficult the development of AIBO robots. Looking at the
community involvement in Nao development (see Section 2.3), the same
phenomenon can be identified. Aldebaran Robotics had the vision to work
with their customers together, they dedicated internal people to deal with
the 3rd party development and they open-sourced some parts of their
software stack. They received a considerable amount of contributions over
the years, but they were not satisfied with the achievements. As their robot
was expensive, it resembled a short human and working with bipedal
robots is challenging, they attracted technical people. Their forum and
developer community composed of mainly professional developers,
students and researchers. The future projects need to put attention for a low
technical barrier in order to get non-technical habitual or core contributions.

When robotics companies enter the market, unpredictable obstacles can
appear in product development. This challenge is not limited to the special
market entry with crowdfunding, but robot hardware and Al development
have an inherent, high complexity. A silver bullet does not exist to solve
this situation. Transparent product development and clear communication
about the software releases and any delays to the customers show about the
company that it cares about the target audience.

The demographics of the participants, who answered the questionnaire (see
Section 3.3.1), revealed that the social robots can be targeted from the
teenagers to the pensioners. Furthermore, roughly half of the owners were
older than 40 years and 30 % of them were female. This survey was run long
after the AIBO robots were discontinued from the market, but a study
(Fujita, 2004) found similar proportions for the AIBO customers in 2002.
Therefore, the age and gender distributions of the owners have been
remained stable from the beginning until the sales were stopped and these
robots were traded on the secondhand market. Another finding was the
large fraction of non-technical owners. If these people are considered for
community contributions, the project must plan appropriate tasks which
have a quick learning curve. Non-technical contributions often require little
technical knowledge, but more creativity, imagination and patience. The
author experienced in AiBO+ that the community had a self-organized
innovation to solve upcoming problems. It can be expected that all online
communities have this internal property and there is a high chance to create
successful strategies from the realization of community ideas.

When the capabilities of a robot are presented in a promotional video, often
eye-catching Al features are demonstrated, but the development teams
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struggle to turn these promises into reality. While the Al development is
challenging in general, the questionnaire results showed that the robots
must adapt their personalities according to the human gender, age and
culture to maximize their success in these diverse target groups. A good
example was when older participants were compared to younger, they
treated the robots as a toy, they were less positive about the social skills of
the robot, but they were keen to create content contributions. In general, the
interaction and conversational skills were found the most important by the
robot owners, this perceived sociability was a key point to accept the robot.

We live in a world where technology is everywhere around us and science
fiction movies portray the agents with artificial intelligence which can let us
reaching various services. The people expect these perspectives of the Al in
the present robots. Since many internet services and conversational agents
are easily accessible in the smartphones, the integration of these features
was a demand from the heavy users of Sony AIBO. Thus, the long-term
ownership did not degrade the robot acceptance after several years, but the
owners wished to integrate the latest available technologies. The AIBO
owners also desired the learning and memory skills although these are hard
Al problems, they can be prioritized less in the development process than
the interaction skills. Another depiction of the robots in storytelling is that
they are self-conscious and can move around independently. When a new
mobile robot is promoted with wheels or legs, the customers expect
autonomy and self-charging. Their excitement turns into disappointment if
they find out, the robot does not move according to their assumptions.

As the author described earlier, the complexity of artificial intelligence
encumbers the development of new social robots. A solution can be the
collaboration with the community around the product to enhance the Al
skills to meet the high expectations over time. The questionnaire answers
showed that the robot owners got bored with the repetitive behaviors and
expected new content. However, they did not abandon their robot because
the original Al software built an emotional bond between the robots and
the owners. To improve this situation, this opportunity can be turned into
a business strategy. The robot consumers can be charged a fee for Al
updates, similar to the mobile applications. A robotics company can reach
sustainable revenue with this approach.

The general principles for robotics startups can be summarized in some
points:

e Define the robot's target audience and justify the utility value over
conventional devices (e.g. computers, handsets, smart speakers).
Run a survey among the target audience to gather their expectations
for the product. This knowledge is inevitable to have an
accomplishable development roadmap.
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Robots have complex hardware and software while the customer
expectations are high due to the depictions in the science fiction
stories. These products cannot be treated as a usual consumer device
in the product planning and execution.

Al development has hidden obstacles regardless of the best planning.
Clear communication to the customers about the delays enhances the
trust and the future community around the robot.

If the robot does not have a direct utility (e.g. housekeeping tasks),
plan a robot which keeps the expectations low. For example,
aesthetics with toy or animal appearance.

Create a communication channel (e.g. forum) where questions
regarding the robot can be answered and the customers can talk to
each other, even before the market entry. Dedicate people to talk
with the customers on the forum which is a separate role compared
to the customer services.

Define minimal, feasible skills for the AI engine which can be
developed in a reasonable timeframe until the product release. The
artificial intelligence features must be prioritized and implemented
in priority order.

Think about the subtle differences in the robot behaviors inside the
target audience. There can be gender, cultural and other modulations
in the people’s expectations.

Execute a plan to involve the community in continuous development
after the initial product is released.

Expect that a large proportion of the community does not have
technical skills, but they still would like to collaborate in Al
development. These people will not become core contributors for the
project rather habitual or episodic contributors.

Consider distributing the community contributions in free content
updates, but create a subscription plan for the owners to get Al
updates from the core development team. This approach has the
potential to provide continuous revenue for the company after
receiving the initial sale price while keeping community
contributions royalty-free.

3.8 SUMMARY

This chapter looked through the collaborative development project AiBO+
which was executed by the author. The whole timeline and technical aspects
were discussed. The analysis of a questionnaire was presented with two
articles (Publication I and II) to identify the properties of an online
community that consisted of heavy users of Sony AIBO robots. Their
attitudes towards their robots were identified, their wishes for new content
updates and their intentions for providing contributions. Three other
articles (Publication III, IV and V) described some technical details of the
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initial content offering to get the community's initial attention and engage
the member for contribution over time. At the end of the chapter, the
received community contributions were reviewed and best practices were
listed for future robotics projects. The final chapters will discuss the
resolution of the research questions and draw the final conclusions.
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4 Conclusions

The following research questions were explored in the dissertation:

RQ1: How long-term owners of a social robot can be involved in collaborative
artificial intelligence development?

Although the OSS practices can be applied to some extent, the artificial
intelligence engines are complex, special software thus the community
engagement might require different strategies. The author approached the
problem by joining an online forum with long-term Sony AIBO robot
owners and building credibility among the community members. The
author participated in the discussions and helped to solve the problems of
other members. Some ERS-7 robots were bought for the project, an initial
content offering was developed and released to the community for free.
When any bugs were discovered in the Al engine of the project, the author
fixed them quickly. This proactiveness gave the community members trust
that the author will run this project for a long time. Since the robot owners
had a positive experience with the initial releases, several AIBO community
members were engaged for episodic contributions. These contributions had
a high value as the members were not remunerated for their work.

This achievement underscored the importance of the appropriate social
robot design. When the owners have an emotional connection with their
robots, they can be engaged in collaborative Al development more
efficiently. This connection can be built with the right aesthetics and
enjoyable initial Al skills to avoid the uncanny valley. Another aspect is the
communication language during the collaborative development. The forum
language was English and the responders to the questionnaire stated they
have good English knowledge. The author did not experience any
misunderstandings during the collaborative development, but the English
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language can restrict the potential contributions. The author must give a
positive, gentle pressure few times to get the final contributions with
engaged members and this approach always worked. If somebody changed
their mind about contributing the project, the author let the opportunity go
without any aggressive strategies. In general, code, content and scientific
contributions were received from episodic developers, the AiBO+ project
was a success.

RQ2: How can future social robotics projects run collaborative artificial intelligence
development successfully?

The review of the OSS practices and the industry given valuable insights
about the current status in the social robotics. After the dissertation project
was finished, several findings were discovered to improve the success rate
of future social robotics projects. First of all, robots cannot be treated like
other products on the market because they are special caused by their costs
and complexity. This misconception led to the fall of the Jibo company.
Thus the most important discovery was the consequences of the robot
design. The aesthetics of a robot determinates the expectations of the future
owners, the hardware expenses and the position on the uncanny valley
(Figure 5). The more similar a robot to a human, the harder to develop a
matching Al because of the increased expectations from the consumers.
However, robotics hardware with a matching Al can make an emotional
bond with their owners and be part of their lives. It was found that more
robotics companies had certain strategies to communicate with the
communities of their robots and initiate collaborative development.
However, these efforts concentrated mainly on professional coders to get
code contributions, but the majority of the robot customers are non-
technical people. To get non-technical contributions, the companies must
aim a short learning curve for their development environment and define
such contributions that fit into their Al and they are easy to create. The
subscription-based monthly fees also seem to be an unavoidable business
strategy to get regular funding for the continuous Al development for the
products. More detailed recommendations are in Section 3.7.

In summary, this dissertation presented a research topic of collaborative
artificial intelligence development. Two publications focused on
understanding an online community of social robot owners to execute the
collaborative development project and three articles detailed some technical
aspects of the initial content to attract members for contribution.

The work had multiple scientific contributions. The first is the analysis of
an online community of social robot owners by a questionnaire who
possessed and used their robots long after they were discontinued from the
market. The heavy users of social robots with years-long ownership were
never studied before in the robotics field. All long-term experiments with
robots lasted no more than a few months in the past and the experiments
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were usually carried out in labs. Unlike the robot owners in this research
operated their robots inside their homes. The main focus of the
questionnaire was the robot acceptance after years-long robot ownership
and the consequences to the participation in a collaborative Al development.
Therefore, the aforementioned online community was analyzed from
multiple points of view. The author examined some variables (e.g. age,
gender) of the community population which were subjects of earlier works
in the literature. This way the old findings could be reexamined with heavy
users. The questionnaire evaluation gave a few recommendations for social
robot design regarding the earlier by other researchers in Publication I and
II. These discoveries were complemented with the results from the review
of the social robotics industry and they were turned to generic
recommendations for social robotics companies in Section 3.7. This research
had another unique circumstance because the author run this case study of
collaborative Al development as an insider in the online community and
the progress of the AiBO+ project evolved on its own over the years.

Furthermore, the collaborative artificial intelligence development was
never examined in the past, the research literature targeted open-source
projects, community-based product innovations and designs. The author
reviewed the current state of the robotics industry and the existing
community practices in the companies. The findings were compared to the
results of the studies dealing with OSS projects.

Technical results of the scientific outcomes included three original articles
for sound event, body state and surface recognitions based on machine
learning methods. Moreover, pursuing the functional correctness of the Al
software, the deterministic test cases were developed for behavior-based
robotics to ensure the reproducibility and quick testing for robot software.

4.1 FUTURE WORK

Since this doctoral dissertation was an exploratory work, there are several
options to extend this knowledge. The same collaborative development
principles can be tried in an online community of another social robot or a
similar questionnaire can examine robot acceptance among the heavy users
of other robots like Cozmo or Vector. The collaborative development can be
studied in other robotics companies to get a better understanding of the
industry with newer insights and finetune the recommendations of this
dissertation. Eventually, the non-technical contributions to Al development
can be extended further beyond the findings of this dissertation. The close
cooperation with the target audience and an understanding of its motives
via questionnaire can set a role model for future projects in the fast-
changing scenario of social robots for healthcare, service and educational
applications.
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The questionnaire results correspond to the current state of society and the
technological environment. The target group's evaluation should be
repeated in the future since the user expectations change over time.
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Abstract

Itis important to understand how the cultural background, the age and the gender influence the expectations towards social
robots. Although past works studied the user adaptation for some months, the users with multiple years of ownership (heavy
users) were not subjects of any experiment to compare these criteria over the years. This exploratory research examines the
owners of the discontinued Sony AIBO because these robots have not been abandoned by some enthusiastic users and they
are still resold on the secondhand market. 78 Sony AIBO owners were recruited online and their quantitative data were ana-
lyzed by four independent variables (age, gender, culture, and length of ownership), user contribution and model preference
points of view. The results revealed the motives to own these robots for years and how the heavy users perceived their social

robots after a long period in the robot acceptance phase.

Keywords Quantitative research - Heavy users - Social robot - Sony AIBO

1 Introduction

Nowadays, more and more social robots are introduced onto
the market and the user expectations must be understood
for the researchers to execute successful long-term experi-
ments and for the companies to create sustainable business
plans. Graaf et al. (2014) developed a theoretical founda-
tion to describe the relationship between the owner and its
robot over time. Before the purchase, the consumer learns
about the technology and makes the decision to acquire the
product (pre-adoption phase). In the adoption and adapta-
tion phases, the first experiences are gained with the robot
at home. When the novelty effect fades away and the user
expectations are met, daily routines are developed with the
robot (incorporation phase). After 6 months, the owner
gets emotionally attached to the robot as a personal object
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(identification phase), the robot is finally accepted for long-
term use and the owner becomes a heavy user.

The commercial Sony AIBO robots still have a reach-
able, significant user base long after the discontinuation.
Although these users can be analyzed from many perspec-
tives, this study was based on a questionnaire to measure the
perception of the robot and the technical expectations. The
authors concentrated on these aspects to identify the key
needs of this community because the literature examined
the phases before the robot acceptance, but we do not have
a good understanding of the heavy users beyond the identi-
fication phase. This paper is a preliminary step to build this
knowledge.

1.1 Robotics questionnaires in the literature

This section reviews past works whose subjects filled robot-
ics questionnaires and they were analyzed by independent
variables (culture, age or gender). These participants were
not robot owners and they were recruited from the internet,
at universities or exhibitions thus their preferences repre-
sented the general public to some extent.

Zhan et al. (2016) studied the attitudes towards smart
devices with mainly Australian participants to develop a
Recommender System for particular tasks. The male par-
ticinants were more likelv to accent robots than the female
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and the age did not influence their ratings except the robotic
pet which was disliked over 50 years of age.

Nomura et al. (2005) examined the visitors at an exhi-
bition of interactive robots in Japan. Their questionnaire
revealed that younger people liked the robots less than elder
people and there was no difference in the behavior towards
the robots from gender point of view. The visitors met with
the robots once; therefore, these results were obtained in the
pre-adoption phase.

Haring et al. (2014) developed a questionnaire to compare
the European culture with Japanese regarding the emotions
towards robots. It was found that Japanese people had higher
exposure to the robots through the media, but they had less
personal experiences than Europeans. This research did not
found more positive attitude in the Japanese culture towards
robots and Europeans accepted a human-like robot less than
the Japanese people who saw the robots more as a machine.

Ezer (2008) explored in his PhD thesis what kind of roles
the American public expects from a robot. His questionnaire
was sent via mail to random individuals in Atlanta (USA)
and their answers indicated age-related differences in the
desired robot tasks which can be considered for robot design
to achieve better utility value for different age groups. How-
ever, the survey did not show any pictures of actual robots to
the participants and these results were limited by the general
imagination about the robots that the media and the televi-
sion programs show us.

Bartneck et al. (2007) studied members of online robot-
ics communities and university students from seven coun-
tries. Their Negative Attitude towards Robots Scale (NARS)
questionnaire was analyzed with three independent variables
(community, gender, culture) and the female participants
were more positive about the social influence of the robots
than males. The cultural background had a significant influ-
ence on the initial attitude towards robots although Japa-
nese people were not so positive as stereotypically assumed.
Interacting with AIBO had a positive effect on the results,
but owning a robot did not improve the acceptance.

A humanoid robot (Robi) was exposed to Japanese and
Australian people in Haring et al. (2015) to find changes
in the perception during an interaction. The first question-
naire filling before the session (Phase 0) reflected the cul-
tural background and the initial expectations. The responses
showed that the Australian participants liked the robot more
and they rated its intelligence level higher than the Japanese
people.

Nomura et al. (2012) measured the social acceptance
towards humanoid robots in the Japanese population. They
conducted a survey online with 1000 randomly selected per-
sons to represent all age groups between 20 and 60 years.
The older generations had more positive expectations what
could be further improved with human—robot interactions
(HRI) or robotics news in the media. After HRI experiences.

@ Springer

the younger generations had increased apprehension towards
robots and their anxiety did not pass.

None of the studies in this section reviewed actual users
of a robot or the effects after extensive interactions thus all
participants were before pre-adoption stage. If the question-
naire in this paper can reveal similar tendencies to (Bartneck
et al. 2007; Nomura et al. 2005, 2012; Haring et al. 2014,
2015; Zhan et al. 2016) then the new results may generalize
to the population.

1.2 Studies in human-robot interaction

The literature of HRI studied several robots in the past. A
general observation was that the users have decreasing inter-
est in the robots after their novelty fades away (Gockley
et al. 2005; Salter et al. 2004). To avoid losing attraction,
social or other engaging capabilities must be identified to
create robots for longer use. The long-term interaction was
studied by Leite et al. (2013) in a comprehensive survey
of exploratory papers of health care, education, work and
home settings. They admitted that the reviewed experiments
were carried out with limited number of users and the pur-
pose of the longer duration was to let the participants to get
comfortable with the experimental conditions. Their results
suggested that people were happy to interact with the social
robots for longer periods, but they proposed further analysis
to confirm this hypothesis.

Graaf et al. (2014) investigated the social robot accept-
ance in domestic environment. 70 Karotz robots, an internet-
connected bunny-shaped ambient electronic device, were
given to participants and their acceptance was tracked over
7 months. Many participants lost interest after the initial
excitement disappeared, but 10% of the subjects remained
active until the end of the experiment.

In Fernaeus et al. (2010), a dinosaur robot (Pleo) was
given to families for several months and it was studied how
the experiences met with the high user expectations due to
the price and the advertisements. In the reality, the robot
skills were not enough sophisticated to satisfy the partici-
pants after the initial novelty effect faded away and Pleo was
switched on rarely.

This study focuses on a domestic social robot, namely,
the owners of Sony AIBO robots (Fig. 1) were analyzed.
This product brand included quadruped autonomous enter-
tainment robots which had a behavior-based architecture
to exhibit a life-like impression. These robots walk around
the room, interact with the owner and switch between
probabilistic state machines to show rich behaviors and
engage the owners. Several papers have been focused on
AIBO in the past decade, but the heavy users were not
examined. In Friedman et al. (2003), the online forums
for Sony AIBO were analyzed to investigate the relation-
ship between the robots and their owners. According to
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Fig. 1 Sony AIBO robots

the posts on the internet, people developed an emotional
connection to these robots, but they rarely attributed moral
standing towards them.

The temporal change of an attitude can be examined
with longitudinal studies where the same people are
tracked over months (Coninx et al. 2016; Fernaeus et al.
2010; Frangois et al. 2009; Graaf et al. 2014), but this
is time-consuming with unexpected technological com-
plications and scheduling user interviews. To the best
knowledge of the authors, all past HRI researches organ-
ized short weekly or monthly sessions for the participants
together with the robot (Coninx et al. 2016; Fernaeus et al.
2010; Frangois et al. 2009; Koay et al. 2007) before reach-
ing the acceptance phase. The participants in this paper
owned Sony AIBO for years and they still run these robot
dogs time to time what is a fundamental difference from,
e.g., Fernacus et al. (2010). The earlier studies had also a
challenge to recruit enough participants to allow statisti-
cal calculations for significant trends in the data, except
(Graaf et al. 2014).

The subjects in this experiment lived with commercial,
social robots day by day for years. Since Sony AIBO was
discontinued long ago when this survey was conducted.
people were reachable who owned these robots for more
than 10 years. Furthermore, the Sony AIBO community
on the internet was still active with new members who
bought these social robots from secondhand sources. At
the same time, newcomers and experienced owners could
participate in this experiment; therefore, the subjects of
this paper were beyond the acceptance phase and used
their robots for years. The paper tries to answer the fol-
lowing research questions:

e How does the length of ownership affect the perception
of the robot?

e Is there any significant difference between Westerners
and Japanese people?

® Does the age (young/middle age/old) change the users’
opinion?

¢ Does the gender make any difference?

2 Questionnaire

A questionnaire (Appendix) was conducted to get the
opinion of people about their Sony AIBO robots. A flex-
ible design was chosen with many Likert-type items
which were easy to understand and fill out, but the par-
ticipants also had the chance to give their own opinion in
optional text fields. The expectation was that the target
group (heavy users) had constant interactions with their
robots; therefore, one question ensured that the partici-
pants run their social robot regularly. The other questions
were related to the perception of their robots, how they
feel about the existing software and which skills must be
improved in AIBO. Eight questions asked basic informa-
tion about the participants (gender, age, home location,
profession) and the robot ownership (length, usage fre-
quency, model preference). Question 9 investigated the
impressions about the existing AIBO skills with 9-point
Likert-type items (anchors: 1—strongly disagree, 3—disa-
gree, S—neutral, 7—agree, 9—strongly agree) and the fol-
lowing two concentrated on the expectations from a new
software update. The adjectives of the Likert-type items
for emotional perception were selected together with a
psychologist who worked in the social robotics field and
had experiences with questionnaires. Other Likert-type
items queried technical aspects to identify wishes for spe-
cific skills of these social robots and the remaining ques-
tions collected answers about the connectivity options,
autonomous behavior and possible user contributions. Sev-
eral questions included text fields where the participants
could enter additional comments in a free form, but those
answers were analyzed in a previous paper of the authors
Kertész and Turunen (2017).

78 fillings were collected from the members of an Eng-
lish speaking online AIBO forum (http://aibo-life.org)
what is similar to 70 in Graaf et al. (2014) and 17 Japa-
nese participants were reached via Facebook ad campaign,
similar to Samuels and Zucco (2012). Although Bartneck
et al. (2007) distinguished the culture based on the nation-
alities, the current survey clusters the 61 forum members
to Western culture and the 17 Japanese responses to Japa-
nese culture. The authors made this decision to examine
the stereotypical belief, similar to Bartneck et al. (2007),
that the Japanese people consider the robots with soul,
unlike in the Western culture where the robots are rec-
ognized more as machines. Sony AIBO was a major hit
in the Japanese market and the remaining user base was
significant to form a single group in this survey for the
culture variable.

The questionnaire was filled by 57 males and 19
females, since two participants did not reveal their gender,
with a ratio 73%/24%, similar to the reported 69%/31%
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gender ratio of AIBO owners in Fujita (2004) and another
online AIBO questionnaire with 64%/36% in Bartneck
et al. (2007). Although there was no question about the
income and the wealth of the participants, the authors can
explain this rate with the possible higher interest of the
men in gadgets and they can afford more to buy expen-
sive robots (Yoldas 2012; Zhan et al. 2016). The technical
enthusiasm was also reflected in the professions because
most owners were engineers, software developers or tech-
nicians (27% for Tech in Fig. 2b) and other occupations
were between 1-15% in Fig. 2b.

Since this study focused on robot consumers with more
years of ownership after technology acceptance phase,
the analysis does not include such people who did not go
beyond the technology adoption with Sony AIBO. Almost
the half of these owners was young adults (under 40 years)
or in middle age (40-60 years) and 5.13% was old (Fig. 3a).
It is worth noting that 14.10% of the participant was less
than 25 years and their stories on the online forum given an
insight of their intentions to buy these robots. Either they
have got know AIBO in the recent years or they were chil-
dren during the commercialization of AIBO and they could
afford these robots after becoming an adult with income. The
measured age distribution is very similar to the statistics of
Japanese Sony AIBO owners reported in 2002 (Fujita 2004)
what was an interesting similarity between the commercial
and secondhand periods in the product lifecycle. Figure 3b
shows high retention rate for 20.51% of the participants who
kept their robots for more than 10 years, 51.29% had AIBO
between 2 and 10 years, but 28.21% possessed AIBO for less
than 2 years which is a high rate of newcomers.

Two questions in the survey asked about the age and
the length of ownership. The first age group was under
25 years (age;), the second between 25 and 40 years (age,)
and the third over 40 years (age;). The length of owner-
ship had four ranges: less than 2 years (years,), 2-5 years
(years,), 5-10 years (years,) and over 10 years (years,).
The majority of young generation (age,) possessed their

Location Prdfession
29.87%
szge o e —
= Retired 2
Clerk
w Student
= Art
23.38% 3.90% Manager
mEurope m Scientist
=Asia Medical
Australia = Employee
= North-America Unemployed

Fig.2 The home location (a) and profession (b) of the AIBO custom-
ers who responded to the questionnaire
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Owner age Length of ownership
14.20% S513% 2051%
28.21%
30.77% 50.00%
28.21%
23.08%

m <25 years m<2 years
w 25-40 years 2.5 years

40-50 years 5-10 years
= >60 years = >10 years

Fig.3 The age (a) and length of ownership (b) of the participants

robots for less than 2 years (years;) on Fig. 4, the most
typical duration for age, group was between 5 and 10 years
(years;) and the biggest portion of the oldest age group
(age;) owned their gadgets over 10 years (years,). These
results suggest that elder generations keep their robots
longer and adults over 25 years (age, and age,) had their
Sony AIBO for varying years (years,—years,), the latter
generations are newcomers and long-term customers at
the same time.

3 Overall analysis

Most questions in the survey were constructed with Likert-
type items, they were grouped into subscales and their
consistency was analyzed with Cronbach’s a coefficients
for sufficient trust in the overall reliability:

1. Emotional perception of the robot.

2. Emotional expectations from a new software.

3. Expected skill improvements in a software update.
4. Connectivity options to the robot.

16
14
é 12
S 10
E 8 Wyearsy
% 6 myearsz
- yearss
o N Hyearss
0 |
agey agez ages
Age Groups

Fig.4 Age distribution (age,=<25 years, age,=25-40 years,
age;=>40 years) of the questionnaire participants in the function
of the length of ownership (years;=<2 years, years,=2-5 years,
years;=5-10 years. years,=> 10 years)
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Fig.5 Median ratings of the existing robot software for Sony AIBO
robots. The items in the second factor of the exploratory factor analy-
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Fig.6 Median ratings for wished features in a new software of Sony
AIBO. The items in the fourth factor of the exploratory factor analy-
sis are marked with an asterisk

The questionnaire did not have many responders (78) for
an ideal quantitative data analysis, but the subscales had
good a coefficients (0.82, 0.87, 0.91, 0.81).

3.1 Exploratory factor analysis

Exploratory factor analysis is a statistical method for uncov-
ering the underlying structure of a questionnaire. All Likert-
type items were investigated by this method to verify if the
answers were coherent inside the subscales.

The Kaiser—-Meyer—Olkin Measure of Sampling Ade-
quacy was 1, the Bartlett’s Test of Sphericity was signifi-
cant under p <.001 for approximate of Chi-Square 3649.37
thus the measured variables were not normally distributed,
but skewed. 12 items had eigenvalue over 1.00 and they
expressed 78.17% of the total variance. Further evidence
was for the coherence that several factors included most
questions of certain subscales. Namely, the first sub-
scale was found in the second factor (Fig. 5), the second
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Fig.7 Median ratings for improvements in the current robot software
of Sony AIBO. The items in the first factor of the exploratory factor
analysis are marked with an asterisk
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Fig.8 Median ratings for wished connection options in a new soft-
ware of Sony AIBO. The items in the third factor of the exploratory
factor analysis are marked with an asterisk

subscale in the fourth factor (Fig. 6), the third subscale in
the first factor (Fig. 7) and the fourth subscale in the third
factor (Fig. 8).

The correlated items in the first factor were from the third
subscale where AIBO owners wished to receive software
updates to improve the robot intelligence (Fig. 7) except
the toy skill. The second factor (Fig. 5) were from the first
subscale and the owners perceived their robots with a posi-
tive attitude. They treated these machines as independent
companions who were smart, amazing, interacting, curious,
playful and emotional.

Some factors indicated relationship between items on a
lower granularity:

e In the third factor, the Apple customers wished remote

camera viewing, reading and alerts of messages and cal-
endar events. On the other hand, Android and Windows
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Phone users preferred to control the robot remotely (fifth
factor).

® People would not find more autonomous software for the
robot disappointing or boring according to the fourth fac-
tor.

e The sixth factor showed that the participants did not
regard AIBO as a toy and they would not like to see
improvements in features to make the robot a toy.

e Those owners would feel curious and fun a more autono-
mous mode in new software who finds the existing per-
sonalities boring or repetitive according to the seventh
factor.

3.2 Subscale results

Although Sony AIBO is an entertainment robot with lim-
ited capabilities, people attributed positive, life-like proper-
ties (e.g.. companion, independent, smart) to the robot with
5-7 median ratings (Fig. 5) in the first subscale and it was
not found boring (3) or a toy (4.5). On the other hand, the
original software of AIBO was found quite repetitive (6)
and the owners desired more sophisticated social skills from
new software with median ratings (7-9) of the second sub-
scale on Fig. 6. Thus, the owners judged these robots really
“social” instead of a toy after years. This outcome was an
opposite of an earlier experiment with Pleo in which the
participants already treated the dinosaur robot a toy after
some months (Fernaeus et al. 2010).

The third subscale in the questionnaire focused on par-
ticular feature updates in the current software (Fig. 7).
Enhancing the dances (5.5) and toy-like functions (3) had
again lower interest. The tricks with plastic toys of the robot
(ball, bone) and dog-like behaviors were not found so vital
topics, most likely, because these features provide the enter-
tainment aspect of the current software and the people are
more eager to interact with the robots. The human—robot
interaction skills had the highest median ratings: compan-
ion (8). speech recognition (9), talking (8), interacting (8.5).
distinguish humans (8), playing games (8), and emotion rec-
ognition (8). These skills shape a valuable emotional con-
nection between the robot and people instead of watching
repetitive entertainment behaviors. Worth to note that the
participants would have liked to have enhanced autonomous
features (navigation in rooms, object recognition) and fur-
ther connection options following up the trend of portable
handsets and tablets (integration with mobile devices) in
the recent years. This result was aligned with Fig. 9 where
the median ratings suggested that the robot customers had
positive anticipations about a more autonomous software for
Sony AIBO (Fig. 9).

The connectivity options were queried in the fourth
subscale (Fig. 8) and the majority was grouped in the third
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Fig.9 Median ratings of the anticipated feelings caused by an auton-
omous personality in a forthcoming software for Sony AIBO

factor. The robots and Apple products are expensive, there-
fore, the higher classes can afford these items with a higher
chance than people with lower income and they could be
overrepresented in the survey responders although there was
no question related to their wealth. The participants wished
to connect their bots to i0OS devices with the highest ranking
(8) while Android had a moderate result (5.5), and according
to the low market share, Windows devices had the lowest
rating (5). Interestingly. people would like to see the robot
state, emotions and camera image with median rankings
7.5-8, but the remote control had a lower interest (5). This
phenomenon can be originated that the people can associate
aremote controlled robot to a soulless machine and making
AIBO a toy was not an unattractive skill for the robot own-
ers in Figs. 5, 6 and 7. Receiving alerts about SMS, calendar
events or reading email were popular and scored to 7.

To sum up this section, the exploratory factor analysis
confirmed that the subscales were defined consistently and
reliable results can be expected from the further exami-
nation. Looking at the median ratings of the Likert-type
items, the participants had great desire to make the robot an
autonomous companion which can interact with humans and
connect the robot with the latest gadgets, but the repetitive
behaviors for entertainment and acting as a toy were out of
interest.

4 Analysis of the independent variables

The questionnaire responses were examined from gender,
age, length of ownership and culture points of view to see
how these independent variables affected the ratings. Each
variable had a corresponding null hypothesis to be exam-
ined. If a variable had two categories, the Likert-type items
were evaluated with Mann—Whitney test, for more than two
categories, Kruskal-Wallis tests were performed. Depending
on the results of these tests, the null hypotheses were either
accepted or rejected.

Any difference in the median ratings of the Likert-type
items was reported in the following sections when they were
higher than 1 and their p values were less than 0.25. In this
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way, the paper includes some insignificant results, but the
authors wanted to keep these items because they fit in the
tendencies of the significant items. Greater p values were
ignored.

In the last two sections, the user contribution and the
robot model preference were analyzed by the independent
variables separately because these questions did not use
Likert-type items.

4.1 Gender

Null hypothesis (H1) The male heavy users see a social robot
as a machine and the female as a companion.

57 participants were male and 19 female from the survey
respondents. The gender defined an independent variable
with two categories and all Likert-type items were evalu-
ated with Mann—Whitney test. The median ratings of women
were all the time higher for those items where the robot
was treated as a living being, the significant differences are
shown on Fig. 10. Women attributed more human feelings
to the existing software, hence (Bartneck et al. 2007) com-
panion (p=.024), (Bartneck et al. 2007) smart (p =.004),
(Bartneck et al. 2007) amazing (p =.021) and (Bartneck
et al. 2007) curious (p=.000) received more positive rat-
ings by 2. This attitude was also reflected in their wishes for
improvements with (Fernaeus et al. 2010) Human emotion
recognition (p=.085).

Males rated (Bartneck et al. 2007) toy (p=.004) and
(Coninx et al. 2016) toy (p =.004) with higher median by
2, therefore, they regarded the robot to a greater extent as
a machine. Similarly, men found more important to read
e-mails and messages by the robot because they rated
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Fig. 10 Median ratings for items with considerable difference
between male (blue) and female (red) answers whose number in
square brackets refers to the subscale of each item. All components
have significance under 0.05 except those which are marked with an
asterisk

(Frangois et al. 2009) reading email, messages (p=.031)
higher by 2.

As the common sense suggests, women tended to be more
emotional in their ratings while the men were technology-
minded. The H1 null hypothesis was accepted for the gender
variable.

4.2 Age

Null hypothesis (H2) The younger heavy users are more
technology-minded while the elder look the social robots
as a companion.

11 participants were under 25 years (age,), 24 between
25 and 40 years (age,) and 43 over 40 years (age;). The age
defined an independent variable with three categories and all
Likert-type items were evaluated with Kruskal-Wallis test.
Figure 11 shows the items from the first subscale which had
a significance value below or close to 0.050 and two main
tendencies can be observed. On one hand, the older people
the less positive they were about scoring the existing skills
of the robot what can be seen for (Bartneck et al. 2007) inter-
acting (p=.047), (Bartneck et al. 2007) curious (p=.027)
and (Bartneck et al. 2007) emotional (p=.000) on Fig. 11.
On the other hand, the older age groups associated the robot
with more negative properties by (Bartneck et al. 2007) toy
(p=.096), (Bartneck et al. 2007) repetitive (p=.065) and
(Bartneck et al. 2007) Boring (p=.008). The exceptional
(Bartneck et al. 2007) Cautious (p=.011) age, found the
robot more cautious than age, and age, groups.

There was no significant difference between the answers
in the second subscale, but the third and fourth subscales
revealed on Fig. 12 that the age, group tended to be more
eager to see improvements in autonomous features of a
new software with (Fernaeus et al. 2010) tricks with ball
(p=.015), (Fernaeus et al. 2010) tricks with bone (p=.013)
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Fig. 11 Median ratings for items in the first subscale between age
groups (blue for age,, red for age, and yellow for age;). The number
in square brackets refers to the subscale of each item. All components
have significance under 0.05 except those which are marked with an
asterisk
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Median Rating

Fig. 12 Median ratings for items in the third and fourth subscales
between age groups (blue for age,. red for age, and yellow for age;).
The number in square brackets refers to the subscale of each item.
All components have significance under 0.05 except those which are
marked with an asterisk

and (Fernaeus et al. 2010) navigation in rooms (p=.013).
Similar to this trend, age, was most interested in connectiv-
ity with Android phones and view (Frangois et al. 2009)
Robot emotions (p=.011) although (Frangois et al. 2009)
using Android device (p=.059) and (Frangois et al. 2009)
Robot state (p=.113) were not significant. Older age groups
recognized the robot rather as a toy (Fig. 11) and the same
trend was measured for the wish of improved toy features
with (Fernaeus et al. 2010) toy (p=.027) in Fig. 12. This
may be originated in some reappearing traits from child-
hood in old age.

The results did not reflect the expectations of the null
hypothesis (H2), elder people did not perceive these social
robots as a companion to a greater extent and younger gen-
erations were not more eager about the technology side of
these robots. Therefore, H2 was rejected.

4.3 Culture

Null hypothesis (H3) The Japanese heavy users do not rate
their robots more positively than Westerners.

The cultural background of the participants was examined
to compare Western people with Japanese. 61 responders
were from Europe, North-America and Australia. Since
these samples were collected from an English speaking
AIBO forum and a closed Facebook group, the authors made
sure that it did not contain any responses from migrated
Japanese citizens in these countries. This original version
of the questionnaire was in English.

17 Japanese fillings were gathered with a targeted Face-
book ad campaign in Japan. The survey was localized to
Japanese language and the filters of the campaign ensured
that native Japanese people filled this variant. Additional
evidences of the correct sampling were a special answering
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pattern to the occupation question by Japanese people and
the common lake of answers to the free-form entries.

The culture defined an independent variable with two
categories; therefore, all Likert-type items were evalu-
ated with Mann—Whitney test. The existing programs and
wishes for new software were slightly less attractive for
the Japanese in Fig. 13. The median ratings of (Bartneck
et al. 2007) Interacting (p=.001), (Bartneck et al. 2007)
curious (p=.017), (Bartneck et al. 2007) playful (p =.006),
(Bartneck et al. 2007) emotional (p=.008), (Coninx et al.
2016) companion (p=.047), (Coninx et al. 2016) amazing
(p=.090), (Coninx et al. 2016) interacting (p=.001) and
(Coninx et al. 2016) playful (p=.150) followed tendencies
of the Westerners, but they were lower by 2. Figure 14 has a
similar pattern, the Japanese participants scored the feature

Fig. 13 Comparison of median ratings in the first and second sub-
scales with different cultural backgrounds (blue for Westerners, red
for Japanese). The number in square brackets refers to the subscale of
each item. All components have significance under 0.05 except those
which are marked with an asterisk

Median Rating
S = N W E OO N W

9
o 8
£ 7
T 6
x s
B
g3
=]
0
Ry S O & @& & D &
SLES LS EL LGS
s\é\,,c&\é\ é“&é .QQQQSS’ o P F &
RO Q\\q;\‘.;\p"\\_\ei‘o\
& & F VS F S
& o & e ‘}é“\& S
& & & Ve

&
&

Fig. 14 Comparison of median ratings with different cultural back-
grounds (blue for Westerners, red for Japanese). The number in
square brackets refers to the subscale of each item. All components
have significance under 0.05 except those which are marked with an
asterisk
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improvements and connectivity options lower by 2-3 with
(Fernaeus et al. 2010) tricks with bone (p=.011), (Fernaeus
et al. 2010) speech recognition (p=.008), (Fernaeus et al.
2010) talking (p =.006), (Fernaeus et al. 2010) dog behav-
iors (p=.005). (Fernaeus et al. 2010) interacting (p=.033),
(Fernaeus et al. 2010) playing games (p=.017). (Fernaeus
et al. 2010) human emotion recognition (p =.008), (Fernacus
et al. 2010) navigation in rooms (p=.047), (Fernaeus et al.
2010) object recognition (p=.002), (Frangois et al. 2009)
remote view (p=.001) and (Frangois et al. 2009) robot emo-
tions (p=.001). Furthermore, Japanese found the existing
software quite (Bartneck et al. 2007) boring (p=.081) in
Fig. 13, but they wanted to see enhancements in Fernaeus
etal. (2010) Toy (p=.004) features in Fig. 14.

Since the Japanese people were more negative about Sony
AIBO, the null hypothesis (H3) was accepted.

4.4 Length of ownership

Null hypothesis (H4) The more years a heavy user owns a
social robot without content updates the more robot accept-
ance decreases and he/she loses interest over time.

The questionnaire results were analyzed in the function
of length of ownership with four categories. 22 participants
have been owned the robots for less than 2 years (years;)
and 18 between 2 and 5 years (years,). These people were
new members in the AIBO community years after the
product discontinuation. 22 have been experienced these
robots between 5 and 10 years (years;) and 16 over 10 years
(years,). Because the independent variable had more than
two categories, the Likert-type items were evaluated with
Kruskal-Wallis test.
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Fig. 15 Comparison of median ratings of participants with different
length of ownerships (blue for years,, red for years,, yellow for years;
and yellow for years,). The number in square brackets refers to the
subscale of each item. All components were marked with an asterisk
because their significance were over 0.050

Figure 15 shows nine items and almost all items had sig-
nificance value over 0.050. Despite the common sense sug-
gests that the consumer interest must decline after years of
usage without software updates, the results did not reflect
this expectation. In particular, the existing software was
evaluated in the first subscale and there were no significant
decline in the anthropomorphic characterization. The own-
ers with more than 10-year-long experience rated the robot
with existing software more (Bartneck et al. 2007) amazing
(p=.137) and a (Bartneck et al. 2007) companion (p =.266)
while they wished more (Frangois et al. 2009) remote control
(p=.190). After 5 years of ownership, the need for autono-
mous and social features was increased. Years; and years,
groups were wished a more (Coninx et al. 2016) curious
(p=.154) and (Coninx et al. 2016) playful (p=.108) robot
which is eager for (Fernaeus et al. 2010) talking (p=.165)
and (Fernacus et al. 2010) interacting (p=.011) with its
owner. (Fernaeus et al. 2010) toy (p=.160) feature was an
odd-one-out feature because longer ownership decreased the
desire for a toy robot although the years, group broke this
tendency. In an earlier work (Bartneck et al. 2007), the own-
ership did not influence the attitude of the people towards
robots, but Fig. 15 suggests that the owners will appreciate
their robots more after 5 years. The null hypothesis (H4) was
rejected because of these results.

4.5 User contribution

One question asked the owners if they would contribute new
tricks for the robot software with a motion editor application.
Figure 16 shows that almost two-third of the users (58.97%)
expressed willingness to create new content for the robot,
one-third (30.77%) refused and 10.26% was unsure. As
Sect. 4.1 confirmed, men were more focused on the tech-
nology side of the robot and males expressed double chance
(64.42%) for contribution compared to females (31.58%) in
Fig. 16 and women were twice as much unsure (males 7.02%
vs. females 15.79%).
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Fig. 16 Overall answers for user
details for gender and age (age,
age; = >40 years) conditions

contribution question and
=<25 years, age,=25-40 years,
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The traditional stereotype suggests that elder people are
less open to the new technologies and younger generations
catch them up more easily. Figure 16 presents the opposite,
the elder the owners are, the higher chance they will use
their computer to create new motion content (age,: 36.36%
< age,: 58.33% < agey: 65.12%) and older generations were
less hesitant about to make this decision (age;: 36.36%
> age,: 8.33% > age,: 4.65%). Otherwise, all age groups
rejected the contribution around 30%.

‘When the answers were analyzed from the length of own-
ership condition, the people with over 10-year-long owner-
ship (years,) were the most eager (87.50%) to create new
motions for their robots, other owners given around 50%
(years,_;). It is noteworthy that the newcomers (years, ) were
the most hesitant (22.73%) to make any content; the half of
the owners with 2—10-year-long experience (years, ) had
no intention for contribution.

Japanese society is regarded acceptant for high-tech
compared to other Western countries. This phenomenon is
reflected in the culture condition on Fig. 17. 82.35% of the
Japanese owners were keen to create new motions for the
robot, 17.65% were not interested in and none of them were
unsure.

4.6 AIBO model preference

The Sony AIBO brand had several generations and every
model had different advantages and disadvantages. The fol-
lowing list describes the most important characteristics of
each product without going into technical details. These
points were considered by the buyers when they decided to
acquire a specific model:

e ERS-1xx: The first model in the series. More autono-
mous and advanced emotional personality was imple-
mented in these robots. It had a charging station, but it
could not execute the self-docking process. Despite the
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Fig. 17 Detailed answers for the wuser contribution question

from length of ownership (years,=<2 years, years,=2-5 years,
years;=>5-10 years, years,=> 10 years) and culture conditions points
of view
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fragile body or repetitive behaviors many owners liked
ERS-1xx because of the high degree of freedom, inten-
sive interactions in the growth stages of the personality
and the impulsive exploration mode. Secondhand price:
$300-400.

e ERS-2xx: The emotional model was not so complex in
this successor. Many softwares were available for ERS-
2xx, but each provided different features (e.g., self-dock-
ing, autonomous exploration). The owner had to change
the memory card to switch between the personalities.
The appearance of these models was much more clean
compared to ERS-1xx. Secondhand price: $500-700.

e ERS-3xx: This model was a simplified version of ERS-
2xx with a lower price tag and the cute design to target
female customers (Fujita 2004). It had no wireless con-
nectivity and less software was shipped for ERS-3xx.
Secondhand price: $400-500.

e ERS-7: The latest model had the best hardware and all
previous skills of ERS-2xx were combined into a single
firmware (Mind software). The robot docked itself to
the charging station, did tricks, communicated with the
owner, played with its toys and explored the surround-
ings although the latter skill was not as adventurous as
in ERS-1xx. Secondhand price: $1800-2200.

The most advanced model was the Sony ERS-7 which
still maintains high price on the secondhand market. The
ERS-2xx provided the same features scattered in various
softwares and the lower price range ($500-700) balance
this disadvantage. In general, ERS-7 and ERS-2xx were
the favorite models in Figs. 18 and 19 and ERS-7 was the
top rated for being the most advanced. Third place went
for the ERS-1xx whose interaction skills and autonomous
mode compensated the weak hardware design and the lack
of features. The ERS-3xx models were rated worst caused
by the missing connectivity and software options. When the
user preferences were reviewed for the gender condition, the
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Fig. 18 Preferred AIBO models. One participant could select mul-
tiple favorite models. This diagram contains the overall results and
the details for gender and age (age, = <25 years. age,=25-40 years,
age,=>40 years) conditions
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Fig. 19 Preferred AIBO models. One participant could select mul-
tiple favorite models. This diagram contains detailed answers
from length of ownership (years,=<2 years, years,=2-5 years,
yearsy=>5-10 years, years,=> 10 years) and culture conditions points
of view

males chosen a favorite model less frequently than females
and the women preferred ERS-2x0 in the first place over
ERS-7 exceptionally.

The age condition revealed in Fig. 18 that young people
(age,) had no clear preference for any Sony AIBO, they were
interested in all models. The ERS-2xx and ERS-7 series
were in tie for < 10 years in the length of ownership condi-
tion (Fig. 19), but the latest model was a winner for years;
group. The Japanese people tend to select only one favorite
which can be originated in the emotional attachment after
buying their first model. The model preference of Westerners
followed the overall results in Fig. 18 while Japanese rated
all models to 35.29% except the ERS-3xx to 17.65%.

5 Discussion
5.1 Gender

The H1 null hypothesis was constructed with considering
the differences between male and female social behavior
and their social roles in society (Norman 2004) and it was
accepted for the gender variable because the female par-
ticipants were more emotional in their ratings while the
men were more technology-minded. The past researches
(Nomura et al. 2005, 2006, 2012) had mixed results within
the Japanese society. A survey of female and male Japanese
at an exhibition did not find a variance in their opinions
about robots after an interaction (Nomura et al. 2005) and
an online survey among Japanese people had the same result
in Nomura et al. (2012). However, Japanese students were
asked about the attitudes towards robots without actual inter-
action in Nomura et al. (2006) and the female students were
more positive about the emotional interactions with robots
than male, similar to H1. Most likely, there is no gender dif-
ference in the Japanese society according to Nomura et al.

(2005, 2012), but some subgroups (younger generations?)
can show some variation. On the other hand, female Italians
attributed more positive feelings for robots than males in a
questionnaire (Scopelliti et al. 2005) what strengthens H1
since the majority of the participants in this paper were from
Western societies. The results in this regard were more close
to cultural expectation according to the literature, similar to
the next section.

5.2 Age

H2 was rejected because elder people did not perceive Sony
AIBO as a companion and younger generations were not
more interested in the technology side of these robots. This
result is similar to Zhan et al. (2016) in which Australian
participants over 50 years disliked the robotic pets, younger
Italian generations had more positive feelings towards robots
in Scopelliti et al. (2005) and Ezer reached the same conclu-
sion in Ezer (2008) with American citizens, the acceptance
was higher among younger adults in pre-adoption phase
(without firsthand experience with robots). However, two
studies (Nomura et al. 2005, 2012) found the opposite in
the Japanese society. Younger Japanese generations liked
the robots less than elder people, but this discrepancy can be
explained with the different sampling. Nomura et al. (2005,
2012) were interviewed only Japanese while this paper
included mainly Westerners. The revealed attitudes here
and in the literature strongly suggest that the generations in
the Japanese and Western cultures have the opposite prefer-
ences. However, the limited sample size was not enough to
carry out more analysis about this assumption within this
work.

5.3 Culture

The common stereotype suggested in the past that the
Japanese people love robots more than Westerners. Some
carly attempts tried to understand and explain this belief by
comparing the cultures (Kaplan 2004) instead of executing
experiments with humans. Later, surveys (Bartneck et al.
2007; Haring et al. 2014) revealed the opposite, Japanese
are not so positive towards robots and they are worried
about the social and emotional impacts of robots in their
society. The null hypothesis (H3) in this paper was con-
structed in accordance to these discoveries and the results
confirmed H3, therefore, it was accepted. Worth to note that
Japanese were more negative than Westerners in all cases
what strengthens the results in (Haring et al. 2015) where
Australian people were more positive about likeability and
intelligence of a humanoid robot. Other works (Bartneck
etal. 2007; Haring et al. 2014) showed no difference, but the
results in this paper and (Haring et al. 2015) require further
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analysis to clarify the roots of the unexpected antagonism
of the Japanese people towards robots.

5.4 Length of ownership

The rejection of H4 was a positive finding. The common
sense suggests that people leave things behind after their
utility value decreases over time, but the heavy users of
Sony AIBO acted in the opposite way after 5 years of the
ownership.

Getting people into acceptance phase is challenging
because the high price tag of the robots induces high expec-
tations from the users. Some participants did not finish a
6-month-long experiment with Roomba vacuuming robots
(Sung et al. 2010) as they required too much maintenance.
Though Graaf et al. (2014) analyzed the robot owners on
a different timescale (half year vs. multiple years here)
and 5-10% of their participants showed constant interest
for Karotz robot in a longer period. Other people did not
become a power user because Karotz robot did not offer
more functions than a modern smart phone and they did not
feel the robot useful, similar to other past works (Fernaeus
etal. 2010; Leite et al. 2013).

The authors believe that the acceptance for Sony AIBO
robots did not decrease over the years in the current study
because their software was designed to develop emotional
attachment with their owners and their main functions were
not intended to replace a computer.

5.5 User contribution

The user contributions strengthened the results of Sect. 4.1
and older generations were more likely to contribute, espe-
cially after owning a robot for more than 10 years. It was also
revealed that the Japanese participants were more eager and
less hesitant to make technical contributions unlike Western-
ers. This finding is exciting compared to the long decision
making in Japanese companies or the hesitation of Japanese
people to say black-and-white decisions straightforward
(Bernhauerova 2013). Maybe the anonymous questionnaire
on the web allowed the Japanese participants to leave their
comfort zone and they could really express what they think.
The higher willingness for contribution of Japanese people
was a bit surprising when this result was compared to the
negative trends of Japanese answers for the culture variable
(Sect. 4.3).

5.6 AIBO model preference

ERS-3xx had the worst score in almost all cases in Figs. 18
and 19 which suggests that people would like to use a
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social robot with rich skills and connectivity options. The
low price tag cannot compensate the missing capabilities if
similar robots with more advanced intelligence are on the
market. Despite a Sony ERS-7 costs 3—4 times more than
other series, people tend to prefer this model as a result of
the most developed hardware and software.

5.7 Social robot design

Two papers proposed guidelines to improve the design
of social robots for long-term human-robot interactions.
Leite et al. (2013) presented a good review of this problem
with a detailed discussion by accumulating the experiences
of different robots in the research literature while (Graaf
et al. 2016) expressed their recommendations on a higher
level. The authors reviewed the free-form answers of the
questionnaire in an earlier work (Kertész and Turunen
2017) and some proposals were already given to the lit-
erature. Based upon the quantitative analysis in this paper,
additional suggestions are presented here in descending
priority to complement the past works (Graaf et al. 2016;
Leite et al. 2013):

® The long-term ownership does not bias the tendencies
of robot acceptance what is expected in a certain cul-
tural background and life stage. However, the literature
review suggests that the acceptance must be examined
with culture and age variables with sufficient sampling
at the same time because the people’s preferences vary
in these dimensions significantly and they make hard
to draw general conclusions.

e The age distribution of the owners remains stable, even
long after the sales are stopped and the robot is traded
on the secondhand market (see Sect. 2).

e The long-term ownership does not degrade the appre-
ciation towards the robot after several years (see
Sect. 5.3), but the owners desire the integration of the
latest technologies.

e The robot should not replace the functions of a smart
phone or a computer, especially with more hassle. The
robot needs to differentiate itself from other machines
with unique skills (see Sect. 5.3).

e Do not sacrifice essential skills to reduce the hardware
costs otherwise consumers will not like the robot (see
Sect. 5.6).

® The robot must adapt its personality with subtle differ-
ences according to the human gender, age and culture
(Sect. 5.1,5.2 and 5.4).

e Older people tend to treat the robot as a toy and they
are less positive about the social skills, but they are
more enthusiastic to create new content for the robot
(Figs. 11, 12, 16).
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5.8 Limitations

Despite of the participants were recruited on a special inter-
net forum and Facebook on the internet, only 78 active Sony
AIBO owners were reached, but the authors believe that
sample size was reasonable compared to 230 in (Bartneck
et al. 2007) and 41 in (Haring et al. 2014) considering that
conducting our survey was long after the discontinuation of
Sony AIBO. The sampling was not representative for the
general public, but the participants could provide a good
indication about the typical users of entertainment robots
and even beyond this group since Bartneck et al. also found
in (2007) that owning a Sony AIBO did not result signifi-
cantly different scores on their NARS questionnaire.

Since these robots were commercial, this study was
essential to analyze the heavy users of an expensive robot
from the market. The robots in past experiments were given
to participants on a voluntary basis for free (Fernaeus et al.
2010; Graaf et al. 2016).

The sample size was moderate, the cultural variable could
not be evaluated on a nationality level, and therefore, this
category was reduced to a comparison between Westerners
and Japanese people. Unfortunately, the results seemed to
be biased by the Western majority for the gender and age
variables (Sects. 5.1, 5.2) when the results were compared
to the literature. The authors still believe that the previous
sections presented significant results and further exploratory
studies are required with other social robots to confirm or
complement the findings.

6 Conclusions

The heavy users of Sony robot dogs were studied in this
paper after 10 years of the product discontinuation. Since
these people owned their robots for years after the initial
“wow” moment faded out, they were already in the robot
acceptance phase.

The Westerner members of an active online community
and Japanese owners via Facebook were reached to fill a
questionnaire. The questions in this survey asked about the
perception of their social robots and the desired improve-
ments in the software. The internal consistency of the
answers were verified with Cronbach’s e coefficients for
four subscales and the exploratory factor analysis mapped
the questions into the predefined subscales correctly along
with other findings. In overall, the participants rated their
robots quite positively after so many years although they
wished for many improvements in various functions. The
answers were analyzed by four independent variables (gen-
der, age, length of ownership, and culture) and user contribu-
tion. Each independent variable had a null hypothesis and
the Likert-type ratings were verified by Mann-Whitney or

Kruskal-Wallis tests depending on their categories. In gen-
der case, the gender hypothesis (H1) was accepted, the male
heavy users tended to have a technological perception of
their robots while the female seen a companion in them. The
hypothesis (H2) for age groups was rejected, the younger
generations were not so tech-savvy and the pensioners did
not recognize eagerly these social robots as a companion.
The third hypothesis (H3) for culture variable was accepted,
and the result was similar to (Bartneck et al. 2007), but the
Japanese people were more negative about their Sony AIBOs
what contradicts the common stereotype of the robot-loving
Japanese society. The length-of-ownership hypothesis (H4)
was unexpectedly rejected in a positive manner because the
heavy users with over 5 years of ownership rated their bots
significantly better. The user contribution question revealed
that most heavy users are prepared to make new content
expect the young and female. These results were turned into
recommendations for social robot design and the limitations
of the questionnaire were discussed.

The future work can include similar analysis with heavy
users of other social robots which are developed to be a
companion for people. The straightforward choice can be
the future heavy users of the new Sony ERS-1000 model
what revived the AIBO line back to the market in 2018.
An interesting question is how we may alter the question-
naire findings if Sony will shift the emphasis in the new
robot software from entertainment to companionship. How-
ever, executing our survey with the heavy users of other
non-animal (e.g., humanoid) robots can be also valuable
because their appearances drive different expectations on
the uncanny valley and this condition can alter the results.
On the other hand, the authors believe that a comparison
with a STEM or service robot would not be beneficial since
the emotional attachment is essential towards social robots.
If this connection is missing, it is unlikely that the owner
will use the robot for many years without treating it other
than a soulless machine.
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Abstract. Despite the recent technological advances, long-term experiments
with robots have challenges to keep the users interested after the initial
excitement disappears. This paper explores the user expectations by analyzing
the long-term owners of Sony AIBO who have been using these robots for years
(heavy users). 78 participants filled an on-line questionnaire and their answers
were inspected to discover the key needs of this user group. Quantitative and
textual methods confirmed that the most-wanted skills were the interaction with
humans and the autonomous operation. The integration with the Al agents and
Internet services was important, but the long-term memory and learning capa-
bilities were not that relevant for the participants as expected. The diverse
preferences between robot skills led to the creation of a prioritized recom-
mendation list to complement the design guidelines for social robots in the
literature.

Keywords: Questionnaire - User expectations - Heavy users - Sony AIBO

1 Introduction

Nowadays more and more social robots are introduced onto the market and the user
expectations must be understood for the researchers to execute successful long-term
experiments and for the companies to create sustainable business plans. Graaf et al. [6]
developed a theoretical foundation to describe the relationship between the owner and
its robot over time. In the adoption and adaptation phases, the first experiences are
gained with the robot at home. When the novelty effect fades away and the user
expectations are met, daily routines are developed with the robot (incorporation phase).
After six months, the owner gets emotionally attached to the robot as a personal object
(identification phase) then the robot is finally accepted for long-term use and the owner
becomes a heavy user. The ultimate goal in robotics is to reach this acceptance phase and
keep the heavy users engaged with the robot for years. Although Nao and other
humanoid robots are well-known from the news, their primary users are the research
labs while Sony AIBO was the first successful social robot brand offered for private
customers. This study focused on the latter robots because their owners are ordinary
people forming the eventual target group of the social robotics to bring robots into the
mainstream. The Sony robot dogs were so ahead of their time that a significant heavy
user base is still reachable long after the discontinuation, therefore, a questionnaire was
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conducted with this user group to identify their long-term expectations. The literature
examined the phases before the robot acceptance, but we do not have a broad under-
standing of the heavy users beyond the identification phase. This paper is a preliminary
step to build this knowledge.

The human-robot interaction (HRI) field studied several robots in the past. A gen-
eral observation was that the users have decreasing interest for the robots after their
novelty effect fades away [5, 10]. To avoid losing attraction, social or other engaging
capabilities must be identified to create robots for longer use. The long-term interaction
was studied by Leite et al. [8] in a survey of exploratory papers in health care, edu-
cation, work and home settings. They admitted that the reviewed experiments were
carried out with limited number of users and the purpose of the longer duration was to
let the participants to get comfortable with the experimental conditions. Their results
suggested that the people were happy to interact with the social robots for longer
periods, but they proposed further analysis to confirm this hypothesis.

Graaf et al. [7] researched with Nabaztag and Karotz robots to create guidelines for
better user acceptance. They emphasized the importance of a clear purpose for the robot
and the use context because the owners will abandon a robot without utility value. In
this way, a truly social personality with interaction skills can differentiate a robot from
other gadgets. The authors of [7] also warned the designers that they must consider the
mere-exposure effect when the increased familiarity with the robotics technologies will
reshape the robot acceptance inside the society over time. The same Karotz experiment
was analyzed further in [14] and they found that the users did not reach the acceptance
phase mainly caused by the end of novelty, unsatisfied needs, functional replacement
(other device) and disappointment in the robot.

The HRI literature showed that the social robots must be designed carefully to
engage the users. This study focuses on a domestic social robot, namely, the owners of
Sony AIBO robots were analyzed. This product brand included quadruped autonomous
entertainment robots which had a behavior-based architecture to exhibit a life-like
impression. These robots can walk around the room, interact with the owner and switch
between probabilistic state machines to show rich behaviors and engage the owners.
Several papers studied AIBO in the past decade, but heavy users were never evaluated
directly although Bartneck et al. [1] studied the cross-cultural differences how people
perceive AIBO after an interaction session and the on-line forums [4] were analyzed to
investigate the relationship between the robots and their owners.

To the best knowledge of the authors, all previous researches in HRI lasted no more
than one year and they usually organized short weekly or monthly sessions for the
participant together with the robot [2, 3]. Although some relevant results were gained
from these past researches, but the subjects in this experiment lived with these social
robots day by day for years. This paper explores the expectations of heavy users from a
technical perspective what is different from the previous studies which investigated the
user perception [6] and the reasons for abandoning robots before the identification
phase [14]. Instead of asking the people how they perceive their robot or why they left
them behind, the authors addressed in this study what kind of improvements do the
participants expect to remain in acceptance phase?
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2 Questionnaire

A questionnaire was conducted to get the opinion of people about their Sony AIBO
robots. Eight questions asked basic information of the participants (gender, age, home
location, profession) and the robot ownership (length, usage frequency, model pref-
erence). The usage frequency question ensured that the participants had constant
interactions with their robots thus they were part of the target group (heavy users). The
following questions were related to the perception of their robots, how they feel about
the existing software and which skills must be improved in AIBO. These questions had
9-point Likert-type items (anchors: 1 - Strongly disagree, 3 - Disagree, 5 - Neutral, 7 -
Agree, 9 - Strongly agree) and optional text fields were present where the participants
could write additional information. A tendency was in the free-form answers that the
participants left mostly technical feedback, therefore, two questions (wishes for skills
and connectivity options) and the free-form answers were analyzed to characterize the
long-term user expectations in this paper.

78 fillings were collected from the members of an English speaking on-line AIBO
forum (http:/faibo-life.org) what is similar to 70 in [6] and 17 Japanese participants
were reached via Facebook ad campaign, similar to [11]. The questionnaire was
completed by 57 male and 19 female, since two participants did not reveal their gender,
with a ratio 73%/24%, similar to another on-line AIBO questionnaire with 64%/36% in
[1] and a robotics questionnaire had 61%/39% in [13]. Although there was no question
about the income and the wealth of the participants, the authors assume that this rate
can be explained with the higher interest of the men in gadgets [12]. The technical
enthusiasm was also reflected in the professions because most owners were e.g.
engineers, software developers, technicians (27% for Tech in Fig. 1b) and other
occupations were between 1-15% in Fig. 1b.

Since this study focused on robot consumers with more years of ownership, the
participants bought and kept these robots after technology acceptance. 14% of these
owners were young adult (under 25 years) and their stories on the on-line forum given
an insight of their intentions to buy these robots. Either they have got know AIBO in

_ Owner age Length of ownership
Location Profession =%
1% 21%
28%
30%
®Tech
H Retred
Clerk 1% 50%
n i:: = 28%
% 4% Manager 2% -
u Eurpe W Scientist W <25 years <2 years
" Agia Medica W 25-40 years 25 years
Australia ® Employes 40-60 years 5-10 years
u North-America Unemployed u >60 years >10 years

Fig. 1. The home location (a) and profes- Fig. 2. The age (a) and length of ownership
sion (b) of the AIBO customers who (b) of the participants.
responded to the questionnaire.
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the recent years or they were children during the commercialization of AIBO and they
could afford these robots after becoming an adult with income. Figure 2b shows high
retention rate for 20% of the participants who kept their robots for more than 10 years,
51% had AIBO between 2-10 years, but 28% possessed AIBO for less than 2 years
which is a high rate of newcomers.

3 Result of Quantitative Analysis

Two questions asked the owners about their technical expectations explicitly and both
were composed of Likert-type items. Their consistency was verified with Cronbach’s o
coefficients (0.91, 0.81) thus there was sufficient trust in the overall reliability of the
answers.

The average ratings for software improvements in descending order are shown in
Fig. 3. Enhancing the dances (5.6), toy-like functions (3.4), the tricks with plastic toys
of the robot (ball: 6.7, bone: 6.3) and dog-like behaviors (6.4) had low interest among
the participants, most likely. because these features provide the entertainment aspect
and the people are more eager to interact with their robots. The exceptionally low
ratings of the toy-like function (3.4) can root in the expected anticipation that a robot
must be intelligent and it is not a soulless toy. The human-robot interaction capabilities
had the highest ratings: speech recognition (7.9), interacting (7.7), distinguish humans
(7.7), emotion recognition (7.4), talking (7.1) and playing games (7.0). These skills
shape a more valuable emotional connection for the owner towards the robot instead of
watching repetitive entertainment behaviors. Although the autonomous features (nav-
igation in rooms: 7.9, object recognition: 7.9) got high ratings, the participants wanted
the robot moderately independent (6.8).
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Fig. 3. Average ratings for improvements in the current robot software of Sony AIBO.
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The results for connectivity options are shown in Fig. 4. The owners wished most
to view robot state (7.3), emotion (7.1) and the camera (7.1), but controlling the robot
remotely (5.3) was not interesting. Among the handheld devices, the participants would
like to connect their bots to 10S devices (expensive products like robots) with the
highest chance (6.6) while Android had a moderate result (5.7), and according to the
low market share, Windows devices had the lowest score (4.6). Reading messages (6.2)
and emails (6.0) had medium ratings.
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Fig. 4. Average ratings for wished connection options in a new software of Sony AIBO.

4 Result of Free-Form Answers

The participants had the chance to give optional feedback in free form text without any
directions. 60% of the Westerners provided this extra feedback with rich statements,
nevertheless, the Japanese had a lower profile with 47% and their short answers were
infrequent. Despite these data were free text, the participant given consistent answers
by emphasizing certain robot skills or pointing out missing capabilities. To analyze the
motives, the main points were extracted and counted in all answers like “votes™. A list
was created from the results in descending order by votes in Table 1 and the items with
less than 5 votes were omitted.

The interaction is essential for social robots. Disappointed Pleo owners reported in
[2] that “it would be more important to interact with you then wagging his tail in 28
different ways”. Although AIBO has conversational and interaction skills to some
extent, their enhancements were the most requested (1*" item in Table 1), similar to the
quantitative results in Fig. 3. Suggestions included extensions to the limited vocabulary
(50-100 words) and the voice recognition performance was criticized to be far from
perfect. With the wave of the Al agents in the smartphones (e.g. Siri, Cortana), people
expect to include these technologies in the robots (“It would be great if Aibo could talk
through a program like Siri or something.”). The integration with Internet services 5"
item) is closely related to the conversational skill, it extends the local Al with live
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Table 1. Grouped results of the free form answers by the participants. The main points were
extracted from the important statements of the owner feedback. Votes denote the occurrences of a
main point in multiple answers.

Main points Voles

Better conversational and interaction skills 20

Autonomous operation 18
Richer personality and new content (e.g. motions) over time 16

=)

Connectivity options for Apple/Windows/Android devices

Integration with Internet services (e.g. email, weather, social, Siri)

More learning capabilities, long-term memory

AIBO was ahead of its time. Lack of successor

Good face and object recognition
More settings to tweak the robot behaviors
Third-party software is better

=R N R N

—
(=]

—
—

Home automation integration

—
3

Remote control, house surveillance and protection
13| Self-charging

h|th|n| n| OO | O WO | O

information from the web (“being able to ask him ... what the weather is today, etc.
would be great.”).

Another prioritized expectation for social robots is to operate autonomously (2™
item), similar to Fig. 3. Albeit people love to interact with their robots, they also like to
see their bots wandering around. Genibo, a later Korean robot dog model on the
market, was criticized by their consumers that it constantly whines in one place, begs
for the attention of its owner and it does not act too much on its own. This feedback
exposes the importance of the autonomous activities of the social robots for long-term
acceptance.

As the time passes by, people get bored with the same software and they expect
new content to keep the amusement with their robots (3™ item). Sony released their
AIBO robots with a high price tag and there were no software updates over time. The
3™ party developers got limited chances to build new applications for this brand,
nonetheless, the participants praised these software over the official in the 10™ item.
Nowadays, the success of the mobile app stores and the in-app purchase show that
people are prepared to pay for new content if they are worth. The traditional business
models can be extended with content purchase or monthly subscriptions to ensure the
future commercial success for social robots.

The enhanced connectivity options (4™ item) was in tie with the previous item. The
participants were reasonable to desire wireless links to their new gadgets after the
technological evolution in the past decade. This result is aligned with Fig. 3 where the
connectivity skill was ranked after the interaction and autonomous skills.

One surprising finding was that the owners ranked the learning capabilities,
memory function, face and object recognition (5™ and 8™ items) half less important
than the top items. Although these abilities are necessary for humans to perceive real
intelligence, the utility of a social robot for its owner is focused on building an emo-
tional attachment with the interaction skills.
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Some tech-savvy features were ranked to the lowest. The advanced settings for the
robot (9" item), the home automation integration (1 1" jtem) and the house surveillance
(12" item) were present in Table 1, but they had low priority. This outcome suggests
for the designers to invent the appearance and tech features according to the specific
purpose to maximize the utility.

Some conflicting requests were interesting which are not listed in Table 1.
The AIBO software mix the dog-like behaviors with sound effects and the verbal
conversations with humans. On one hand, these robots resemble an animal by their
appearance and some people wanted to disable the more intelligent features (“I would
... turn my ERS7 into a pet dog, no dancing, or talking”). On the other hand, some
users would like the opposite, dropping the dog behaviors and including more
anthropomorphic features to see a conversational autonomous agent (“Maybe make a
new software ... with ... no dog like actions. And just purely interacts with human
speaking.”).

The Sony robots had a sophisticated software in the 2000s, but it was far what
average people would call artificial intelligence. This chapter given an insight how the
heavy users positioned the important skills for their social robot and how the tech-
nological evolution influenced these preferences.

5 Discussion

5.1 Social Robot Design

Two papers proposed guidelines to improve the design of social robots for long-term
human-robot interactions. Leite et al. [8] presented a good review of this problem with
a detailed discussion by accumulating the experiences of different robots in the research
literature while [7] expressed their recommendations on a higher level. It was proposed
in [7] to create a clear purpose for the robot because this important factor can lead to
acceptance by their owners, but we argue that the clear purpose is not enough. If the
robot cannot surpass the competing devices in our life in utility value, people will leave
and turn to other machines [6]. Based upon the quantitative analysis (Sect. 3) and the
ranked textual feedback (Sect. 4), the authors propose the following recommendations
in descending priority to complement the past works [7, 8]:

e Design the robot appearance according to its capabilities to avoid the uncanny
valley [9]. Sony AIBO was successful because it resembled an animal, walked
around and had interactions with humans according to the ads. The owners expected
less intelligence from these robot dogs than a humanoid robot [5]. Pleo owners were
disappointed in [2] when they realized that their robots have legs, but they cannot
walk without a trigger.

e The interaction and conversational skills were found the most important by the
users. This is in accordance with the third recommendation in [7], the perceived
sociability is a key factor for the users to accept the robot.

e Integrating the latest web services and conversational agents into the robot enhances
the user experience. When intelligent applications (e.g. Siri, Alexa) are available in
handsets or computers, people expect to have similar built-in skills in their robots.
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¢ The owners expect autonomy, self-charging from a mobile robot as well as a remote
application to interact with the robot and check its status.

e The people gets bored quickly with the repetitive behaviors [10], but if the robot is
attractive enough, the owners keep the robots for a long time. The participants of
this experiment verify this assumption. However, the users expect new behaviors
constantly (Sect. 4) and this opportunity can be turned into a business strategy for
social robots to charge regular fee per content update, similar to the mobile
applications. This approach with a broad userbase can create a sustainable revenue
for a robotics company.

e The learning and memory skills are hard problems in the artificial intelligence. Leite
ct al. [8] stated that the benefits of memory is unclear in the long-term interaction,
nevertheless, AIBO users explicitly asked this skill. Although this feature is
important, it can be prioritized less than the communication and interactions skills
according to Sect. 4.

e The target group of the social robots is broad from the teenagers to the pensioners
(Fig. 2) although 50% were between 40-60 years.

5.2 Limitations

Despite of the participants were recruited on a special internet forum and Facebook,
only 78 active Sony AIBO owners were reached, but the authors believe that sample
size was reasonable compared to 230 in [1] and 41 in [13] considering that conducting
our survey was long after the product discontinuation. The sampling was not repre-
sentative for the general public, but the participants could provide a good indication
about the typical users of entertainment robots and even beyond this group since
Bartneck et al. found in [1] that owning a Sony AIBO did not result significantly
different scores on their NARS questionnaire.

Since these robots were commercial, this study was essential to analyze the heavy
users of an expensive robot from the market. The robots in past experiments were given
to participants on a voluntary basis for free [2, 7].

5.3 Conclusion

The Westerner and Japanese heavy users of Sony robot dogs were studied with a
questionnaire in this paper after 10 years of the product discontinuation. Since these
people owned their robots for years after the initial “wow”™ moment faded out, they
were already in the robot acceptance phase. Despite Sony AIBO was ahead of its time,
it exhibited several mechanical and software limitations, and definitely, the heavy users
were not satisfied with the robot capabilities after many years without software updates.
Both the quantitative analysis and the free-form text answers suggested that the
most-wanted improvement was the interaction skills with humans, followed by the
autonomous operations. The participants was not interested too much in the enter-
tainment aspects, remote control or self-charging, but they would like to connect their
robot with handheld devices and modern Internet services. It was surprising that the
learning capabilities and long-term memory were moderately important for the users.
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After the questionnaire analysis, recommendations were written for social robot design
to complement the initial guidelines in the literature [7, 8].

The future work can include similar analysis with heavy users of other robots and it

can be worth to compare our results with different robot appearances or personalities.

Acknowledgements. The authors want to say thanks to all enthusiastic members of the
aibo-life.org forums to fill out our questionnaire.
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Abstract

Although sound event recognition attracted much attention in the scientific community, applications in the robotics domain
have not been in the focus. A new database was published in this paper and classifiers were evaluated with this dataset to
guide the future practical developments of domestic robots. A corpus (CSIBE-RAW) was collected from the internet to build
acoustic models to recognize 13 sound events and omit ambient sounds. As a case study, CSIBE-RAW was rerecorded in
four room settings (CSIBE-AIBO) to create reverberation-tolerant classifiers for a Sony ERS-7. After eight classifiers were
reviewed, the convolutional neural network achieved the best accuracy (95.07%) after multi-conditional learning and it was
suitable for real-time classification on the robot. The effects of lossy audio codecs were studied, lossy encoder-tolerant audio
statistics were specified for the feature vector and the Ogg Vorbis encoder with 128 kbit VBR was found superior to store big
data and avoid any significant accuracy loss with the compression ratio 1:8.

Keywords Domestic robots - Recognition - Indoor audio corpus - Sony AIBO - Deep learning

1 Introduction

The contextual interpretation of the environment involves
the fusion of multiple cues for the human beings [15]. The
speech recognition [43] and music annotation [24] have been
traditional research fields in robotics to reach human-level
performance in auditory perception. Sound event recognition
is arelatively new research field in the last decade that shifted
the interest from the anthropomorphic bias to a more natural
point of view of the scene. This paper introduces a new cor-
pora for isolated sound event recognition for indoor robotic
applications and some common problems are highlighted
with possible solutions to build robust acoustic models.

The only sound event database for robotics was published
in Maxime et al. [20]. The NAR Dataset was recorded with a
Nao humanoid robot from Aldebaran Robotics in a Kitchen
and contained 22 sound events as well as 20 English words.
The average signal-to-noise ratio (SNR) of the recordings
was 15 dB because of the noisy fans inside the robot body

B9 Csaba Kertész
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Markku Turunen
markku.turunen @uta.fi

University of Tampere, Kalevantie 4, 33100 Tampere, Finland

and the SVM classifier achieved 91.5% accuracy after ten-
fold cross-validation despite the challenging conditions. This
result was reached with file-averaged feature vectors and the
model was not evaluated with unseen data (unused data dur-
ing training and cross-validation).

The Acoustic Event Dataset (AED) [28] was recorded
in a smart room environment and Gaussian mixture model
(GMM) was trained with a 600 ms sliding data window. The
classifier was tested with unseen data and it distinguished
11 events with 87% accuracy from their small database. The
unknown events were not modeled in their system, but the
silence was a separate class.

The IEEE Detection and Classification of Acoustic Scenes
and Events (IEEE-DCASE) Challenge was organized in
2013 to establish an international competition for identify-
ing sound scenes and events. The DCASE-OL dataset with
16 events was dedicated for event detection in real office
environment [35]. The best system in the challenge had 61%
frame-based precision on unseen data without modeling the
background sounds.

Beltrdn et al. [2] proposed a novel sound event recognition
method with temporal histograms of Mel-based Multi-Band
Spectral Entropy Signature coefficients and they reported
better results than MFCC-based SVM classification with
source separation (non-negative matrix factorization). The
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ambient sounds were not modeled, but their approach can
detect the mixture of two events without any source sep-
aration technique. Their CICESE corpus contained several
reusable datasets, but most of them were incomplete com-
pared to the dataset description in their published paper which
makes any comparison hard with their results.

Unlike the previous works with event classes, the Com-
putational Hearing in Multisource Environments in Home
(CHiME-Home) database [14] was annotated on a higher
granularity for speech, human activity, television and house-
hold appliances. 4-s-long audio chunks were allowed to
hold multiple labels and a GMM classifier obtained 89%
accuracy after tenfold cross-validation. Some event classes
represented ambient sounds (television, household appli-
ances) what is an advantage, but on the other side, the GMM
classifier was not evaluated with unseen data.

To mention an outdoor example, a work [33] invented a
new taxonomy for urban sound classification and their dataset
(UrbanSound8K) which had 18.5 h of audio with 10 events.
Temporal statistics complemented the feature vectors and
they found the 4-s-long sliding window optimal. The model
performance was estimated to be 69% with tenfold cross-
validation of random forest (RF) and SVM classifiers.

Usually, the uninteresting sound events and the back-
ground noises were not modeled in the past works [2, 33, 35]
unlike in [14]. The new corpora (CSIBE) in this paper are spe-
cialized to the indoor robotics applications and an event class
is dedicated to represent the auditory background with appli-
ance sounds, object and human related noises. Free audio
files were downloaded from the internet into CSIBE-RAW in
order to have a clear licensing situation for the further usage.
Creating universal acoustic models is a challenge because
of the different noise levels and microphone characteris-
tics. To provide a practical example for robots, the collected
sounds were recorded again by replaying through a high-
quality speaker and capturing with the stereo microphones
of a Sony ERS-7 robot dog into CSIBE-AIBO dataset. A
baseline sound event recognition system was developed and
CSIBE datasets were evaluated with tenfold cross-validation
and unseen data. CSIBE-AIBO had to be stored in lossy audio
format, therefore, the effect of Ogg Vorbis and MP3 codecs
were examined before drawing the conclusion at the end of
the paper.

2 CSIBE corpora

The available sound event corpora contain events of spe-
cific scenarios like smart room [28], office [35], kitchen [20],
urban area [33] and they have been built without modeling
the ambient sounds. This paper proposes that modeling the
ambient sounds and audio sources in multiple locations are
important to shorten the gap between research and practical
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applications. The authors could not find a free or commer-
cial audio corpus for indoor applications which satisfied two
criteria. Firstly, the desired dataset has a separate event class
for ambient sounds that should not take the attention of the
robot, secondly, the samples provide high intraclass vari-
ability. Therefore, a corpus was assembled from free online
databases, public research datasets, our own recordings and
it was shared with the scientific community (https://doi.org/
10.5281/zenodo.1243714). The license of each sound sam-
ple was included in the package to enable the reuse with a
clear legal status of the research data. CSIBE consists of typi-
cal sound events in bedrooms/living rooms as people interact
with social robots in these places at home. The database have
two parts:

— CSIBE-RAW Human speech and other events were col-
lected from the internet in this dataset and complemented
with new recordings. The samples had excellent and clear
sound quality, they were stored in mono WAV format with
16 bit depth, 44.1 kHz sampling rate. All files were labeled
according to the sound event type.

— CSIBE-AIBO The samples of CSIBE-RAW were played
back through a speaker and recorded with the robot micro-
phones. One mono microphone is located in each ear of
the robot. The details about the recording conditions are
described in Sect. 2.2.

2.1 CSIBE-RAW

The core part of CSIBE was collected from public inter-
net sources (freesound.org, AED [28], DCASE-OL-IEEE
DCASE Challenge [35]. NAR Dataset [20]) and new record-
ings were done. The sample file counts of 14 sound events
in the database were balanced around 300 except the ambi-
ent sound and speech (Fig. 1). The first was overrepresented
to have a strong class for the uninteresting events, the latter
was important for reliable speech detection in human-robot
interactions. Further characteristics of CSIBE-RAW can be
noted in Fig. 1 when the sample counts (blue lines) are com-
pared to the sample size (red line). When those two lines are
close to each other for a certain event (e.g.. piano, bell, vac-
uum cleaner, traffic), the average duration of the samples are
close to 1 s, but short events (100-200 ms) cause a shorter
red line (e.g., flatulence, parrot, ambient sound) because the
same amount of data is divided among more samples.

The overall size of CSIBE-RAW is comparable to the
indoor sound event databases in the literature:

— AED for smart rooms has 11 events (350 MB). 213 sam-
ples.

— NAR [20] for kitchen scene with Nao robot has 42 events,
831 samples (42 MB).
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Fig.1 Sample counts for each
sound event in CSIBE-RAW

CSIBE-RAW Corpus

Ambient sound
Baby cry

Bell

Cat meow
Cicada

Dog bark

Fart

Guitar

Laugh

Parrot

Piano

Speech

Traffic
Vacuum cleaner

— DCASE-OL [35] for office scene has 16 events (398 MB
in 16 bit WAV), 1280 samples.

Although more events are in NAR (42) and DCASE-OL
(16), CSIBE-RAW has a much larger sample set (5954 sam-
ples). Each eventin CSIBE-RAW was recorded with multiple
microphones and sound sources to ensure the high intraclass
variability and the higher chance for interclass correlation.
For the diverse sources, the speech event is an good example
in which male, female and children voices in various lan-
guages (English, Spanish, Hungarian, French and Japanese)
are represented. Enough samples were available for all events
on the internet except flatulence and parrot. The church bell
and traffic noises are environmental sounds, but they were
included in the database because they are audible inside,
similar to cicada, that is a common insect in Asia with high
pitch sound. The ambient sounds include insignificant events
for robots and short events which are challenging for even
humans without visual cue: door openings, key falls, knocks,
moving chairs, keyboard clicks, breathing, throats, coughs
and steps.

CSIBE-RAW was randomly split into a training (CRt)
and a validation set (CRy). Unlike the usual process to cre-
ate a larger training set, the authors put 26% of the samples
to the training and 74% to the validation set in order to prove
the good discriminative power of the classifiers. The split
is denoted in the following brackets (CRT/CRy) for each
event: ambient sound (326/824 samples), baby cry (39/201
samples), church bell (70/273 samples), car meow (62/263
samples), cicada (39/221 samples), dog bark (149/282 sam-
ples), flatulence (226/292 samples), guitar (109/296 sam-
ples), laugh (154/244 samples), parrot (111/198 samples),
piano (57/253 samples), speech (125/588 samples), traffic
(32/277 samples) and vacuum cleaner (32/211 samples), in

250 500 750 1000 1250

File count (blue), overall size (10% KB, red)

overall 5954 samples. The audio data durations of the classes
were balanced in CRy thus there were many short flatulences
in CRy, but fewer samples of cat meows, traffic and vacuum
cleaner.

One file in the database corresponds to one sound event
sample where the silent audio chunks were removed from. In
this way, the database is easier to process because there are
no additional files for labeling.

2.2 CSIBE-AIBO

The standard datasets are often not suitable to develop prac-
tical acoustic models for robotics because the training data
must incorporate microphone dynamics, various noise levels
and reverberant conditions. CSIBE-AIBO attempts to step
forward in this direction to show how a base model can be
developed by rerecording CSIBE-RAW in multiple settings.

Sony ERS-7 has two “ears” with microphones and these
devices feature 16 kHz sampling rate in 16 bit depth. This
robot is an embedded platform, therefore, the recording
quality is not so clear like a Zoom H1 or H2 recorder. CSIBE-
RAW samples were played back with a high-quality speaker
(Audio Pro Addon One) in silent rooms from different loca-
tions relative to the robot:

e Reverberant room, S£eaker was 1 m away, 30° counter-
clockwise to the head.

e Non-reverberant room, speaker was 1 m away, 30° coun-
terclockwise to the head.

e Reverberant room, speaker was 3 m away, 1 m high, 180°
clockwise to the head.

e Non-reverberant room, speaker was 3 m away, 1 m high,
180° clockwise to the head.
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CSIBE-RAW samples were recorded in these room set-
tings with stereo microphones which resulted eight times
more data compared to the mono CSIBE-RAW samples.
The new sounds were affected by the low-end input quality,
reverberation, the recording distance, the microphone dis-
placement relative to the source direction and the microphone
self-noise. CSIBE-AIBO was separated to training and vali-
dation sets using the same partitions as CSIBE-RAW. CA'yp
contains the rerecorded samples of CRr in the first setting,
CAr in all settings. CA'y and CAy were generated from
CRy with the same declaration, respectively.

Transferring the audio data from the robot was a challenge
because CSIBE-RAW has more than an hour of samples and
this procedure had to be automated. The internal storage of
the robot could not be used to store the rerecorded samples by
reasons of being small (max. 128 MB) and slow read/write
speeds. The other option was to transfer the recordings from
AIBO via the built-in wireless card with low throughput
(appr. 30 KB/s). The authors found the best compromise with
encoding the recorded audio in lossy format and sending the
compressed data to a PC on the same WLAN. The SNR of
the sound events in CSIBE-AIBO varied between 8.31 and
16.15 dB (average: 10.85 dB) which was a bit lower than the
noisy NAR Dataset (15 dB).

The target was to find a lossy codec which did not affect
the classifier accuracy if either the training or the valida-
tion set is transcoded. Full transcoding denotes when both
the training and the validation set are transcoded with the
same lossy codec before the model building and evaluation
processes. This is relevant for storing large audio databases
in the fraction of the original disk space and using these
big data to train and test deep neural networks without per-
formance degradation. Half transcoding means transcoded
training set and unaltered validation set. This evaluation step
ensures that DNN models built with full transcoding can be
deployed on consumer devices where the model will receive
uncompressed audio from a real microphone.

Two popular lossy compression algorithms were exam-
ined: Ogg Vorbis and MP3. The Ogg Vorbis transcoding
was implemented with libvorbis,! the MP3 encoding with
libmp3lame? and the MP3 decoding with LAME’s mpglib
version. The effects of lossy encoding has been studied in the
literature for speech [4, 29, 32] and music [40, 41] classifica-
tions. These papers examined only the MP3 encoding while
both Ogg and MP3 codecs are reviewed here for sound event
recognition. Some past works built the acoustic model with
uncompressed audio and the validation set was transcoded
with lossy codecs to check for any loss in performance [4, 5],
but half transcoding was applied in [23] and full transcoding
on both the training and validation sets in [25, 40, 41]. Mini-

! https://xiph.org/vorbis/.

2 http://lame.sourceforge.net.
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mum 32 kbit MP3 profile was sufficient to avoid performance
decrease for speech recognition in [4, 23] and 64 kbit in [32].
Uemura et al. [40] found 32 kbit VBR enough for chord
recognition while Urbano et al. preferred at least 160 kbit
CBR MP3 encoding [41]. The encoding parameters were
explored during the initial experimentation and they are dis-
cussed in Sects. 4.5 and 4.6.

3 Recognition system

Features must be extracted from the audio to train a clas-
sifier. The most popular features in the literature are the
Mel-frequency cepstrum coefficients (MFCC) [2, 22, 33].
In this paper, the audio data were framed by a sliding Hann-
filtered window (32 ms) with 33% of overlap, fast Fourier
analysis was performed to extract harmonic spectrum, spec-
tral peaks and 26 MFCCs for each frame. The first MFCC
coefficient was dropped because it measures the signal loud-
ness and the remaining were added to the feature vector.
There is no clear consensus in the literature about the ideal
MFCC count, some earlier studies employed 13 MFCC com-
ponents [2, 11, 37], but other works included 15 (Phan et al.
[26]), 16 (Mesaros et al. [22]), 20 (Ruiz-Martinez et al. [31]),
26 (Salamon et al. [33]) and 40 (Nouza et al. [25]).

The feature extraction was done with the libxtract library
[7] in C++and the implementation details of each audio
statistic can be found in the github repository.® The following
23 statistics were calculated to complement 25 MFCC to 48
features:

Audio data frames: standard deviation, maximum, min—
max range, kurtosis, fundamental frequency, non-zero
count, average deviation, variance and zero crossing rate.
FFT spectrum: pitch of Harmonic Product Spectrum anal-
ysis, irregularity [18], centroid, variance and standard
deviation.

Bark coefficients: loudness.

Peak spectrum: standard deviation, partials count (non-
zero component count) and centroid.

Harmonic spectrum: arithmetic mean and tristimulus [30].
MFCC frames: minimum, arithmetic mean and standard
deviation.

These statistics were selected by sequential forward float-
ing feature selection and an iterative examination of the
feature importances with cross-validation in the initial exper-
iments. Two features (spectral crest, variance of spectral
harmonics) were removed since they were sensitive to lossy
encoding. Eventually, the feature vector had small compu-

3 https://github.com/jamiebullock/LibXtract.



Intelligent Service Robotics (2018) 11:335-346

339

tational cost (1 ms) on the robot and it was robust to lossy
audio codecs.

The temporal frame integration (superframes, bag-of-
words) was tried without satisfactory results in the initial
experiments, therefore, majority voting was used for tempo-
ral smoothing to do the classification of each sample file in
the next sections. When a label must be associated with a file,
feature vectors are extracted, predicted with a classifier and
the label with the most predictions is voted to be the final.

4 Experimental results
4.1 Classifier comparison

Most classifiers were implemented with the Machine Learn-
ing module of OpenCV [6]. Other libraries provided imple-
mentations for maximum entropy (ME) [1, 39], convolu-
tional neural network (linyfdnnd') and SVM with linear kernel
[19]. The latter was chosen because of the SVM codes in
OpenCV uses an old fork of libsvm with custom modifi-
cations and several users reported reduced performance with
linear kernel behind libsvm. The linear SVM with Dual Coor-
dinate Descent Method [17] in Dlib [19] provided better
accuracy than the SVM in OpenCV for the authors with this
dataset. The SVMs used C =0.1 parameter while ME was
regularized with an Orthant-Wise Limited-memory Quasi-
Newton Optimizer (L1 =0.00001). The hyperparameters for
the decision tree and random forest were Treegepm =20,
Forestsize =20 and the minimal sample count for node split
was set to 100.

Several earlier studies focused on deep neural networks for
sound event recognition [8, 10, 16]. Some explored the input
features [13, 16, 21] for the networks, some compared differ-
ent network topologies [21, 27]. This paper employs a simple
convolutional neural network (Fig. 2) without automatic fea-
ture extraction which can be deployed to embedded systems.
The first two layers in the proposed neural network were
fully connected with 200 units, one convolutional layer had
9 x | kernel with stride 1 and the last fully connected layer
contained 100 neurons. The fully connected layers had leaky
rectified linear activation function and the convolutional layer
had tanh. The CNN training was executed for 50 epochs
with adaptive gradient method (adagrad), mean squared error
loss function and batch size 64. Although the state-of-the-art
works in the audio literature use recurrent neural networks
(RNN) for classification problems, the authors favored the
CNN architecture. This decision was made because CNNs
are more accessible in the research software and RNNs pro-
vide only marginal improvements over CNNs [42].

4 https://github.com/tiny-dnn/tiny-dnn.

Each hyperparameter was specified with parameter search
on preliminary data during the initial experimentation. The
features were rescaled to [0, 1] for CNN. Other classifiers got
the data after standardization before training and prediction.

The previous datasets were evaluated with cross-
validation (CV) [2, 35, 37] that estimates the model accuracy,
but the proper validation is done with unseen data. The
tenfold cross-validation was done with the training sets of
CSIBE (CRt, CA'r) in this paper. Then the model general-
ization was explored by building models with these sets and
evaluating them with CRy or CA'y.

Figure 3 shows the CV of eight classifiers with the train-
ing set of CSIBE-RAW (CRT) and the rerecorded version
(CA/r) from CSIBE-AIBO where all results were calculated
with majority voting. Apart from the standard, frame-based
evaluation, aggregated frames [3] were computed by replac-
ing the original frames with temporally calculated mean
and standard deviation of every 9 frames with 30% over-
lap (CRt49, CA'r49). This technique results smaller training
set size with negligible computational costs and the accu-
racy was improved expected compared to the frame-based
evaluation in [37]. As we can see, the aggregated frames
enhanced the performance (even columns are higher) in Fig. 3
except SVMgpg, KNN and DT what was a bit surprising
and the authors do not know the reason why these classifiers
would be sensitive for this method. The aggregation param-
eters were selected empirically, but varying the frame count
or the overlap size did not have substantial changes on the
effects during the initial experimentation. CNN was the top
performing classifier in all cases, nevertheless, KNN, DT, RF
provided solid accuracies over 80%. Because of SVMppp did
not reach the performance of other classifiers, it was left out
from the further analysis.

SVM can collapse if the training dataset is too big,
the training time can increase rapidly and performance
is degraded. SVM can perform better if the frame count
is reduced with sliding window transformations [20, 37].
SVMRggr. NB on Fig. 3 had the biggest improvements among
the other classifiers when the cross-validation was done with
aggregated frames (CR a0, CA’T‘H‘;) which reduced the train-
ing set sizes to 1/3. Although the aggregation yielded the least
improvement for CNN, but its training time was reduced by
1/3 what is important to speeding up the slow training of deep
learning networks.

The past studies used various methods to check their
datasets and a natural point is how the baseline system (BS)
in this paper relates to the literature. Two public corpora were
tested by BS with the same preprocessing steps of the origi-
nal studies, but distinct classifier implementations and audio
statistics. The dataset A of CICESE was cross-validated with
a hidden Markov model (HMM) to 98% (F-score) in [2]
while BS reached 99.2% accuracy with KNN, 98.8% with
DT and 98.3% with RE. The NAR dataset was cross-validated
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Fig.2 The used convolutional neural network topology in this paper This figure was generated by adapting the code from https://github.com/gwdi

ng/draw_convnet

Fig.3 Cross-validation results
for several classifiers over the
training set (CRt) of

Cross-validation

CRy ==
CRryo mmm

CA'r ==
CA'rqo mmm

CSIBE-RAW (red) and CA'r of 100
CSIBE-AIBO (blue). The
lighter colors (odd columns) 90
were the frame-based votes and

80
the aggregated frames were used
in the darker (even columns), — 70
but the final results were c\n
calculated with majority voting. ;: 60
Classifiers: maximum entropy O 50
(ME), support vector machine E
with linear kernel (SVM;y), 8 40
support vector machine with ]
radial basis function (SVMgpy), < 30
naive Bayes (NB), k-nearest 20
neighbors (KNN), decision tree
(DT), random forest (RF) and 10
convolutional neural network

(CNN) (color figure online)

with KNN to 88.4% and SVM to 91.5% in [20] while BS
had 91.41% with KNN and 92.1% with SVML . The above
results showed that the recognition system of this paper pro-
vides the same or slightly better performance compared to
[2] and [20].

4.2 Model evaluation

The cross-validation estimates the model accuracy with
unseen data, but it can lead to misunderstandings about the
generalization power. Figure 4 shows the model evaluations
for seven classifiers which were selected after the cross-
validation in Sect. 4.1. Models were built with the aggregated
frames of the previous training sets (CRT 9, CA'Ta0)and they
were evaluated with the aggregated frames of their validation
sets (CRyq9, CA'V,ﬂg) to identify any difference in the per-
formance with unseen samples. The aggregated frame-based
accuracies (lighter columns: CRy¢, CA'y) varied between 70
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ME SVM ;,SVMpy: NB

KNN DT RF  CNN

and 90%, the majority voting enhanced these results up to
90-96% (darker columns: CRpyy, CA'pyy ). All classifiers were
satisfactory after majority voting, but CNN was again the best
inevery situation. The actual model accuracies were underes-
timated by the cross-validation because all CRy, and CA' oy
evaluations in Fig. 4 were over 90% while almost none of
the cross-validations of the same classifiers reached 90% in
Fig. 3.

CSIBE-RAW contains the collected samples from the
internet and CSIBE-AIBO the rerecorded versions. The orig-
inal sounds achieved higher frame-based results in all cases
(CRy¢ vs. CA'yr in Fig. 4) because the rerecorded sounds in
CA’ had worse SNR ratio, but the majority voting smoothed
this disadvantage and every CA'y,y was on the same level
with CRy,,. The classifiers delivered accuracies over 90%
with majority voting regardless of the datasets (CR vs. CA”).
The next subsection will examine the learning challenges in
real-world applications.
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Model Evaluation CRy == CA'y == Table 1 Model evaluation without multi-conditional learning
my === CA'py mmm

100 Training Validation DT RF SVMLin CNN

o5 set set
90 CRta0 CRy 0 90.78 9541 94.69 96.45
g 85 CA'rao CA'va0 92.83 95.57 95.07 97.54
Q\ 80 CRra9 CA'vag 65.36 74.84 79.20 79.88
‘5 - CRra CAvyo 38.36 4428 53.22 52.02
2 CA'r9 CAvyyo 62.30 62.21 64.62 66.49
0 Decision tree, random forest, linear SVM and convolutional neural net-
65 work performances with different training and validation sets. All results
60 were calculated with aggregated frames and majority voting. The first

ME SVM , NB DT RF  KNN CNN two rows contain accuracies from Fig. 3

Fig.4 Model evaluation of seven classifiers over the validation set
(CRy) of CSIBE-RAW (red) and CA"y of CSIBE-AIBO (blue). The
lighter colors (odd columns) were the aggregated frame-based evalu-
ations and majority voting was used in the darker (even columns) in
addition (color figure online)

4.3 Multi-conditional learning (MCL)

The room reverberation and the microphone dynamics alter
the feature vector and may raise the recognition error signif-
icantly. In MCL, the classifier is trained with samples with
different distortions and the built model will be robust to these
conditions. Training and validation sets were constructed in
Sect. 2.2 for MCL, CA'r contained rerecorded samples of
CR1t from one room setting. However, the same sample files
rerecorded in all four settings were included in the multi-
conditional training set CA with multiple reverberant and
SNR conditions.

In [22], the isolated sound events were recognized with a
GMM-HMM model and the system had 53% accuracy for
clean samples, 47% for 10 dB SNR, 38% for 5 dB SNR
and it decreased to 28% for 0 dB SNR. Ruiz-Martinez et al.
implemented SVM for environmental sounds [31] and their
model achieved 89% accuracy for clean samples, 85% for
10 dB SNR, 79% for 5 dB and 71% for 0 dB. These earlier
works had considerable loss in the performance by adding
artificial noise which can be handled with some solutions.
Artificial noise was not used in this work, the samples in CAp
comprised real SNR values between 8.31 and 16.15 dB to
imitate the everyday conditions. The model adaption, signal
enhancement and feature compensation can make the system
more robust against noise [13]. Multi-conditional learning is
used in this paper to build models that are tolerant for lower
SNR, reverberant and non-reverberant conditions. On one
hand, this learning method requires large training set, on the
other hand, the authors wanted to avoid synthetic training
data that is sometimes not applicable outside the laboratory
environment. The CSIBE-AIBO corpus was built according
to these principles (Sect. 2.2) although the rerecording in four
setlings was a lime consuming process.

The best accuracy in each row is bold

The aforementioned problems are analyzed in Table 1 how
DT, RF, SVMy; and CNN classifiers performed in model
evaluation when the training and the validation sets were
varied. The first two rows represent the baseline and come
from Fig. 4. The model of the first row was built and evaluated
on the clean samples of CSIBE-RAW, all accuracies were
over 90%. Similar results were achieved with rerecorded sets
in the second row because the recording environment altered
both the training and the validation sets.

When the clean training set (CRT49) was tested against the
rerecorded validation set in one room setting (CA'v49), the
accuracies were decreased by 15-25% in the third row com-
pared to the first. Evaluating CR49 with the rerecorded val-
idation set in all four settings (fourth row), the performance
was dropped even more (41-52%) compared to the first row.
These results confirmed that models built on the original sam-
ples in CSIBE-RAW could not generalize for the recording
conditions of CSIBE-AIBO. The last row in Table 1 contains
the results for rerecorded training set in one setting (CA'1,49)
and rerecorded validation set in four room settings (CAv;49).
Despite the both sets were affected by the robot microphone
and the reverberation, the accuracies were as low as 62-64%
since CAvy y0 was altered by all four settings.

To summarize the findings:

e CNN delivers the best performance almost every time
without MCL (except the fourth row in Table 1).

e The more challenges the validation set have (reverberation,
lower SNR), the more the accuracies decrease.

e Deep neural networks cannot handle these problems with
hand-crafted features. (Moving the feature extraction to
autoencoders can be a solution if large amount of training
data and GPU power are available.)

As a consequence, when big data is not accessible, multi-
conditional learning can be a solution. McLoughlin et al.
[21] trained deep neural networks with spectrogram image
features from different noise conditions. Their models deliv-
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MCL CAgfnormal == CAgmulti B Table 2 Classifier properties
CAmynormal CApy,muni - S—
100 SVMrin DT RF KNN CNN
90 Accuracy (%) 90.2 899 926 90.5 95.07
§ 80 Training time (s) 56 13 213 -2 3359
e Memory usage 0.364 64.5 11367 636 35
g 70 (MB)
3 - Prediction time 036 b b b 6
2 (ms)
50 The accuracies are CAmymuli results from Fig. 4. The training times
are Single-threaded for SVM, DT and RF, but multithreaded for CNN
40

ME SVMj, NB DT RF KNN CNN

Fig.5 Model evaluation with and without multi-conditional training.
The validation set is CAy,g of CSIBE-AIBO in all cases, but the train-
ing set is CA'r9 for the red columns and CAg,e for blue columns,
The lighter colors show the aggregated frame-based evaluation and the
darker represent the results after majority voting (color figure online)

ered similar accuracies for the clean and 20 dB SNR testing
samples though the accuracy decreased by 1-6% in the case
of 10 dB SNR. In Terence et al. [37], when the feature vec-
tors based on MFCC components were trained to a GMM,
their model had 67.40% accuracy without MCL and 95.12%
with MCL. Dennis [13] had two systems based on SVM
and HMM and dropped 20-90% accuracy without MCL,
but the degradation was reduced to 2-30% under 0-20 dB
SNR conditions with MCL. According to these earlier works,
multi-conditional learning is an effective method to deal with
the negative effects of different noise levels.

CAqfnormal and CAgp iyl (red columns) in Fig. 5 present
seven classifiers trained with the aggregated frames of
CA'y0 and evaluated on CAvo, similar to the fifth row in
Table 1. All classifiers delivered low accuracies (62-66%)
after majority voting, none of them could generalize to
the three unknown rerecorded settings in the validation set
CAvyz9. Once the training set comprehended the rerecorded
samples of CRy in all four room settings (CAry), the
multi-conditional learning improved the results (CAqpmuni)
by 24-30% and achieved 87-95% accuracies (dark blue
columns) except for naive Bayes which had 77.10% after
majority voting. As it happened in Figs. 3 and 4, CNN out-
performed other algorithms again. The top-5 classifiers were
picked for further analysis to select a final model for real-time
usage on the robot.

4.4 Classifier selection

Five classifiers remained for the final selection. The sup-
port vector machines [33, 35, 37] and KNN [9, 28, 38] have
been widely implemented for sound event recognition. The
decision tree-based classifiers received less attention [12, 26,
33] while deep learning is the state-of-the-art [10, 16, 27].
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on CPU. Prediction time per feature vector is presented for SVM and
CNN because they fit in the memory of the robot

“KNN classifier does not have training step

b]Z)'l', RF and KNN classifiers do not fit in the 64 MB RAM of the robot

To choose the final model, multiple aspects must be con-
sidered such as accuracy, training time, memory usage and
prediction time. All classifiers in Table 2 show reasonable
accuracies between 89.9 and 95.07% what satisfies the first
criterion. When the training set size is increased, the DT and
RF models grow larger [34, 36]. Although the RF model had
the second best accuracy (92.6%) in Table 2, but the memory
consumption was over 1 GB after learning 165,872 aggre-
gated frames what was not acceptable for embedded systems.
Similarly, the DT model (64 MB) did not fit in the memory.
In a previous work, KNN performed closely to SVM in [20]
and this classifier does not include a training phase. Never-
theless, the training samples must be cached in the memory
what is a clear disadvantage and the bigger the training set,
the longer the prediction time of k-nearest neighbor classifier.
Namely, KNN with CAt can make one prediction in 23 ms
on a high-end AMD FX 8350 desktop CPU which is not
enough for real-time processing on the robot and the training
set also does not fitin 64 MB RAM. Because of these reasons,
DT, RF and KNN were not suitable for eventual tests on the
robot,

CNN had the best accuracy (95.07%) after 1 h-long train-
ing with moderate memory and CPU usage on the robot
(Table 2), therefore, this classifier was selected for onboard
deployment. It is worth mentioning that SVMy;, is a good
alternative to CNN if some accuracy can be sacrificed for
negligible memory usage (364 KB) and prediction time
(0.36 ms).

The confusion matrix of the CNN model (accu-
racy: 95.07%, F-score: 95.54%, precision: 95.71%, recall:
95.47%) is shown in Table 3 where the cells were left blank
if they contained less than 1%. The cicada samples were
recognized all the time correctly because of the unique voice
characteristics (high pitch) of this animal. Some sound events
were challenging for the model because the human laugh is
similar to the human speech (6% misclassification), the flat-
ulences are short events which are harder to distinguish from
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Table 3 Confusion matrix of
CNN model

C DB F G L PA

AS 89
BC 92 1

CM 3 94

DB
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L 1
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1 1 3

4

1
100
98
86 1 3
99

91 6

97
3 94 1
98

97
99

The rows show the real events and the columns how they were classified
AS ambient sound, BC baby cry, B Bell. CM cat meow, C cicada, DB dog bark. F flatulence, G guitar, L
laugh, P parrot, P! piano, § speech, T traffic, V vacuum cleaner

the ambient sounds. Overall, the events were recognized with
adequate accuracies (>85%).

The authors executed a preliminary test with the CNN
model after multi-conditional learning. This model was
deployed to the robot, feature vectors were generated directly
from the microphone data. CNN predicted well live input, but
the implementation details of final recognition system on a
Sony ERS-7 are out of scope in this paper.

4.5 Lossy encoding effects

As it was described in Sect. 2.2, CSIBE-AIBO was recorded
with lossy Ogg encoder. This section explains the codec
selection procedure and how the VBR settings were deter-
mined. The lossy codec influence on CSIBE-RAW is inves-
tigated in Fig. 6. A gray line (Ref) shows the baseline
performance of the convolutional neural network model with
uncompressed data, MP3y,, and Oggy.in were obtained
with half transcoding as well as MP3g,; and Oggg,y with
full transcoding. The accuracies of MP3y,in and Oggirain
matched at 100 kbit VBR otherwise the MP3 encoding
caused 0.2-1.2% loss against the Ogg Vorbis results. Oggirin
lost maximum 0.8% from the reference line even on lower
bitrates, therefore, Ogg Vorbis is recommended for half
transcoding on any bitrates.

The full transcoding with MP3 caused unforeseen con-
sequences because MP3g, was lower by 2.7-7.9% than
Oggygul, especially on higher bitrates what contradicts the
expectation of good quality over 128 kbit VBR. There might
be some special encoding settings in LAME which can make
some frequency bands sensitive to the MP3 format. Further

MP3pain + MP3gy ———
Oggyain  + g ——
98
Ref.
% ;—W_ﬁ_—_ﬁ
3 .
S 94 -
g
5 92
3
S
< 90 —
88

60 80 100 120 140 160
Target VBR (kbit/sec)

Fig.6 CNN model performance when both the training (CRy40) and
the validation set (CRy 49) of CSIBE-RAW were transcoded with lossy
codecs (MP3g, Ogggy) and when only the training set was transcoded
(MP31rain, Oggirain). but CRvz0 remained in wave format. The results
are shown as a function of the target VBR bitrate. The gray reference
line (Ref) shows the baseline CNN accuracy with the untouched training
(CRT49) and validation sets (CR, 40)

investigation is needed later to answer why MP 3¢, had lower
accuracy.

Oggypyn (blue line in Fig. 6) delivered very similar accura-
cies compared t0 Oggirin thus the same suggestion applies,
Ogg Vorbis codec is advised for full transcoding and the
accuracy did not decrease over 128 kbit VBR in comparison
with the CNN model built from uncompressed audio.

Although the dataset is limited in this paper, the authors
advise Ogg Vorbis to store big audio databases because this
format achieved minimal losses in accuracy in both full and
half transcoding.
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Fig.7 Processing times on the robot and the encoded sizes of 3-s-long,
16 kHz, stereo audio chunk with Ogg codec. The results are shown as
a function of the target VBR bitrate. The crosses are related to the left
scale, the lines to the right scale

4.6 Lossy encoding on AIBO

The goals for rerecording samples on AIBO were the small
compressed size and the short encoding speed. The small
size saved wireless bandwidth and the encoding speed short-
ened the wait time when the samples were recorded again
and collected for multi-conditional learning. Figure 7 shows
these variables as a function of different Ogg VBR settings.
All processing times (blue crosses) were between 590 and
680 s, but the produced data chunks were 4 times big-
ger with 50-250 kbit VBR profiles. To determinate the best
compromise between the quality and encoding speed, the
Ogg Vorbis codec performance can be compared in Figs. 6
and 7. The higher variable bitrates (>128 kbit) of Ogg
Vorbis increase the encoded data size (Oggsize in Fig. 7)
without offering additional performance (Oggr, in Fig. 6).
Therefore, 128 kbit VBR setting for Ogg Vorbis was the
optimal selection to avoid any loss in accuracy caused by
audio compression when CSIBE-RAW was rerecorded by
the robot for CSIBE-AIBO. Once the audio was encoded
with an average compression ratio 1:8, the data were trans-
ferred from the robot to a PC in a few 100 ms via wireless
network.

5 Conclusion

The paper described how the CSIBE corpora were created
for non-overlapping sound event recognition in the robotics
field. The samples were mainly gathered from free internet
sources to build aredistributable CSIBE-RAW. This database
contains 14 sound events where 13 events represented human
speech, animal voices, musical instruments and household
appliances. One special class modeled the ambient sounds
(e.g., knocking, keyboard clicks, paper folding, breathing,
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steps). CSIBE-RAW was compared to the literature, its size
(5954 sample files) was larger than the existing databases for
indoor environment and modeling the ambient sounds was
also novel.

CSIBE-RAW was rerecorded with a stereo microphone
of a robot in four room settings (CSIBE-AIBO) to train
acoustic models which were tolerant to reverberant condi-
tions and challenging SNR levels. Multiple experiments were
carried out to find the optimal classifier and lossy encoding
settings to deploy a real-time capable acoustic model on a
Sony ERS-7 robot. The convolutional neural network was
the appropriate classifier with multi-conditional learning to
reach 95.07% accuracy with unseen audio data from CSIBE-
AIBO.

Further contributions of the paper were the reported audio
statistics in the recognition system which were robust against
the lossy encodings. The lossy Ogg Vorbis and MP3 codecs
were studied and the results suggested to select the Ogg Vor-
bis format with 128 kbit VBR profile.

Future work can evaluate the built MCL model with
data recorded from new relative locations and distance to
test the generalization power. An other direction can be
the introduction of new sound classes to the CSIBE cor-
pora to recognize more environmental events, working out
the details of the live sound event recognition on the robot
and the investigation of the performance loss with MP3
codec with high VBR profiles. The spectral crest and vari-
ance of spectral harmonics were removed because they
were altered by lossy encoding. This issue can be analyzed
why these statistics are sensitive for MP3 and Ogg Vor-
bis.

The authors would like to emphasize that the lack of the
classifier hyperparameters makes the reported performance
measurements hard to interpret because direct comparisons
will not be possible with new methods. For example, the
NAR dataset evaluation [20] involved SVM classifier, but
it is unclear which kernel (linear, radial basis function or
polynomial) and hyperparameters were used. The authors of
this paper encourage the future works to present the classifier
hyperparameters for reproducible research.
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Rigidity-Based Surface Recognition for a Domestic
Legged Robot

Csaba Kertész, Member, |EEE

Abstract—Although the infrared (IR) range and motor force  detected with higher accuracies by fused modalities outside
sensors have been rarely applied to the surface recognition of compared to the indoor floorings [5] and the vision models
mobile robots, they are fused in this paper with accelerometer suit better in natural environments [4, 17]. These experimental
and ground contact force sensors to distinguish six indoor conditions are examined in this paper.
surface types. Their sensor values are affected by the crawling ) ) ] )
gait period, therefore, certain components of the fast Fourier Ojeda and Borenstein [11] experimented with a four-
transform over these data are included in the feature vectors as Wheeled Pioneer 2-AT on six outdoor terrains and different
well as remarkable discriminative power is observed for the sensors were explored during the classification process with
same scalar statistics of different sensing modalities. The one training and one testing set. Their neural network
machine learning aspects are analyzed with random forests (RF) produced reasonable performance for the inertial sensors
because of their stable performance and some inherent, (82.7% accuracy), but the cross-validation was not applicable
beneficial properties for the model development process. The with their small sample set.
robustness is evaluated with unseen data after the model . o
accuracy is estimated with cross-validation (CV), and regardless Hoepflinger et al [6] extracted the features from joint
whether a Sony ERS-7 walks barefoot or wears socks, the forests motor currents and ground contact force measurements to
achieve 94% accuracy. This result outperforms the state of the estimate different terrain shapes and surface properties. A
art techniques for indoor surfaces in the literature and the robot leg was fixed to a table in their testbed thus the sensor
classification execution is real-time on the robot. The above readings were not affected by robot body oscillations. The
mentioned model development process with RF is documented to model performance of their AdaBoost classifier was not
create new models for other robots more quickly and efficiently.  estimated with cross-validation and there is a high chance that

N these models were overfitted.
Index Terms—Surface Recognition; Random Forests; AIBO ] ) )
By fusing tactile, depth sensors and camera, a six-legged

. INTRODUCTIONAND RELATED WORK walking robot [15] recognized 12 surfaces with a success rate
h%f 95%. Since only one testing and one training set were
evaluated, cross-validation was not performed to estimate the
odel performance. The feature vector size (174) was much
igher than the sample set size (84), therefore, the real
ggcuracy of this method is uncertain with possible overfitting.

HE wheels are better options on even surfaces while t

legged robots traverse on more difficult terrains. With
knowledge about the underlying surface, a legged robot ¢
switch to an efficient gait or adapt its walk speed for optimal
locomotion. This paper focuses on the context awareness
domestic robots by predicting six surfaces based with built-in  Unlike the previous examples, several researches executed
sensors of a Sony ERS-7. Besides the focus on the indoappropriate estimations about the model performance with k-
setting and evaluating the machine learning aspects of pégsid CV. Hoffman et al [8] explored the terrain discrimination
researches, the literature review touches the other conditiomgth inertial, tactile, and proprioceptive sensors of a crawling
in outdoor environments and the use of vision sensors. legged robot. Two classifiers (support vector machine (SVM),
naive Bayes) were cross-validated and the performance was

The surface recognition is less challenging for outdoot is,timated at 96.3% with four surfaces (plastic foil, cardboard,

robots because the vibration-based solutions perform bett%t rofoam and rubber). This result can be compared to the
with higher irregularities while the indoor floorings challenge r()e/vious work of the éuthor [10] where 93% acrz:uracy was

the image classifiers with wider variety of colors and textures[.)Stimated with 10-fold CV when a Sony ERS-7 walked on

Learning visual cues in a house can enhance a vibrati .
model, but creating a generic texture or color based classifiilye surfaces (wood, short carpet, carpet, foam mats, vinyl).

for all kinds of carpets, tiles and other floorings is an The Sony robots were equipped with noisy, low-end
overwhelming task. By these reasons, the terrains wergccelerometers (120 Hz) while high-end devices were used in
some earlier studies with a sampling rate of 44.1 kHz in [2]
and 4 kHz in [5]. A C4.5 decision tree was implemented for
Manuscript received: August, 31, 2015; Revised November, 14, 2015;AIBO in [13] where the single and pair-joint variances of the
Accepted January, 4, 2016. three accelerometer dimensions (X, vy, z, Xy, Y-z, X-2)
This paper was recommended for publication by Francois ChaumettecOMpPOsed the feature vector and a large sample database was
upon evaluation of the Associate Editor and Reviewers’ comments. Thiscollected. The accuracy of 84.9% was estimated for a model
work is supported by the competence development bonuses of Vincit Oy. of three surfaces (cement, field, carpet) by 10-fold CV.

The author is with Un|VerS|ty of Tampel’e and Vincit Oy, Tampere, OctoROACH went on three surfaces in [1] and the feature
Finland, csaba.kertesz@ieee.org. . . s
vectors were extracted from inertial measurement unit and
Digital Object Identifier (DOI): see top of this page. force sensor readings. Bermudez et al studied the shortest
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Fig. 1. The images show the following indoor suefaérom top-left: a) Wood flooring ar;d'eidshort (;nriln) Wood flooring

o
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a soft carpet, c) Normall

d) 8x8cm porcelain tiles, e) Carpeted floor, fpBkry vinyl, g) 2x2cm porcelain tiles, h) Laminéit®ring and a shag carpet.

sampling window (350 msec) to maximize the classifi
performance for a running gait. The SVM hyperparanse
were optimized by 10-fold CV on a training set &@818%
accuracy was estimated.

The model accuracy is calculated properly with an

evaluation step of unseen data, like in the follmyvivorks.
Degrave et al [3] researched different sensing fitaafor
supervised and unsupervised classification witle furfaces
(blue foil, styrofoam, linoleum, cardboard and ratb Their
experiments found that non-linear sensor fusion dasisifier
are necessary for good results. The reservoir ctngpmodel
of tactile and proprioceptive sensors achieved 4.6
accuracy with a validation set.

Tick et al [12] run a wheeled robot on five surfa¢gled
linoleum, ceramic tiles A/B, short carpeted floodderrazzo).
After many statistics were extracted from accelert@mnand
angular velocity measurements, they studied theiesdil
forward floating feature selection to build featwextors for a
Linear Bayes classifier. The cross-validation wasexecuted
in this research, however, the built model wasetksinder
practical conditions and the robot achieved 89%ui@my on
unseen sensor recordings.

The reviewed literature solved the surface recagnit
challenges with machine learning methods, but Hobns et
al applied experience based models to the problen [
Specific gaits were evolved by a genetic algorifoma Sony
AIBO robot to walk on plywood board, thin foam, shcarpet

and shag carpet. After they found some optimal mode

parameters empirically, tap-delay Adaline neuratwoeks
modeled the experience of the leg joints for egiy-surface
combination and the robot predicted a surface augito the
actual gait. Though a limited sample set was ctdt&ctheir
initial experiments showed promising results ane thodel
accuracy was estimated to 92% with 5-fold crosgiasibn.

Various locomotion options and sensor combinatimange
been examined in the past works: wheeled [11, §2,17],
quadruped [3, 4, 8, 9, 10, 13], six-legged robais].[
Although some studies analyzed a few sensors [Pprthe
body oscillations [18], this paper does not go irtos
direction, but the focus is on the classifier mduoiglding and
the evaluation to provide a better interpretatidnthe past
results from machine learning point of view. Mostiewed

studies evaluated their models properly [1, 3,,8® 12, 13],
but some did not employed (cross-)validation to @ddetter
estimate of the real accuracy [6, 11, 15]. Thisepagses a
four-legged Sony ERS-7 robot and the feature veddor
composed by the readings of four sensors to trenrodels.
Nine classifiers are examined and random foregschosen
as they have some unique properties for the fudheatysis.
After the features are extracted with fast Fouri@nsform and
statistics, the model accuracy is estimated witfiold CV on
a training set, and finally, RF is evaluated orabdation set.

Il.  EXPERIMENTAL SETUP

A. Gait and Surfaces

A Sony ERS-7 walked with singular crawling durirget
experiments to protect the weak servomotors andtaiaithe
stability by having three legs always on the gro{t@]. The

walk period §) was 2400 msec (2.4 Hz) and the speed was

around 2cm/sec. The robot traversed on six diffe@mmon
surface types found in households (Fig. 1):

e 8x8cm porcelaitiles and 2x2cm porcelain tiles.

e Lacquer coatedood flooring and laminate flooring.

e Abitless rigid normal and slippexynyl flooring.
Carpeted floors with 0.5-1mm thick plastic foam.

e 2-3mm thickshort carpets.

e 13mm thicksoft carpet and shag carpet.

Unlike when the robots walked on one example per

domestic surface type in [5, 8, 9, 10, 13, 15], @IBun on
multiple examples per type to gather samples in aem
generic manner in this paper. The intraclass viitialin the
dataset were higher in this way and the interataseelation
had a higher chance tough these properties werstudied.
Although the body oscillations were mainly influedcby the
rigidity and the slipperiness, the surfaces weassified here
by the first criterion; for example, soft and stegpets were
placed in the same class. To make the problem eware
challenging, the samples were collected with soeksl
walking barefoot. (The robot worn dog socks witlffegtent
anti-slip patterns in the experiments, their exastallation
can be found in [10].) The idea behind the mixedgesof
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socks was invented when the author did not find anyataset (ISRD - DOI: 10.13140/RG.2.1.3877.5764).e Th

significant effect on the recognition accuracy withvo
classifiers trained with no socks/socks cases atgigrand
when the samples were merged together in a sitagsifier
during the initial experimentation. On one hande th
complexity was reduced with collapsed samples,hencther
hand, half of the AIBO owners draw anti-slip socks their
robots and the remaining do not use socks at @]l [Lis a
clear advantage to use one machine learning medetdless
of the owner preference.

B. Sensors

The tactile sensors have been widely used for cairfa
classification [1, 2, 3, 5, 8, 10, 11, 12, 13, i&bmeasure the
body oscillations during locomotion, and in AIBDgte is a
low-cost accelerometer in the torso with a 120 Hmling
rate.

To the best knowledge of the author, the infraradge
sensors were considered by Ojeda and Borensteinf¢tl
terrain discrimination of mobile robots in the pastd they
proposed the frequency domain components of thexssoss
to complement other devices. A built-in IR sensdathva 25
Hz sampling rate on the chest of AIBO was utilizacthis
paper which was directed to the flooring by 30 degr

The advanced force sensors have been often attélties
tip of the robot legs to measure the ground coritaces [3, 6,
8, 15], but the paws in this experiment had a sntplo-state
contact force sensor with a 10 Hz sampling rate.il&vh
proprioceptive sensors (e.g potentiometers) wesearehed in
[1, 3, 6, 8, 9], the ERS-7 model has a force seimseach leg
joint. The previously mentioned papers combinedadtits in
the sensor readings, however, the author found
discriminative power for the hip joints of the hikes during
the initial experiments. After these hip joints eéncluded in
the feature extraction, any other joint had nou@fice on the
classifier performance.

C. Sample Collection

The initial body oscillations (first two walk peds) have
an undesired effect on the extracted features dse,no
therefore, they were omitted. In [14], the duratafrthe first
step was excluded with similar purpose for a hedapo

The sampling frequency of the operating system IBQA
is 31.25Hz and the crawl gait is slow, thereforgo twalk
periods (4.8 seconds) of sensor data were usegtrtactthe
feature vectors. This sliding window size is enotmlcontain
a full walk period all the time to catch all bodgailations
relevant to the current surface. The author vattiedwindow
size in the initial experiments, but the shorteglh increased
the classifier complexity (random forest size) withany gain
in the accuracy. Similar to the this size, Hoffmetnal [7]
found the 6 seconds-long sensor readings the nuostrate
with their four-legged robot and an other work §gjncluded
the 4 seconds-long window over 1 second. Howeverter
windows can suit better for different robots ongiaiBermudez
et al [1] found a 350 msec time window enough fourmning
hexapod robot to maximize the model accuracy.

30709 samples were collected for the dataset what t
author opened under the name of Indoor Surface gRétmn

real

corpus was split into a training) and a validation setS()
randomly in 40%/60% partitions. The training setl I2026
wood flooring, 2109 vinyl, 2214 tiles, 1402 carpktioor,
2510 short carpet and 2112 soft carpet sampleantiag all
classes around 2000 samples. The validation set2iia8
wood flooring, 2809 vinyl, 3128 tiles, 1970 carpktioor,
2276 short carpet and 5355 soft carpet samplesfifgheole

of St was to estimate the classifier accuracy with cross
validation and the second was to build the finatieie for the
evaluation ofS,. Such a large validation set has not been
reported in the literature, 75%/25% split was dedirin [1]
and 84%/16% in [12]. Note that the less fraction thé
samples are included for training the more diffictdr a
classifier to predict the validation set.

I1l.  FEATUREVECTOR

Before the classifiers are trained, a featureorettust be
defined. This chapter describes how the featurese we
extracted from the sensor data streams.

The feature vectors of surface models contain tegec
components and statistical descriptors which anapeed
from a time window over the raw sensor data. Thatufe
vector size (48) in this paper is on the averagepared to
previous works:

* Vail and Veloso [13] used 6 features derived from
the accelerometer data.

* Bermudez et al [1] suggested 15 statistical feature

Hoepflinger et al [6] defined 20 features from mioto
currents and ground contact forces.

« Tick et al [12] selected 68 features out of 864.

* Weiss et al [16] generated 128 FFT components from
accelerometer data.

e Walas [15] had 174 features generated from tactile,
depth sensors and camera.

The feature extraction is a crucial part of thessification
process because the models must comprehend disativei
features to provide good predictions. In the liera, either
the researchers selected some scalar statistibsuvitieeper
analysis [13, 15] or many features were generataatder to
run through feature selection. These practicesleaah to the
usage of non-relevant features in the first casenaling up
different optimal statistics for every sensor ie gecond case.
The author of this paper considered many statisticeach
sensor and the best were selected manually aftéeiative
examination of the feature importances in the ahiti
experimentation. The automated feature selectiatearup
with various statistics for tactile sensors in [I@jwever the
same were optimal for all sensing modalities is thiork.

Albeit the statistical moments have lower compotal
costs than fast Fourier transform (FFT) analyst they were
preferred in [1], the experiments in this paper dat find
these moments sufficient to distinguish the sudas@hout
the FFT magnitudes. The author believe that Bermedeal
found the moments suitable as their surfaces weng v
distinct.
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Some past works used all components of the Four
transform [11, 16], some reduced the dimensionsh wi
principal component analysis [2] or similar methoc
Holmstrom et al [9] calculated the FFT on the tisezies of
the proprioceptive sensors in AIBO and the thirdnanic
peak (~4.5Hz) showed significant difference for tipls
surfaces. The Flourier analysis of tactile sensoes hexapod
robot [15] showed varying magnitudes for more sefa
below 9 Hz and the frequency range 0-4Hz contamedt
differences, similar to [9]. The author of this pafound that
the useful frequency bands were in relation tovthék period,
namely, its overtones and the inharmonic partigfe) hold
most information for surface classification where=k{1/16,
1/8, 1/4, 1/2, 1, 3/2, 2}. These frequencies werafiemed
with feature selection when the first 20 FFT amolds of
several sensors were added to the feature vectomgdthe
initial experiments and the same bands had remkfehture
importances while other bands had negligible. Tfhiging
needs a detailed theoretical analysis in the futowé it is not
part of the current study.

Every sensor had 150 measurements in two walk gerio
and the feature vectors were computed over this twimdow.
Six frequency bands contained the proposed ovestamel
inharmonic partials in the following FFT componeri§ 2",
39 6" 9" and 13. Although these bands had good
discriminative power for one sensor, but after $hee bands
were added to the feature vector for new sensindalit@s,
the gained overall improvements had a decreasiagdir
While all six components were worth for the acaatester (z-
axis), the IR sensor had five and the force sertboee. This
result may suggest that the FFT analysis of differe
modalities capture similar discriminative capapiliaused by
the body oscillations from the classifier pointvaéw which
implies these oscillations as main influence onIfResensor
readings unlike the surface reflections. This phesa
requires further analysis as well.

A. Accelerometer Sensor

Median, maximum, skewness and root mean squar%

(RMS) amplitude were computed over the sliding weinvcof
the accelerometer angles (x, y, z). The robot veaikrigid
flooring produces vertical body oscillations, whiclan be
detected in the z dimension [16, 18], while softfates
absorb these anomalies. The time series from z \agi®
transformed to the frequency domain by FFT and dixe
proposed components were added to the feature rvek@o
features were generated in overall from the acoaieter.

B. Infrared Range Sensor

The IR range sensor on the chest operates witlinqa
cm] and the robot body oscillations alter theseussl The
interquartile range (IQR), maximum, skewness,
amplitude statistics, the first five proposed amel targest FFT
components were added to the feature vector. 10ré=awere
originated from this sensor.

C. Leg Force Sensors

The force sensors in the hip joints of the hindslegre
chosen (see Chapter I1.B) for feature extractiohe Bame
statistics (IQR, maximum, skewness, RMS amplitudeje
calculated again along with the first three progloaed the
largest FFT amplitudes. These sensors contribldddtures.
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Fig. 2. Every first two barsQVnes, CVs) show the classifier performances
in cross-validation and latter twd/dlnog, Valg) for unseen data. Feature
standardization was employed for the even barsthed was no feature
preprocessing in the odd bars. Classifiers: maxineatnopy (ME), support
vector machine with linear kernel (S\(), support vector machine with
radial basis function (SVMy), k-nearest neighbor (KNN), decision tree
(DT), random forest (RF) and kernel ridge regrasgiKkRR).

D. Ground Contact Force Sensors

The four paws of the Sony ERS-7 are two-state hstto
They are pressed more likely when the robot watks oigid
surface compared to a carpet. Therefore, the iehsmtions
in a walk period provide a good metric about thgdity. A
simple sum was calculated from these sensors vghimiuced
the last four values to the feature vector.

IV. CLASSIFIER SELECTION

According to the well-known no free lunch theorem i
machine learning, there is no universal “best” sifees for all
problems in the world and different methods canieagh
similar, satisfactory results. Nine classifiers @eompared in
this study (Fig. 2) and the effects of feature dtadization
were examined during cross-validation and validepbases.
(The classifier hyperparameters can be looked (ipGh) The
relevance vector machines and naive Bayes (NB}ifikrs
chieved low accuracies (< 25%) thus they were tethiin
ig. 2. The latter was unexpected as the Bayesifitas has
been performed remarkable in the literature [8,170,16].

Similar to a previous work of the author [10], Weet al
studied several algorithms with 10-fold cross-vatiion [16].
Although the decision tree (J4.8 variant) did nild/ good
results, SVM, KNN and NB had the highest model sacy
estimations in [16]. The author found that NB, S\&vd DT
were ahead of KNN in [10], but in this paper, SVDT, RF,
KNN and ME were over 80% in the CV phase.

SVM classifiers are sensitive to the missing featur
standardization what is reflected on Fig. 2. SVMad h

RrMSmproved accuracies over 80% in almost every cdsenvihe

data was standardized. On the other hand, the réeatu
preprocessing caused performance losses in sonmeiits
(CV of SVMggr, validation of KRR). Although the SVM
classifiers had reasonable accuracies in the \alid@hases,
the random forest delivered the most stable pedanes (91-
96%), regardless of applied or absent feature pogssing.
Other classifiers had varying, lower results.

Though neural networks [3, 5, 11, 16], SVMs [118, 15,
16] and decision trees [10, 13, 16] have broadalitee in
surface classification, the random forests have be¢n
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examined at all. As a consequence of the missing experimennd it was better from [5] by 5.7%:
the potentials of this classifier family have not been exploited 3 surf - 84.9% in 113
because the decision trees have limited learning capabilities surfaces: 84.9% in [13].

compared to RF. The random forests were chosen for the « 4 surfaces: 92% in [9], 96.3% in [8].
further experiments in this paper to investigate the uncovered ) .
topics and benefit from the built-in variable importance + 5surfaces: 93% in [10], 96.2% in [3].

measures of RF for feature ranking.

* 6 surfaces: 90.5% in [5].
A common practice in machine learning to remove the

outliers from the database as thev can confuse the classifie Note that the evaluation above excludes the earlier studies
: , ey >SIMESt outdoor terrains [1, 2, 11, 17] since the surface recognition
but the author did not find any impact on the accuracy in th

initial experiments hence thev were left fhust distinguish more subtle details in the body oscillations on
P y : domestic floorings (see in Chapter I) with less surface

Usually it is not expressed in the robotics papers, but thigregularities. [6, 12, 15] were also omitted by the reason of

CV results of a classifier can not be matched directly to théhe missing cross-validation step.

model accuracies calculated on unseen data since the f|§_t Model Accuracy

gives only an estimation about the latter. For example, there M )

was C\g >> Val for ME, DT and KNN (Fig. 2). Therefore, The cross-validation estimates the model accuracy to some

the cross-validation results are compared to the CV values 8ktent, but the results for KNN and DT were far from the real

the literature in Chapter V.A and the model accuracy (Chapt@p(erformances in Fig. 2 what warns about the limitations. The

V.B) is presented against the relevant works. models must be built with training samples and tested on
unseen data to get a proper measure hence the random forests
V. MODELANALYSIS WITH RANDOM FOREST in this subchapter were constructed witha8d evaluated with

The random forests have been implemented for manyv (S€€ in Chapter II.C).
problems except surface recognition. This paper fills this gap Depending on the random forest parameters, a model can
by examining the RF models closely as previous works havgnderfit the data if the forest is too small or overfitting
not been went into details about the effects of classifiehappens when too large. Fig. 3 represents hewddels (i je
hyperparameters [1, 5, 6, 8, 10, 13, 16], only the featurg, ... 80]) were evaluated for their accuracy and memory
selections have been researched [3, 11, 12, 15]. usage in the function of the maximum forest size and tree
gepth. The blue-green area on Fig. 3.a shows the underfitting
and the forest sizef,, defines a random forest with maximum Models and the red-orange-green area on Fig. 3.b contains the
tree depthx and forest sizg. The minimum sample count on a OVerfitting models. The area of({10,..., 80]; je [20,..., 30])

leaf for splitting is an other important parameter and it is
recommended to set around||5100. It was fixed to 100 in

The forest dimensions depend on the maximum tree dep

these experiments to avoid overfitting. TABLE . CONFUSION MATRIX OF AN RE, , MODEL
. . THE ROWS SHOW THE REAL SURFACES AND THE COLUMNS HOW THEY WERE
A. Model Accuracy Estimation CLASSIFIED.
The k-fold cross-validation does not replace the model . ‘ ‘ ‘ ‘
verification on unseen data, but it gives a reasonable estimate % w SC c v ‘ T CF

about the model performance. 10-fold cross-validation was w 91,57 061 054 268 450 0.11
run with an r_§0,20 on the training set to estimate the model 07C 909¢ 3.21 1.4¢ 20z 156
performance in this paper and 96.2% accuracy was achieved - -
with six classes. The surface recognition gets challenging by C 01t 22z 90.6€ 077 211  4.0¢
increasing the surfaces as the model must distinguish more v/ 415 3.8¢ 0.61 87.8¢ 2.8t 0.6¢
and more classes correctly. This novel approach outperformed Z = .
other methods in the literature because the performance dis 067 09: 12 211 EoEE 0.3°
similar or higher than the estimations of less indoor surfaces CF 03¢ 0.3 1.07 0.8¢ 0.61 96.8C

Floor Surface Model Performance Floor Surface Model Memory Usage
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Fig. 3. The diagrams show the random forest model accuracies (3.a) and memory usages (3.b) in the function of the maximum tree depths and forest sizes.
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THE ODD COLUMI:II—SAE;\IJETQ\.IN THE EEI:TF?JEEIS’\#EI(E)?\-/ETICCEOSLUMNS SHOW THE features had low ranks. This result was againsexectation
RELATIVE IMPORTANCES FROMH;0 MACHINE SOFTWARE(SCALE: 107) IN that this axis contains the most descriptive corepésof the
DECREASING ORDER body oscillations [16, 18].
(ACCELEROMETER A, Ay, A,; INFRARED RANGE SENSORIR; FORCE . ; - .
SENSORS OF HIP JOINTS IN HIND LEG® , Fri; GROUND CONTACT FORCE The maximum and'3statistical momentum over multiple
SENSORSGR ¢, GR 1, GFrr, GFri) sensors are in the middle columns of Table I, theyide a

: stable, average discrimination. The new RMS amqditu
iqr(Fun) (491 fftmad(Fry) | 116] skew(Rv) | 56 jrmsa(A) | 27 statistics (blue) have good performance among ttiero
rmsa(fry) | 147|sum(Ghy) | 111] ft(Fuy) | 56| fitg(A,) | 24 features and the ground force sensors (yellowpatstanding
despite they are simple two-state sensors. The BESt
med(4) |147) max(Fy) |107] skew(IR) | 55| fito(A,) | 24 features (orange) are principal and maximal coeffits,
fit2(IR) [146] ffts(IR) | 99| igr(Fzy) | 53| fft1(A,) | 23 generated by the infrared range and the motor feeresors.
These sensors have been underutilized in the surfac
sum(Gh) [146] max(4) | 98| max(A) | 52] ffts(A) | 22 recognition, Ojeda et al proposed the infrared easensors as
rmsa(A) [141| rmsa(ky) | 75| ffts(Fre) | 51| igr(IR) |22 complementary for inertial sensors [11] what coulé
originated in more irregularities of the outdoorrfaoes.
Sum(Ghey) | 185) fita(Fun) || 74 | skew(A) | 48| fits(A;) | 22 Bermudez et al attached the force sensor to defdema
sum(Ghg) | 125| skew(fy) | 72 | max(A) | 33| ffte(A,) | 22 polymeric legs [1] while the force sensors are @thin each

fit,(Fer) | 124] max(IR) | 61| fft(IR) | 33| fit,(IR) | 21 leg joints of AIBO.
Table Il shows the s, model accuracy when different

fitma(IR) [124] skew(sy) | 60 | max(fry) | 30| fita(Fip) | 20 feature subsets were used for training and vatidatiThe
rmsa(IR) | 123| fft maf(Fir) | 59 | fito(IR) | 30| ffto(Fry) | 17 accelerometer (18 features) had the lowest scomngrthe

individual sensor features and the leg based fesi@CF, F)
med(A) [128] rmsa(A) | 58 | skew(A) | 28| med(A) | 6 were strong, similar to [3], while proprioceptivanda feet
pressure features had higher rankings over theesooseter

e A e Sy SISGCDIES I [8] The accelerometer has been the most posalasor for
SENSORS OF HIP JOINTS IN HIND LEG, INFRARED RANGE SENSORIR) surface recognition, but this modality had the Istuelative

discriminative power in this paper and in [3, 8[CEsensors
A GCF F IR | A+GCF | A+GCF+F | All had good results again, similar to Table Il, altjftouthey
481! 627 | 69.7 | 552 75.¢ 872 92.¢ produced only four features. These latter sensdded the

biggest contribution to the sensor fusion (A+GCE7-7%),
force sensors 11.6% (A+GCF+F) and IR 4.1%. The auth
examined the joint angle sensors in the initialegipents as

in Fig. 3.a and Fig. 3.b provides an accuracy platef 91-  well, but that modality did not improve the RF misdkence
94%. The Table | shows the confusion matrix of &9326 they were not included in this work.

model (accuracy: 92.09%, precision: 92.31%) and tmos _ _

misclassifications (orange) happened between classth D. Computational Requirements

similar rigidity. The tiles and carpeted floor h#we highest The random forests were coded in C++ with the OpenC
accuracies, therefore, they caused unique bodifaikmris. library. A model was built in 1-4 seconds on atfgeneration
Core i7 (1.86Ghz) depending on the forest sizes Thsult
outperformed all training times in [16], consideyithe weaker
processor and the larger training set (12373 v@83 %2mples
in [16]) of this paper. The feature extraction withee FFT
analyses took 3 msec on a MIPS CPU (576 Mhz) inGA#d

a smaller forest (¥f) with 90.9% accuracy was selected
because of the trade-offs in embedded platformis 3rhaller
RF predicted a surface in 20-90 isec with 833KB RAM

Two earlier works reported model accuracies fore fiv
indoor surfaces. Degrave et al [3] achieved 84.68fb Tick
et al [12] 89%. The new method of this paper redlia
notable 94% for six surfaces and the model gerzexdlover a
mixed set of barefoot and sock samples while edabksc
contained several surface examples. This resufieofarms
[3] and [12] with more surfaces, generalization povand
higher accuracy.

C. Feature Importances of Different Sensing Modalities VI.~ SURFACEMODEL DESIGN

The variable importances describe the discrimieativ  After the author worked on the machine learningofem
contributions of the individual features to the mbaccuracy. Of surface recognition and reviewed the availakierdture,
A reason for choosing the random forests was theremt Some advices can be given for future researchesserh
capability to calculate these values after theningj phase as €xperiences were gathered with a quadruped SonDAkRIt
Table 11 shows for an 3§, model. The author experienced they may be applicable for other robots:

that a feature vector contained unnecessary weskqpors if 1. The FFT amplitudes have good discriminative pdiae
5+ features had their relative importances below atl  sensors of different sensing modalities. The FFmmanents
removing such variables did not effect the modeleacy. Al yith the overtones and the inharmonic partials hef walk
fe_atures in Tgble I had. 5|g.n|f|cant discriminatizkility, they period are advised (see Chapter IIl), but afterfilse sensor is
differed only in the relative importances to eadfeo. added to the feature vector, only the lower paripdithe other

It was interesting that every modality was sigrificon ~ S€nsors contribute improvements to the model pedace.
average, but the z-axis of the accelerometer pextivelative

e e ) 2. Ground force sensors (even simple ones) prebect
weak discrimination compared to other axes andosengs

surface rigidity very well (see Chapter V.C).
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3. Recommended statistics for feature extraction: RMShis paper. One gait at a fixed speed was analyzed thus more
amplitude, IQR, median, skewness and maximum. experiments must be executed with varied conditions since
4. The applied machine learning is rather a “black art’ thaseveral past studies focused on multiple gaits [8, 9, 12] and

. Lheeds [10, 16]. The infrared range sensor was directed to the

exact science nowadays. The author proposes the randgfbund in this paper and the effects of small objects (e.g
E

forests for the initial experiments and feature selection, byle 54 pyicis) on the floor have not been researched yet.
RFs are not the ultimate answer for the surface classification

as (legged) robots with different dynamics, sensors or ACKNOWLEDGMENT
modified feature extraction may need other optimal method. .
(Usually, powerful features produce similar accuracy with Thankg for the support from my company and the patience
more classifiers.) Although the author selected the featurdd MY family when the samples were collected.

manually, but he believes that the variable importance
functions of RF are beneficial to execute this process semi-
automatically. The feature vector can be initialized with thd!l Fearing. * ; ; A

FFT amplitudes of a sensor and new features/statistics can be Foann% 'Pe rfggﬂgr?cﬁg:‘;g?'SIr?t”dCToenrfra'gnc'ﬁ;ﬁ;;iﬁ?”&ggﬁéegﬂﬁd
added to the vector with sequential floating forward selection,  systems (IROS), pp. 513-519, 2012,

similar to [12], based on the feature importances. The tw@] c. A Brooks and K. lagnemma, “Vibration-based Terrain
main discrete parameters (maximum forest size and tree Classification for Planetary Exploration Rovers,” [IEEE Transactions on
depth) of RFs are an advantage to control the forest size while Robotics, Vol. 21(6), pp. 1185-1191, 2005.

many machine learning algorithms have several floal8] J. Degrave, R. V. Cauwenbergh, F. Wyffels, T. Waegeman, and B.
hyperparameters. To give an insight to the RF properties, Schrauwen, “Terrain Classification for a Quadruped Robot,” Int. Conf.
figures can be drawn (Fig. 3) to visualize the sweat spots on M,a,mhm_e Learning and fppl'cat'ons (ICMLA), .2013' -
where these parameters have reasonable accuracy Withiﬂt P. Filitchkin and K. Byl, “Feature-Based Terrain Classification For

d d fitti Note that bi | t LittleDog,” IEEE IROS, pp. 1387-1392, 2012.
under- and overiitting. Note that Digger sample Sets nee[g] P. Giguere and G. Dudek, “A Simple Tactile Probe for Surface

longer time to produce these diagrams, up to several hours. Identification by Mobile Robots,” IEEE Transactions on Robotics, Vol.
27(3), pp. 534-544, 2011.
VII. - CONCLUSIONS [6] M. A. Hoepflinger, C. D. Remy, M. Hutter, L. Spinello, and R.
The paper detailed the creation of a random forest model Siegwart, “Haptic Terrain Classification for Legged Robots,” Int. Conf.
to recognize six indoor surface types. Although the random  ©" Robotics and Automation (ICRA), 2010. .
forests have not been evaluated for surface recognition in tth@ M- Hoffmann, N. Schmidt, R. Pfeifer, A. Engel, and A. Maye, “Using
t thev were cross-validated to estimate the model accurac Sens_orlmotor C(_)ntln_genues for Terrain Discrimination and Adaptive
past, y . _y Walking Behavior in the Quadruped Robot Puppy,” Int. Conf.
ar_ld the real performance was co_mpyted with unseen data in  simulation of Adaptive Behaviour (SAB), pp. 54-64, 2012.
this study. Both results (cross-validation — 96.2%, accuracy(s] M. Hoffmann, K. Stpanové, and M. Reinstein, “The Effect of Motor
94%) outperformed the state of the art researches for domestiC Action and Different Sensory Modalities on Terrain Classification in
environments despite the smaller training set, the intraclass Quadruped Robot Running with Multiple Gaits,” J. of Robotics and
variability and the mixed barefoot/socks recordings in the  Autonomous Systems, Vol. 62(12), pp. 1790-1798, 2014.
sample sets. The new method had low computational ardd L. Holmstrom, A. Toland, and G. Lendaris, “Experience Based Surface
memory requirements to run the model in real-time on a Sony ~ Discernment by a Quadruped Robot,” Symp. on Computational

. Intelligence in Image and Signal Processing (IEEE-CIISP 2007), pp.
AIBO. The author found some useful practices what can be 409_49141 2007. 9 9 9 ( ). PP

applied to the surface model development (see Chapter VI) o] c. Kertész, “Exploring Surface Detection for a Quadruped Robot in
the future. Especially, the random forest classifier has some ~ Households,” 14th IEEE Int. Conf. on Autonomous Robot Systems and
inherent properties how this process can be more effective. Competitions (IEEE-ICARSC), 2014.

0 . (ﬁl] L. Ojeda, J. Borenstein, G. Witus, and R. Karlsen, “Terrain
Other contributions were the successful sensor fusion Characterization and Classification with a Mobile Robot,” J. of Field

some underutilized sensors (infrared range, motor force) in the Robotics, Vol. 23(2), pp. 103-122, 2006.

field. A few FFT amplitudes were proposed for surfacei2] D. Tick, T. Rahman, C. Busso, and N. Gans, “Indoor Robotic Terrain

recognition whose bands were determinated by the overtones Classification via Angular Velocity based Hierarchical Classifier

and the inharmonic partials of the crawling walk period. The Selection,” Int. Conf. on Robotics and Automation (ICRA), 2012.

feature selection confirmed the importance of thesél3] D. Vail and M. Veloso, “Learning from Accelerometer Data on a

magnitudes hence future researches with legged robots are L€99ed Robot’ Sth IFAC/EURON Symposium on Intelligent
. Autonomous Vehicles, 2004.

encouraged to use these frequencies. It was also found that Eﬂﬁ K. Walas, “Tactile Sensing for Ground Classification,” 1st Int. Work

classifier captured similar prediction capabilities of the sam ’ ' J ' ' :

f diff dalit hich d h on Perception for Mobile Robots Autonomy (PEMRA), 2012.
FFT components of different modalities which rooted on t (?15] K. Walas, “Terrain Classification and Negotiation with a Walking

body oscillations caused by the walk period. Robot,” J. of Intelligent & Robotic Systems, Vol. 78(3-4), pp. 401-423,
2015.

Many statistics were explored to find the maximum
. . . . '[16] C. Weiss, N. Fechner, M. Stark, and A. Zell, “Comparison of Different
skewness, 'merquart”e range and median beneficial for mor[é Approaches to Vibration-based Terrain Classification,” 3rd European

Sensors. The root mean square amplitude was gpplied Conference on Mobile Robots (ECMR), pp. 7-12, 2007.
efficiently to all modalities though it has not been considere¢i7) c. weiss, H. Tamimi, and A. Zell, “A Combination of Vision- and

for surface classification earlier. Vibration-based Terrain Classification,” Int. Conf. on Intelligent
Robots and Systems (IROS), pp. 2204-2209, 2008.

Fu.turef work  can . consider more surface types, th_‘f;lS] Y. Chen, C. Liu, and Q. Chen, “A Vestibular System Model for Robots
examination of traversing the surface edges and the detection’ anq its Application in Environment Perception,” Int. Conf. on Robotics

of slippery surfaces although there are several limitations in  and Automation (ICRA), pp.. 230-235, 2010.
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Abstract—The body states must be tracked by the onboard
software on the robot to make good decisions. A human can
pick up this machine or if the robot encounters anomalies
(e.g. fall over) during locomotion, the state changes must be
identified to execute the necessary responses. The authors of
this paper developed a machine learning model which can
recognize four states (normal, pick-up, fall over, poked) of a
Sony AIBO robot. A deep neural network classifier with
these predictors achieved 98 % accuracy on unseen data
and actual test runs on the robot proved the practical use
with real-time execution speed. These properties made the
proposed method a good candidate for adaption to other
legged robots.

I. INTRODUCTION

It is essential to recognize the current robot state to
execute the next actions for a mobile robot. To the best
knowledge of the authors, the anomaly detection during
locomotion is an underresearched topic in the robotics
field and the majority of the literature was published in the
previous decade, mainly related to the RoboCup
competitions.

Hoffmann and Gohring [2] implemented collision
detection for legged robots in Robocup. They compared
the sensor readings with the actuator commands and their
system could detect the collisions with varying success
(50-90% accuracy). A limitation was the dependency on
the locomotion gait.

Spranger et al [6] developed a biologically inspired
approach (Slow Feature Analysis) to recognize postures
for a biped robot. Although their main objective was to
recognize the basic static postures (e.g. lying, standing)
and their state transitions, they could also detect when the
robot was fallen. Their work did not include detailed
analysis of the recognition accuracy.

Merigli et al [7] proposed a collision detection
framework for omnidirectional motion of a quadruped
robot. They examined the temporal accelerometer
readings in the frequency domain for regularities (normal
motion) and novel situations (collisions). The robot built a
probabilistic model while walking without obstruction and
used this model to determine any unfamiliar pattern. Their
experiments shown quick and successful detection of
collisions.

Goswami et al [8] worked on the fall detection for
humanoid robots. Their goal was to change the default fall
direction of the robot during the fall event to avoid
delicate objects or a person. They proposed the fall trigger
boundary (FTB) for fall prediction in the robotic systems
which is a boundary in the feature space of the robot

variables (sensor values, angular momentum). The robot
can maintain its balance inside the boundaries though it
will definitely fall once the boundary is passed. There was
no implementation example for this approach in the
simulation environment of [8], but this boundary is
learned with machine learning modeling for Sony AIBO
in this paper.

Tam and Kottege [9] introduced a robust fall prevention
system for bipedal robots. Their Robotis OP2 robot used a
walking stick for recovery actions to keep its balance by
extending the support polygon on the ground. The Fall
Classifier in Robotis OP2 was based on the famous
inverted pendelum model to keep the centre of mass inside
the support polygon determined by the feet on the ground.
The system tracked the inertial measurement unit readings,
the angular velocities and the fall angle relative to the
walking stick and a fall event happened when the robot
control detected unrecoverable instability of the walking
sequence. Contrary to [9], the fall detection in this paper
was treated like a pattern classification problem in a
different approach.

As it can be seen, the literature concentrated on the
collision detection, but none of them modeled two
situations during human-robot interactions. First, when a
human threatens a robot by poking it, and second, when
the robot is picked up by person and transported to a new
location. The authors of this paper built a machine
learning (ML) model to detect these situations and the fall
over events for a Sony ERS-7 robot (Fig. 1). The
following sections describe how the dataset was created,
an optimal ML model was selected and finally tested on
the robot.

II. DATASET

A dataset was collected to detect robot state changes.
When the robot operates without anomalies and human
intervention, it is in normal state. The fall over events
must be detected to recover in these situations and the
robot may be under threat if a human starts to poke from
side. The robot must also recognize if it was picked up by
a person and it is being transported to a new location.
These four states (normal, fall over, poked, picked up)
must be recognized by a machine learning method in this
paper, therefore, a dataset was collected with a Sony ERS-
7 robot. After the feature vectors were generated (see in
the next section), 76535 samples were in the dataset:
52612 samples for normal, 12831 for picked up, 1323 for
fall over and 9769 for poked state. The normal state has
by far the most samples since it involves all activities of a
legged robot: walking, sitting, lying, standing, object
manipulation, human-robot interaction etc. The picked up



and poked sample counts are moderate because they can
be easily collected. However, the fall over can stress the
robot body regardless of the safe landing on a soft ground
thus it cannot be repeated many times for data collection.
Furthermore, one fall over generates few samples per
event caused by the short duration and these
circumstances result a skewed label with 1323 samples.

=

Fig. 1: Sony ERS-7 robot dogs

The samples were separated randomly to training (S7)
and validation sets (Sy) because the former can be used to
run 10-fold cross-validation and train a model while the
former is useful to evaluate the built model with unseen
data. 57.52% of the samples were part of the training set:
31607 for normal, 5855 for picked up, 694 for fall over
and 5870 for poked states. 42.47% of the samples went in
Sy: 21005 normal samples, 6976 picked up samples, 629
fall over samples and 3899 poked samples.

III. FEATURE VECTOR

The tactile sensors have been widely used for multiple
purposes for mobile robots to recognize the directional
bias during locomotion [1], collision detection [2] or
surface and slope detection [3]. The authors of this paper
invented some predictors for body state estimation with a
Sony AIBO robot which has a low-cost accelerometer in
the torso with a 120 Hz sampling rate. A feature vector
representation of the samples is needed for traditional
machine learning methods, therefore, these vectors were
generated by a 270 msec-long sliding window with 32
accelerometer values per axis and locomotion states. Let
us denote the feature vector and the sliding window:

FV:{ﬁ/o,fvlj--':ﬁ/H}’ (D

AW:{at’a[+l"" ’at+31} 4

@)

where FV composed of 13 numbers and A, contains
sensor values for one axis (X, y or z). Some statistics were
computed for each accelerometer axis separately, but the
formulas were otherwise identical. These predictors were
defined as:

fvoziqr(AW), fv1=iqr(AW), fv2=iqr(AW), 3)

fvy=min (wa),fv4 =min(AW),fv5=min(Aw), @)
O

fve =max(AW), fv,=max (Aw,y)’ fvg=max (A

where fo.2 are the interquartile ranges of each axis, fv3-s
are the minimum and fvs.7 are the maximum values. These
predictors describe how much the body oscillated inside
the sliding window. The rest four predictors contained
information about the locomotion state of the robot:

* Wioran >0 msec
0 : otherwise

B

ﬁ/m: 1 : Wbackward)t>0msec,
0 : otherwise
(6)
_J1 ¢ Wenper, > 0msec
Fu [0 : otherwise ’
fvu:[]‘ : Wturnrighr,t>0msec
0 : otherwise ’
(7

where fv9 is non-zero if the robot walks forward, fvs is
non-zero if the robot walks backward and fv;;.;»> are
related to the turning directions respectively. Weirvards,
VVbackward,r, VVrumIeﬁ,t and VVrumrighr,r are the elapsed time in a
certain action and they are beneficial when the locomotion
state and the accelerometer statistics are contradicting
each other. For example, the robot walks forward and a
human picks it up. While Wywara, indicate forward walk
in the feature vector, fvo.s statistics will be out of the
ranges of ordinary forward walk.

FV was defined by statistics of accelerometer values
and locomotion actions. The following section will
describe the classifiers which were trained by FV.

IV. CLASSIFIERS

There is no best classifier for all problems and different
methods can achieve satisfactory results. After the
samples of the training set (Sr) were standardized, six
classifiers were evaluated by 10-fold cross-validation (CV)
whose results are shown on Fig. 2. The naive Bayes (NB)
and support vector machine (SVM) had the worst results
with 73.79% and 76.46%. The SVM classifier used linear
kernel with dual coordinate descent method [4] and its
hyperparameter was C=0.1. The k-nearest neighbor (KNN)
had the best accuracy with 99.60%, followed by the
decision tree (DT) classifier with 99.44%. DT had two
hyperparameters, the max depth was set to 20 and the tree
node sample limit was 1. The random forest (RF) had
lower result (98.09%) than DT which can be caused by the
task complexity. A random forest is a collection of
decision trees and RF can learn a problem better than one
DT if the learning capacity in one DT is not enough for
the complexity.

The deep learning is a major research area in machine
learning nowadays and breakthrough results appear with
this approach in many robotics fields. The deep neural
network (DNN) in this study has two hidden layers with
20-20 neurons and leaky ReLu activation functions. The
output layer has 4 neurons with softmax function to
calculate the classification result. The adagrad adaptive



gradient algorithm was run on the network with batch size
64 for 50 epochs. Although somebody can argue that this
network topology is not bigger than the classical neural
networks from the nineties, but the recent developments in
the learning algorithms and other parts made the new
networks outperform the old in even simple tasks. The
authors of this paper found small neural networks
surpassing traditional methods with handcrafted features
lately in [5]. DNN had a moderate result (88.95%) in the
10-fold cross-validation.

100 _— - iz

o
=]

Accuracy (%)
=Y [=)]
(=] o

N
=]

0

SVM NB KNN DT RF  DNN

Fig. 2: 10-fold cross-validation results of six classifiers:
support vector machine (SVM), naive Bayes (NB), k-
nearest neighbor (KNN), decision tree (DT), random
forest (RF) and deep neural network (DNN).
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Fig. 3: Model evaluation results with six classifiers:
support vector machine (SVM), naive Bayes (NB), k-
nearest neighbor (KNN), decision tree (DT), random
forest (RF) and deep neural network (DNN).

Table 1. Confusion matrix of deep neural network model
results. The rows show the real body states and the
columns how they were classified.

Normal Pickedup |Fall over |Poked
Normal 99.28 0.18 0.53
Pickedup |1.90 97.40 0.68
Fall over | [13.35 86.64
Poked 3.61 2.30 94.07

Table II. Memory and runtime requirements of five
models.

SVM KNN DT RF DNN
Model 95.35% |195.42% ]92.59% |92.59% |98.01%
accuracy
Memory 2 KB 2.5MB 117KB | 181 KB |28 KB
consumption
Execution 2usec |l.6msec |3 usec |3 usec 20 usec
time

After the cross-validation was run on the training set
(S7), models were built with the whole Sr set and their
performance were evaluated with unseen data (Sy) in the
next section.

V. MODEL SELECTION

Models were built upon the training set (S7) and the
accuracies were calculated by the samples of the
validation set (Sy). Fig. 3 shows the results which did not
follow the trends of the cross-validation in Fig. 2. This
phenomenon is originated in the fact that the cross-
validation gives an estimation about the real classifier
performance on unseen data and the reality can be far
from the CV accuracies. As it can be seen, SVM had the
second worst CV result, but it achieved third best
accuracy with 95.35%. NB had the worst result in Fig 2.
and this classifier collapsed in the model evaluation with
42.65% accuracy. The k-nearest neighbor had the best CV
value, but it reached the second place in Fig. 3 with
95.42%. DT and RF had good cross-validation results and
they achieved performance over 90% with 92.59% in Fig.
3. The deep neural network was not the best in the cross-
validation round, nevertheless, it was the top-performer in
the model evaluation with 98.01% accuracy. This result
suggests, similar to [5], that the new generation of neural
networks can outperform the old methods by margin in
even small problems. While the traditional algorithms
have still the advantage of the quicker learning speed and
a possible smaller memory footprint, it is a disadvantage
that they need hyperparameter optimization even for small
problems to achieve the best performance. On the other
hand, the authors experienced that deep neural networks
can be trained with handcrafted features, default
hyperparameters and simple multilayer perceptron
topology to learn a training set with good generalization
power out of the box.

The confusion matrix of the DNN model is shown in
Table 1. As expected, the normal samples had the best
accuracy (99.28%) since this state had the most samples in
the dataset. The picked up and poked labels were
recognized well with 97.40% and 94.07% accuracies
although 1-3% misclassifications happened in a few cases.
The fall over had the least, 86.64% accuracy and 13.35%
of these samples were misclassified to normal state. Since
none of the other labels were misclassified as fall over and
fall over samples were misclassified only as normal state
(yellow and gray cells in Table I), the authors believe that
the predictors were strong to identify the fall over
situation. But when a fall over event starts, the samples are
similar to the normal status before the robot turns over its
center of gravity and falls with accelerating speed. Since



the sliding window is 270 msec long to compute a feature
vector, some time is necessary until the fall over event
dominate the accelerometer statistics inside the sliding
windows. This is a possible explanation for this
misclassification.

The memory requirements and the execution times of
all classifiers are listed in Table I except naive Bayes
which failed to build a satisfactory model. The k-nearest
neighbor has the highest memory consumption and
prediction time because this method stores all training
samples in the memory and use them in each prediction
step. The decision tree and random forest had moderate
memory usage, their execution times were quick, but their
accuracies were relative low compared to the other
classifiers. The SVM achieved the best memory and
execution time results, therefore, this classifier is
recommended for robots with microcontrollers where
every KB and microsecond count. However, the deep
neural network had small resource needs paired with the
best model accuracy thus this classifier is the best choice
to run in microsecond-scale on any embedded CPU.

VI. EVALUATION ON THE ROBOT

The deep neural network outperformed the other
classifiers with unseen data from the validation set (Sy).
However, this evaluation does not depict exactly how the
model will work under real conditions. To address this
problem, the DNN model was deployed to a Sony ERS-7
to inspect how the classifier behaves in some typical
situations without additional filtering.
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Fig. 4: A normal runtime with basic postures and
locomotion. External events did not cause any
disturbances for the robot.
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Fig. 5: The robot was poked in sitting, standing and lying
postures.
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Fig. 6: The robot was picked up from lying posture and
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Fig. 7: An example runtime when the robot falls.

In the first case, the robot completed usual activities
without any disturbances. After transitioning between
lying, sitting and standing postures, the robot walked
forward, backward and turned in both directions. The
recognized body states are shown on Fig. 4. As it can be
seen, the classifier detected the normal operation correctly
almost all the time. There were three very short periods
when picked up and poked events were identified for a
moment.

The robot can be disturbed by poking in static postures
(sitting, lying, standing). Fig. 5 shows that the robot was
poked between 10-18 seconds in lying posture. After the
transition was finished to sitting posture, the robot was
poked between 31-39 seconds. And after standing up, the
robot was tossed again between 50-62 seconds. As we can
see, the long poking events were recognized correctly and
only a very short picked up event was misclassified
around 45 seconds during the transition between sitting
and standing postures.

Fig. 6 demonstrates picked up events. The robot was in
lying posture when a person picked it up and walked
around between 40-60 seconds. The robot was placed
back to the floor later before it stood up and started to
walk forward. The person picked it up again and carried
between 91-113 seconds. The picked up states were
recognized correctly except two short poked and one fall
over events.

Fig. 7 shows two fall over events during locomotion.
The robot fallen to the left side while it walked forward
after 55 seconds and to the right side after 95 seconds. Till
the robot was turned back to lying posture, the
misclassified poked and picked events happened for
longer periods compared to the previous situations. These
events can be easily suppressed until the lying posture is
reached after falling down.



As Fig. 4-7 showed the deep neural network model was
robust and misclassifications did not happen for
significant periods. These results suggest that the model
can recognize all states correctly under realistic conditions
after a minimal filtering.

VIL.

This paper described a machine learning approach to
detect sudden changes in the robot state such as fall over,
poking and being picked up by a human. A legged robot
was used for data collection and several classifiers were
challenged to find the best performing for embedded use.
The deep neural network achieved 98% accuracy and its
low resource usage made suitable for running in
embedded robotics systems. Although the built model
processed each data frame separately without temporal
fusion, actual tests on the robot shown that the proposed
method was applicable under real circumstances with
minimal false positives.

Future work can include the further analysis of
temporal machine learning approaches (e.g. recurrent
neural networks) with raw sensor data since the current
solution operates with handcrafted features. Another
direction can be to add new states for the model or study
the applicability of the predictors with other mobile robots.

CONCLUSION
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The main aim of this doctoral thesis was to investigate on how to involve a community
for collaborative artificial intelligence (Al) development of a social robot. The work was
initiated by the author’s personal interest in developing the Sony AIBO robots that have
been unavailable on the retail markets, however, user communities with special
interests in these robots remained on the internet. An active online community of Sony
AIBO owners was approached to investigate factors to engage its members in the

creative processes.

There are significant contributions in this dissertation to robotics. First, the long-term
robot usage was not studied on a years-long scale before and the most extended
human-robot interactions analyzed test subjects for only a few months. A questionnaire
investigated the robot owners with 1-10+ years-long ownership in this work and their
attitude towards robot acceptance. The survey results helped to understand the viable
strategies to engage users for a long time. Second, innovative ways were explored to
involve online communities in robotics development. The past approaches introduced
the community ideas and opinions into product design and innovation iterations. The
community in this dissertation tested the developed Al engine, provided inputs for
further development directions, created content for the actual Al and gave their

feedback about product quality. These contributions advance the social robotics field.
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