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ABSTRACT

In this paper, we study zero-shot learning in audio classifica-
tion through factored linear and nonlinear acoustic-semantic
projections between audio instances and sound classes. Zero-
shot learning in audio classification refers to classification
problems that aim at recognizing audio instances of sound
classes, which have no available training data but only se-
mantic side information. In this paper, we address zero-shot
learning by employing factored linear and nonlinear acoustic-
semantic projections. We develop factored linear projections
by applying rank decomposition to a bilinear model, and use
nonlinear activation functions, such as tanh, to model the non-
linearity between acoustic embeddings and semantic embed-
dings. Compared with the prior bilinear model, experimen-
tal results show that the proposed projection methods are ef-
fective for improving classification performance of zero-shot
learning in audio classification.

Index Terms— audio classification, zero-shot learning,
acoustic-semantic projection

1. INTRODUCTION

Supervised learning has been well-studied for tackling au-
dio classification problems, such as acoustic scene classifi-
cation [1] and environmental sound classification [2, 3]. To
obtain classifiers with satisfactory performance, existing su-
pervised learning techniques require large amounts of anno-
tated training data from target sound classes, which is labor-
intensive and costly to acquire. Moreover, with the increas-
ing diversity of observed sound classes, it becomes even more
challenging for humans to collect sufficient annotated training
data for all possible sound classes. Recent work [4, 5, 6, 7] in
the audio recognition literature that deal with the lack of ade-
quate training data mainly apply data augmentation [8], meta
learning [9] and few-shot learning [10] methods. However,
a certain amount of representative training data from target
classes is still indispensable to make these methods work.
Furthermore, to classify instances from novel classes, a su-
pervised learning classifier would require retraining for the
novel classes, which can be time-consuming and requires ex-
haustive parameter tuning.

In this paper, we consider the extreme case of audio classi-
fication where target sound classes have no available training
samples but only class side information (e.g., textual descrip-
tions). This problem is generally referred to as the zero-shot
learning [11], which has been increasingly studied in the con-
text of image classification. In contrast to conventional super-
vised learning, zero-shot learning uses training data from only
predefined classes (i.e., seen classes) to obtain classifiers that
can be generalized to novel classes (i.e., unseen classes).

There is only limited work that has been done for zero-
shot learning in audio classification. Due to the lack of
training data from unseen classes, class side information is
used as a compensation for exploring the relationship be-
tween seen classes and unseen classes to make zero-shot
learning possible. Prior work [12, 13, 14] tackled zero-shot
learning by leveraging semantic side information of sound
classes, such as textual labels, with a two-phase learning pro-
cess. First, intermediate-level representations were learned
for audio instances and sound classes, respectively. Audio
instances were embedded into a low-dimensional acoustic
space with feature learning techniques, such as VGGish [15].
Sound classes were represented by word embeddings in a
semantic space, which were extracted from their semantic
side information with pre-trained language models, such
as Word2Vec [16]. Then, an acoustic-semantic projection
was learned to associate acoustic embeddings with semantic
embeddings. Islam et al. [12] employed a two-layer fully-
connected neural network to model a nonlinear projection
of acoustic embeddings onto semantic embeddings. In our
previous work [13, 14], a bilinear model was used to learn a
bidirectional linear projection between acoustic embeddings
and semantic embeddings. Another prior work [17] was con-
ducted by integrating the acoustic embedding learning phase
with the acoustic-semantic projection learning phase to opti-
mize them holistically. Thus, a nonlinear acoustic-semantic
projection was inherently built into their model.

In this paper, we extend our previous work [13, 14] by
introducing matrix decomposition and nonlinear activation
functions (e.g., tanh) to the bilinear model. We develop
factored linear and nonlinear acoustic-semantic projections
for zero-shot learning in audio classification. Experimental
results show that the proposed projection methods are effec-



tive for improving classification performance of zero-shot
learning in audio classification.

The remainder of this paper is organized as follows. In
Section 2, we introduce the concept of zero-shot learning in
audio classification. Then, we present the proposed factored
linear and nonlinear projections in Section 3. We describe the
training algorithm in Section 4, and discuss the experimental
results in Section 5. Finally, we conclude this paper in Sec-
tion 6.

2. ZERO-SHOT LEARNING

In this section, we introduce the concept of zero-shot learn-
ing via semantic side information in audio classification. We
denote the audio sample space by X , the set of seen sound
classes by Y , and the set of unseen sound classes by Z. Note
that Y and Z are disjoint. Let θ(x) ∈ Rda be the acoustic
embedding of an audio instance x ∈ X in an acoustic space,
and φ(y) ∈ Rds , φ(z) ∈ Rds be the semantic embeddings
of sound classes y ∈ Y and z ∈ Z in a semantic space, re-
spectively. We are given the training data Str = {(xn, yn) ∈
X × Y |n = 1, . . . , N}, where xn is an annotated audio sam-
ple belonging to a seen sound class yn. In zero-shot learning,
our goal is to learn an audio classifier f : X → Z, which can
predict the correct sound class for an audio instance x ∈ X ,
given its acoustic embedding θ(x) and the semantic embed-
dings φ(z) of every candidate sound class z ∈ Z.

In prior work [12, 13, 14, 17], this is done via learning an
acoustic-semantic projection T : Rda → Rds of acoustic em-
beddings onto semantic embeddings. Given an audio instance
x ∈ X belonging to a sound class zx ∈ Z, it is generally as-
sumed that the projected acoustic embedding T (θ(x)) in the
semantic space should be closer to the semantic embedding
φ(zx) of its correct sound class zx rather than those of other
sound classes. A similarity scoring function F : Rds×Rds →
R, as known as the compatibility function, is then defined to
measure how similar/compatible a projected acoustic embed-
ding and a semantic embedding are. To measure the similar-
ity of two embedding vectors, the popular choices of F could
be Euclidean distance [12], cosine similarity [17], dot prod-
uct [13, 14], etc. Therefore, the classifier f : X → Z is
formulated as1

zx = f(x) = argmax
z∈Z

F (T (θ(x)), φ(z)). (1)

During the training stage, the projection T is trained with au-
dio samples (xn, yn) ∈ Str such that

yn = f(xn) = argmax
y∈Y

F (T (θ(xn)), φ(y)). (2)

For prediction, an audio instance will be classified into the
sound class, the semantic embedding of which is most com-
patible with its projected acoustic embedding.

1Note that the argmin operation is used for other compatibility functions,
such as Euclidean distance, etc.

3. FACTORED LINEAR AND NONLINEAR
PROJECTIONS

In this section, we introduce our approach for developing fac-
tored linear and nonlinear acoustic-semantic projections for
zero-shot learning in audio classification. First, we present the
bilinear model used in our previous work [13, 14], on which
we build factored linear and nonlinear acoustic-semantic
projections. Then, we describe a factored linear projection
obtained by applying matrix decomposition to the bilinear
model. After that, we introduce the nonlinear projections
derived from the factored linear projection by introducing
nonlinear activation functions, such as tanh.

3.1. Bilinear Model

Inspired by prior work [18, 19] in computer vision, we em-
ployed a bilinear model in [13, 14] to learn a bidirectional
linear projection between acoustic embeddings and semantic
embeddings. The audio classifier f : X → Z was then writ-
ten in a bilinear form as

f(x) = argmax
z∈Z

θ(x)
′
Wφ(z), (3)

where W was the learned projection matrix. Considering
a projection of acoustic embeddings onto semantic embed-
dings, T could be formulated as

T (θ(x)) = W
′
θ(x). (4)

Thus, in (3), the dot product was inherently defined as the
compatibility function F

F (T (θ(x)), φ(z)) = T (θ(x))
′
φ(z). (5)

3.2. Factored Linear Projection

In the case where da and ds are large, it would be valuable to
decomposeW into a product of two low-rank matrices Uda×r
and Vr×ds

to reduce the effective number of parameters in the
bilinear model. Thus, we consider the rank decomposition
W = UV in (4) to build a factored linear projection

T (θ(x)) = (UV )
′
θ(x) = V

′
U

′
θ(x). (6)

3.3. Nonlinear Projection

Based on the linear projection (6), we consider introducing
nonlinear activation functions (e.g., tanh) into it to model the
potential nonlinear relationship between acoustic embeddings
and semantic embeddings. We apply a nonlinear activation
function t to U

′
θ(x). Therefore, a nonlinear projection is for-

mulated as
T (θ(x)) = V

′
t(U

′
θ(x)). (7)

We notice the fact that (7) also defines a two-layer fully-
connected neural network2 with input θ(x), layer weights U

′

2Note that the bias parameters of each layer are ignored from (7) and later
formulas in this paper.



Class Fold Sound Class Audio Sample
Fold0 104 23007
Fold1 104 22889
Fold2 104 22762
Fold3 104 22739
Fold4 105 21377

Table 1. Class folds in the selected subset of AudioSet.

and V
′
. To describe deeper fully-connected neural networks,

we can simply add more activation functions and matrices be-
tween U

′
and V

′
. For example, a three-layer fully-connected

neural network is formulated as
T (θ(x)) = V

′
t(Q t(U

′
θ(x))). (8)

where the matrix Q denotes the weight parameters of the sec-
ond fully-connected layer.

4. TRAINING ALGORITHM

In this section, we introduce the algorithm for learning an
acoustic-semantic projection T with training data Str. Given
an audio sample (xn, yn) ∈ Str, we consider the task of sort-
ing sound classes y ∈ Y in descending order according to
their compatibility values F (T (θ(xn)), φ(y)). Our objective
is to optimize T so that the correct class yn would be ranked
at top of the sorted class list, i.e., having the maximal com-
patibility value for xn.

Let ry be the position index of a sound class y in the sorted
class list. We define ry = 0 when y is sorted at the first posi-
tion. By applying a ranking error function [20], we transform
position index r into loss β(r):

β(r) =

r∑
i=1

αi, (9)

with α1 ≥ α2 ≥ · · · ≥ 0 and β(0) = 0. Specifically, αi

denotes a penalty to a class losing a position from i − 1 to i.
In this paper, we follow previous work [18, 20] and choose
αi = 1/i.

To learn an acoustic-semantic projection T with au-
dio samples (xn, yn) ∈ Str, we minimize the weighted
approximate-rank pairwise objective [21]

1

N

N∑
n=1

β(ryn)

ryn

∑
y∈Y

max{0, l(xn, yn, y)}, (10)

with the convention 0/0 = 0 when yn is top-ranked. In this
paper, we define the hinge loss l(xn, yn, y) as

l(xn, yn, y) = ∆(yn, y) + F (T (θ(xn)), φ(y))

− F (T (θ(xn)), φ(yn)),
(11)

where ∆(yn, y) = 0 if yn = y and 1 otherwise. The objec-
tive (10) is convex and can be optimized through stochastic
gradient descent. To prevent over-fitting, we regularize (10)
with L2 norms of parameter matrices in T .

5. EXPERIMENTS

In this section, we evaluate the proposed method with Au-
dioSet [22] and report the effectiveness of factored linear and
nonlinear projections.

5.1. Dataset

AudioSet [22] is a large unbalanced audio dataset, which con-
tains over two million weakly labeled audio clips covering
527 sound classes. Most of these audio clips are multi-label.
In this work, we focus on zero-shot learning in single-label
classification problems. We follow the same experimental
setup as in [14]. An audio subset containing 112,774 single-
label 10-second audio clips and 521 sound classes is selected
from AudioSet. We randomly split the selected subset into
five disjoint class folds. The number of sound classes and
audio samples in each class fold is shown in Table 1.

5.2. Acoustic Embeddings

A pre-trained VGGish [15] was used to generate acoustic em-
beddings from audio clips in [13]. In zero-shot learning, it is
generally assumed that unseen classes are unknown at train-
ing stage. Since a pre-trained VGGish may have already em-
bedded knowledge about unseen sound classes, using it to
generate acoustic embedding can lead to a biased evaluation
of zero-shot learning in audio classification. Therefore, we
train VGGish from scratch with audio data excluding unseen
sound classes in this work.

Following [13, 14], an 10-second audio clip is first split
into ten one-second audio segments without overlapping.
Then, a 128-dimensional embedding vector is generated for
each audio segments with the trained VGGish. To obtain the
clip-level acoustic embedding for an audio clip, we take the
average of the 128-dimensional embedding vectors extracted
from its one-second audio segments.

5.3. Class Semantic Embeddings

In AudioSet [22], a sound class is described by one or sev-
eral textual labels (i.e., words and phrases) and an additional
short description (i.e., sentences). In this work, we consider
only textual labels as class semantic side information. We
adopt Word2Vec [16] as a word embedding model for gen-
erating semantic embeddings from these textual labels. For
the sake of simplicity, we use a publicly available pre-trained
Word2Vec3, which embeds roughly three million English
words and phrases. It outputs a 300-dimensional semantic
word vector for a single word or a phrase. To represent a
sound class with semantic word vectors, we calculate the av-
erage of these word vectors extracted from its textual labels.

3Word2Vec: https://code.google.com/archive/p/word2vec.



5.4. Experimental Setup

In the following experiments, we first train an VGGish for
generating acoustic embeddings with class folds “Fold0” and
“Fold1”. Then, we conduct zero-shot learning in audio classi-
fication with “Fold2” for training, “Fold3” for parameter val-
idation and “Fold4” for test, respectively.

VGGish Training. Audio samples of class folds “Fold0”
and “Fold1” are first randomly split into training/validation
partitions with a class-specific proportion of 75/25. Then, we
train an VGGish from scratch by feeding log mel spectrogram
extracted from audio clips into it. After training, the trained
VGGish achieves a classification accuracy (TOP-1) of 27.4%
on the validation partition.

Zero-Shot Learning. We conduct zero-shot learning
in audio classification with the proposed factored linear and
nonlinear projections, respectively. We use the bilinear model
as the baseline method. For the factored linear projection (6),
we experiment with low-rank decomposition and full-rank
decomposition ofW to investigate the effect of the rank r and
the L2 norm regularization. For the nonlinear projection (7),
we experiment on three widely used activation functions,
i.e., ReLU, sigmoid and tanh. We implement (7) by two-
layer fully-connected neural networks, which are denoted by
FC2relu, FC2sigmoid and FC2tanh, respectively. Similarly,
we implement (8) by an three-layer fully-connected neural
network with tanh, which is denoted by FC3tanh. To pre-
vent randomness, each projection method is evaluated twenty
times with random initialization. The averages and standard
deviations of their TOP-1 accuracies are reported in Table 2.

5.5. Result and Analysis

As a baseline method, the bilinear model achieves an aver-
aged TOP-1 of 5.7% with a standard deviation of 1.1%. For
factored linear projections with either low-rank decompo-
sition or full-rank decomposition of W , we obtain similar
results (roughly 6.4 ± 0.6%). We conclude that, with the
L2 norm regularization, the rank r has a limited influence on
classification performance. Here, we report the result from
a factored linear projection with the full-rank decomposi-
tion (i.e., r=128) of W , which has an averaged TOP-1 of
6.3% with a standard deviation of 0.8%. Unpaired t-test with
α=0.05 is used to measure the statistical significance among
different methods. We find the results of the factored linear
projection are significantly different from those of the bilin-
ear model (t(38)=2.09, p=0.04). It shows that classification
performance is improved by applying rank decomposition to
W with L2 norm regularization. For nonlinear projections,
we set r=128. Classification performance is impaired with
FC2relu (5.5 ± 0.9%) while it is improved with FC2sigmoid

(7.0 ± 0.5%) and FC2tanh (7.2 ± 0.6%). Particularly, the av-
eraged TOP-1 of FC2tanh is significantly better than those of
the bilinear model (t(38)=5.60, p=4.50e−6) and the factored
linear projection (t(38)=3.88, p=4.59e−4). Compared with

Acoustic-Semantic TOP-1 (%)
Projection (avg ± std)

Bilinear (baseline) 5.7 ± 1.1
Factored Linear 6.3 ± 0.8

Nonlinear

FC2relu 5.5 ± 0.9
FC2sigmoid 7.0 ± 0.5
FC2tanh 7.2 ± 0.6
FC3tanh 6.0 ± 0.6

Table 2. Zero-Shot learning in audio classification with dif-
ferent acoustic-semantic projections.

sigmoid and tanh, the ReLU function introduces non-linearity
by simply dropping negative values from its inputs. In a two-
layer fully-connected neural network, this can lead to a poor
acoustic-semantic projection and results in an impaired per-
formance. For FC2sigmoid and FC2tanh, we think both of
them capture non-linearity between acoustic embeddings and
semantic embeddings, which is useful for improving clas-
sification performance. However, compared with FC2tanh,
classification performance is impaired with FC3tanh (6.0 ±
0.6%). It seems that it would not be helpful for improving
classification performance in zero-shot learning by simply
introducing more nonlinear layers in a fully-connected neural
network.

6. CONCLUSION

In this paper, we present an approach for zero-shot learn-
ing in audio classification with factored linear and nonlin-
ear acoustic-semantic projections. We develop factored lin-
ear and nonlinear projections by applying rank decomposi-
tion and nonlinear activation functions to a bilinear model.
We evaluate our proposed approach with a large unbalanced
audio dataset. The experimental results show that both fac-
tored linear and nonlinear projections are effective for zero-
shot learning in audio classification. With a factored linear
projection, it achieves an averaged TOP-1 accuracy of 6.3%,
which is better than the prior bilinear model (5.7%). By in-
troducing nonlinear activation functions into it, classification
performance can be further improved. Classification perfor-
mance achieves an averaged TOP-1 accuracy of 7.2% by us-
ing a nonlinear projection with the tanh activation function.
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