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Abstract. This article discusses the prerequisites for the machine translation of 

sign languages. The topic is complex, including questions relating to technology, 

interaction design, linguistics and culture. At the moment, despite the affordances 

provided by the technology, automated translation between signed and spoken 

languages – or between sign languages – is not possible. The very need of such 

translation and its associated technology can also be questioned. Yet, we believe 

that contributing to the improvement of sign language detection, processing and 

even sign language translation to spoken languages in the future is a matter that 

should not be abandoned. However, we argue that this work should focus on all 

necessary aspects of sign languages and sign language user communities. Thus, 

a more diverse and critical perspective towards these issues is needed in order to 

avoid generalisations and bias that is often manifested within dominant research 

paradigms particularly in the fields of spoken language research and speech com-

munity. 

Keywords: Sign Language, Automated Sign Language Translation, Machine 

Translation, Human Computer Interaction, Interaction Design. 

1 Introduction 

We have never really met Jack Rueter. Some of us share an auditive memory from 

seminars on Finno-Ugric languages and general linguistics when we misheard, mis-

spelled, or pronounced his surname *Reuter. Decades after, we find ourselves in a 

larger Linguistic Universe, now acknowledging him as a distinguished researcher of a 

vast range of Uralic languages.  
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Now having this Graphemic Space at our disposal, we would like to draw Rueter’s 

attention from Ural to another issue in which his interests are also invested – namely 

linguistics and computation. In this article we outline the prerequisites for the machine 

translation of sign languages (cf. [1]), with the modest hope that Rueter would dedicate 

part of his enthusiasm to furthering the development of computational infrastructure for 

sign languages in general. In particular, we would like to draw his attention to Finnish 

Sign Language. 

 Similarly to Jack Rueter, we have likewise worked with minority languages during 

those decades in between, yet from a differing standpoint. We too have explored the 

challenges and possibilities of developing automated translation technology – for lan-

guages that are signed. Our interest in writing this article centres on the complexity of 

the topic: sign languages and their diversity; and the promise that embodied expression 

and incorporation of non-conventional signs offers to furthering technological devel-

opment in this area, and how it contributes to deeper scholarly understanding. To date, 

many challenges can be observed in attempts to develop this technology. These draw-

backs can be seen on technical levels as much as cultural-linguistic levels. 

Not only do these challenges and complexities exist on practical technical and cul-

tural-linguistic levels, but aspects surrounding culture itself, marginalisation (inclusion-

exclusion depending on language, ethnicity and varying abilities, i.e., literacies), and 

socio-economic factors enter into the equation. It only takes one to take a quick glimpse 

at the types of Sign Language Translation technology developments that have occurred 

thus far, to understand the nature and concentration of the in-built systemic biases that 

have to this point manifested, and no doubt, will take a long time to address. Similar 

issues are being faced across many fields of technological development, particularly in 

areas of intelligent systems. We see it as our responsibility to address these challenges 

and contribute to devising solutions that will not only rectify imbalance in the logic of 

the systems and their designs, but also provide better technological design and access 

for everyone. 

The issues we discuss in the paper concern all sign languages. This is not meant to 

imply that all sign languages share the same resources – or are fully similar. Estab-

lished, standardised sign languages (e.g. French, Swedish, American, Estonian, Danish, 

Finnish, Russian Sign Languages and so forth) are – despite their relatively short his-

tory – independent languages. Yet, the differences between these languages are primar-

ily lexical, not grammatical. This means that from a general technological perspective 

they can be approached as an independent typological language class (for a recent dis-

cussion regarding the similarities and differences between sign languages, see [2]). 

2 State-of-the-Art in Gesture Recognition and Automated Sign 

Language Translation 

In theory, today’s technological capabilities enable automated translation of sign lan-

guages. Various types of  devices incorporate high standard hardware (e.g. cameras and 

microphones, accelerometers and gyroscopes) that can capture rich data from users. 

Computing resources and network connections are reasonable, also in mobile devices. 
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This enables the intensive processing of large quantities of data, even by cloud services. 

Interactive technologies have evolved and the basic technological components needed 

for further development of sign language translation technology already exist. These 

can be seen in the forms of video processing libraries and algorithms, an array of ma-

chine learning frameworks and architectures and to an extent, relevant corpora. 

 Technology facilitating gesture-based interfaces, relevant also to the automated 

translation of sign languages, can be split into two overall groupings: those relying pri-

marily on wearables such as gloves, rings, accelerometers, etc., and those relying pri-

marily on a camera or sensor-based tracking, where users’ hand gestures are recorded 

at a distance [3]. In the first group, there are solutions such as the one presented by 

Cheng and colleagues [4], where an accelerometer is used to obtain 3D information of 

the hand movement with the aim of controlling an entertainment robot. Hand gesture 

recognition can also be used in rehabilitation processes by utilising resistive sensors 

that are placed on fingers in order to simulate the pressure distributions on the forearm, 

and reproduce the movement on an arm articulated model [5]. A continuous hand ges-

ture recognition system, suitable for a low-cost and energy-efficient Human-Com-

puter/Technology Interface, is presented by Gupta et al. [6]. The gesture characteriza-

tion is made with the data from the accelerometer and gyroscope sensors. Moreover, a 

Dynamic Time Warping solution is used for gesture classification, and a gesture spot-

ting process is used to distinguish between a database gesture and an involuntary ges-

ture. Kiliboz and Güdükbay [7] utilise a magnetic 3D position tracker attached to the 

user's hand to collect trajectory data and then represent gestures as an ordered sequence 

of directional movements in 2D. 

In the second group, different kinds of visual information can be used to solve the 

recognition problem. Visible imagery is employed by Molchanov and associates [8], 

whereby the hand localization was jointly performed with the hand gesture recognition 

task, using a multi-resolution sliding window that densely selected image regions, and 

evaluated each selection when a specific hand gesture was performed. Visible imagery 

is also used in Lee and Park’s [9] study for developing a universal remote-control sys-

tem using hand gestures, where the hands are segmented from the background using 

motion and colour skin clues. Other works use a Convolutional Neural Network (CNN) 

to recognize gestures. This is the case of the work presented by Bao et al. [10], which 

does not require any previous segmentation process. Similarly, another CNN is pro-

posed in Liang et al. [11] for gesture recognition that also locates the hand. An alterna-

tive to visible imagery is near-infrared (NIR) imagery, which is more robust for adverse 

illumination conditions, favouring its deployment. In Mantecón et al. [12], a NIR-based 

hand gesture recognition system is proposed to interact within a complex immersive 

environment, which improves real-time performance of previous works, such as Man-

tecón et al. [13]. Lastly, 3D or depth information is also used to improve the gesture 

localization, and thus the general performance. In Cui et al. [14], a 3D CNN solution 

recognizes different dynamic hand gestures for sign language. In Mantecón et al. [15], 

hand crafted features based on a variation of Local Binary Pattern for depth images are 

used for operating Unmanned Aerial Vehicles with gestures. 

Effective and functional sign language translation solutions based on the technology 

outlined above are few and far between. An example of one representing the first group 
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is the technology presented in Zhou et al. [16] which is basically a wearable tech-glove 

augmented with an add-on software capable of recognizing dozen types of simple hand 

configurations involved in finger alphabets and numerical American Sign Language 

signs. An example of the second group, on the other hand, is the SignAll1 translation 

system that exploits AI and computer vision in order to recognize and translate Amer-

ican Sign Language in business and educational settings. Both solutions are cam-

paigned and marketed as state-of-the-art in the field of sign language translation tech-

nology. However, although they undeniably include some cutting edge technology, 

they still are limited, for example, in their mobility (meaning that communicators need 

to remain in the same rigid positions), size of the corpus, and focus on conventional 

signs only – all factors affecting, in the end, their general usability and acceptance 

within the actual sign language users community.  

3 Challenges of Automated Sign Language Translation 

In reality, sign languages pose many challenges for automated translation. In the ana-

logue sense, the possibility of translating over approximately 300 – some even say 

nearly 6000 – sign languages into various spoken languages is still highly debated 

among scholars (see [17], [18], [19]). The conversion of this task to information tech-

nology poses even more complications. Danielle Bragg and colleagues [20] highlight 

the dominance of studies that attempt to achieve this feat through working in knowledge 

silos. That is, more often than not, development teams represent experts of the same if 

not similar disciplines. This reduces the team’s capacity for understanding various nu-

ances, interactions and interrelations that can only be seen through diverse lenses, i.e. 

multidisciplinarity. Thus, the current state-of-the-art gesture recognition used for sign 

language recognition does not thoroughly take the complexity of sign language com-

munication and particularly its translation into account. Nor, does the current state-of-

the-art account for the complexity and multidimensionality of the socio-cultural context 

in question, and its role in conveying meaning. Current solutions focus on algorithms 

for detecting fingers, hands, and human gestures. The computer recognition of units 

comprising these elements occurs in relative isolation – without consideration for the 

role of other factors (bodily, gestural, contextual, environmental, interpersonal etc.) in 

meaning conveyance and subsequently, meaning-making.  

3.1 Datasets – Corpora 

From the technological perspective, and according to Bragg et al. [20], some of the 

main current challenges in automated sign language translation can be classified as per-

taining to: datasets; recognition and computer vision; and modeling and natural lan-

guage processing. From the point-of-view of datasets, the problems are as follows:  a) 

the size of the datasets are limited, affecting generalizability in machine learning; b) 

signer variety – the contribution of novices and non-native signers means decreased 

 
1  http://www.signall.us 
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quality and accuracy, and to increase validity and recognition systems should be trained 

with real (native or near native) signers in realistic scenarios and datasets should include 

representative, generalizable samples from diverse age groups, gender, culture, various 

ethnicities, varying body types and physical traits, clothes, lighting conditions and 

more; and c) continuous signing – most existing datasets contain individual signs, 

which as a starting point can aid in the development of, for example, sign language 

dictionaries, it is not sufficient for recognising and interpreting real-world conversa-

tions that involve sentences and long utterances. 

Many of the problems associated with datasets could be overcome by the use of sign 

language corpora in the development of automated sign language translation technol-

ogy. Sign language corpora are large collections of systematized and annotated video 

materials, created for linguistic purposes, representing different types of sign language 

use by a large variety of sign language users. However, to date only a few sign language 

corpora have been created and those that exist are still relatively small in size when 

compared to machine learning corpora used in the development of spoken and written 

language translation technology. For example, the recently published first version of 

Corpus FinSL2 (see [21]) – a state of the art corpus on Finnish Sign Language from the 

linguistic perspective – “only” has 107784 sign tokens produced by “only” 21 Finnish 

Sign Language users. The plan is to update this corpus in the future. Yet, due to the 

manual annotation work required this endeavour is extremely time consuming. Moreo-

ver, even the most updated version of Corpus FinSL would still be small from the ma-

chine learning perspective as the total number of Finnish Sign Language signers rec-

orded for the material is only 80. A similar situation is faced regarding other sign lan-

guage corpora. 

3.2 Recognition and Computer Vision – Depiction 

In terms of recognition and computer vision, challenges include depiction – the visual 

representation or enactment of linguistic content (e.g. [22], [23]). In the investigation 

of corpora of Western sign languages, it has been estimated ([24], [25]) that approxi-

mately 30 percent of sign tokens represent depictive content that cannot be unambigu-

ously translated even in the traditional sense (see Fig. 1). The percentage in itself re-

veals the situation. However, this is made even more confusing by an estimation that 

the group of 70 percent of non-depictive signs comprises only approximately 3000 lex-

eme types. If we consider all of this, from the point of view of the current Corpus FinSL 

data (see above) for instance, the end result is that we can perhaps fairly easily translate 

(in the traditional sense) approximately 75500 sign tokens with the help of 3000 lexeme 

types. Yet, more challenges will undoubtedly be encountered regarding the estimated 

33500 sign tokens that cannot be reduced into lexeme types. This is due to the uncon-

ventionality – or context dependence – of their form and semantic value. Another issue 

that needs to be considered is that depictive meanings are expressed not only with man-

ual signs (i.e. with hands) but also non-manually, with facial expressions, bodily pos-

tures and movements (e.g. [26]).  

 
2  http://urn.fi/urn:nbn:fi:lb-2019012321 
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Fig. 1. Examples of depictive signs and enactments that pose problems to all types of translation. 

Fig. 1 gives examples of four depicting expressions from Corpus FinSL. In (a.) the 

signer is depicting an ad hoc cylinder shape of an object which, depending on the con-

text could be translated, for example, as a ‘snowman’ or a ‘pile of rocks’. In (b.) the 

signer is producing an actual phrase ‘boy and dog turn and look around’. However, in 

another context this utterance could refer to some other characters and targets. In (c.) 

and (d.), the signer is using his whole body in order to enact the activity of a character 

in the story he is representing. The translation of these utterances depend on the context 

as well as on the (human) translators own world knowledge. 

To comprehend depiction in sign languages, it is also necessary to draw on the 

knowledge of deaf culture. Thus, genuine involvement with deaf communities is para-

mount in order to ascertain semantic value in conjunction with relevant syntactic de-

vices, interactions and relations. It is not sufficient to base sign recognition on speech 

recognition as this cannot deal with depictions that are uncommon or insignificant in 

speech. The same concept may have numerous depictions (see Fig. 1), yet annotation 

systems do not have standards and conventions to account for this. For example, in 

most sign language corpora (including Corpus FinSL), depicting units have been anno-

tated only with macro-level class notions such as a Size and Shape Specifier (Fig. 1a) 

or a Handling signs (Fig. 1d). This has been undertaken without any reference to the 

token level meanings of the units.  

The lack of valid and reliable, large-scale annotations creates obstacles for applying 

machine translation and natural language processing (NLP) techniques to sign lan-

guages. Annotations in the form of text are generally applied as input. However, this in 

itself skews the authenticity of sign language expression as often sign languages do not 

have a standard written form. On the other hand, using more technical transcription or 

notation methods such as HamNoSys or SignWriting is too time consuming. The con-

sequence of all this is that datasets are and will remain limited in terms of the number 

of samples and signers (not always reflecting the signing population).  

Finally, from the perspective of recognition and computer vision, generalization is 

difficult in relation to unseen factors in communication contexts. These unseen ele-

ments (important in depictions) include individuals and situations that inform the mean-

ing of what is being communicated. 
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3.3 On Modelling, NLP and Human-Computer/Technology Interaction 

Modeling and NLP are difficult in the sign language translation technology sense for 

several reasons. Two of these reasons can be understood as: a) structural complexity – 

most MT and NLP methods have been established for verbal and written languages; 

and b) annotations – as with depiction, annotations in modeling and NLP cause prob-

lems due to the absence of reliable, valid and mass annotations. Furthermore, due to the 

incompatibility between sign language and standard written forms of language tradi-

tional approaches to translation such as sign or speech to text present syntactic and 

semantic inadequacies. Yet, in addition to these linguistic challenges, there are also 

highly specialised considerations that need to be given to the interaction design of the 

translation systems and devices. 

Human Computer Interaction (HCI) is a constantly evolving area of design and 

scholarship that in its relatively short lifespan has revealed a myriad of issues, dimen-

sions, challenges and enablers. What must be remembered from the perspective of sign 

language translation technology development is that the language level of design and 

logic possesses one layer of issues, while the HCI, or Human Technology Interaction 

(HTI), dimension introduces a compelling list of other matters. These matters relate 

equally to the technology itself, as they do to users and indeed designers, environments 

and contexts within which they are utilised and experienced. From the experiential 

(emotional and psychological) perspective we may see the technology as possessing its 

own significance – projecting values, including or excluding populations on the basis 

of socio-economic conditions, education, accessibility etc., and posing other obstacles 

such as technophobia and social resistance. In terms of usability, the above mentioned 

examples of current sign language translation technologies, may be cumbersome. They 

may also be limited in terms of their allowance for naturalistic movement, confusing to 

operate (interface with), and distracting in terms of human-to-human social interaction. 

Functionality to a great extent taps into the challenges that have also been listed above 

– limited corpus and non-inclusion of unconventional signs. For these reasons we con-

sider co-design, or indeed co-engineering, with people from deaf cultures to be a critical 

component when considering effective and affective interaction design of sign language 

translation technologies. 

One specific challenge for developing user interfaces for assistive purposes, such as 

sign language translation, concerns how they are integrated into existing tools. Separate 

interfaces or applications are often challenging to maintain and develop further if they 

are not integrated into existing tools and applications. Even though there are some suc-

cess stories, such as how screen readers and speech synthesis technology in general has 

been integrated in both desktop and mobile user interfaces, most of the assistive tech-

nology solutions are still separate from the interfaces used by most of the users. In order 

to develop integrated interfaces compromises are often needed, which creates another 

challenge for end user requirements. Thus, finding a good balance between user re-

quirements and other factors is often challenging. 
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3.4 Co-Engineering, Participation and Culture 

While on the one hand there are current problems with the technological development 

on the linguistic and machine learning levels, much more consideration also must be 

given to the interaction design of the devices and their software. In fact, Korte, Potter 

and Nielsen [27] note the importance of including considerations for deaf culture, when 

attempting to engage in interaction design for people belonging to deaf culture. In their 

study with Deaf Australians, Korte et al. found that deaf, as with any culture, maintains 

its own conventions, customs, etiquette and linguistic differences. As with any other 

group of target users, particular cultural considerations need to be made a priority, as 

this subsequently affects not simply the willingness to adopt, engage with and sustain 

use of a device or application (e.g. [28], [29]), but also the integrity of the system and 

its relevance [30]. Understanding culture is not simply about understanding norms, but 

also understanding values [31]. When considering design for accessibility for instance, 

it is wrong to approach the development work and user involvement in terms of working 

with people with ‘special needs’. For, within the deaf culture, those with special needs 

are those who possess a health problem or condition other than that of no hearing [27].  

Customs and cultural cues affect the interaction design on a very practical level. For 

instance, in the case of Australian Deaf, a light touch on the arm is used to gain atten-

tion. When exceeding arms reach, a wave is also acceptable. Each interacting actor 

must wait until both have visual attention. If someone’s attention is diverted (gaze 

moves elsewhere), then the signing individual should stop and wait until their interac-

tion partner renews gaze on the signing [27]. Thus, while we understand that the ability 

for technology to detect, collect and translate continuous signing is ideal, there is also 

the need for understanding that continuous signing does not mean non-stop signing. 

Rather, it means communication in rhythms that are dependent on attention, attention 

seeking and waiting for social, intentional and visual cues. In other words, for instance, 

while the computer vision should capture all the meaningful communication gestures, 

it should not capture everything. 

The nature of these conventions, and indeed unfamiliarity to hearing communicators, 

means that the best communicators of sign, and particularly of sign with deaf children 

(as in Korte et al.’s study case [27]), are native deaf adults. This is an important impli-

cation for the interaction design of sign language translation technology, as the design-

ers themselves (or members of the design and development team) should preferably not 

only be fluent in sign, but also be members of the deaf cultural community itself. Native 

deaf adults are skilled at attracting and maintaining attention, particularly of other deaf 

individuals. These types of skills are highly valuable in the context of interaction de-

sign, as they afford cues for understanding how the logic of the interface and commu-

nication system should work. Furthermore, it should also be noted that deaf individuals 

and those who live with them (i.e., parents) have a heightened awareness of non-verbal 

communication that potentially may provide worthy insight in relation to understanding 

the unconventional gestures and signs mentioned above. 
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4 The Need for Automated Sign Language Translation? 

Despite the affordances provided by existing technology (Section 2), the challenges in 

developing a robust and cost-effective sign language translation tool are still great (Sec-

tion 3). In addition, we also need to ask ourselves one more important question: How 

needed is such tool in the first place? 

Let us imagine an international conference on Uralic and Baltic languages, organised 

by deaf linguists for an audience composed of deaf scientists and deaf laymen. Hearing 

researchers in their conferences would rely on English, German or Russian or another 

language shared by the colleagues of their discipline. Skilled interpreters would convey 

aloud the contents of keynotes and papers to the local audience. But at the “deaf-only 

conferences”, interpreters are needed solely for non-signers, i.e. “hearing” participants. 

No (electronic, mobile) dictionaries would otherwise be consulted during vivid corridor 

discussions or opening and closing events. Even if all attendees would come from dif-

ferent parts of the world, no electronic technology would be utilised. For a hearing 

linguist, this is an inconceivable scene. Regardless of their doubts, this linguistic mira-

cle is materialized every time deaf people who do not share each other’s native signed 

languages meet. Deaf people find a way of being able to communicate.  

In research literature, the aforementioned linguistic behaviour is called International 

Sign (IS) or cross-signing (see [32], [33]). It emerges from  “shared deaf cognition”, 

visual conceptualizations of the world, created by deaf people whose language is visual 

and gestural. It is full of elements containing visual cues, gestures, pointing and acting 

out in the tridimensional space around the signer. When abstract or concrete things are 

not present or visible, deaf signers animate and materialize them with their hands and 

body in this very space, be they mathematical or physical, cosmological or microbio-

logical entities or processes (see [34], [35]). 

It is widely assumed that the existing conventional sign languages have their origins 

in similar moments of interaction between deaf people. Due to their fairly long devel-

opmental history, most European sign languages (SL) nowadays are well-established 

independent languages (Swedish SL, British SL, French SL, Finnish SL, Estonian SL 

etc.). They contain a nationally agreed conventional lexicon, i.e., precise signs, both 

motivated and abstract, with well-defined semantic meanings (see Section 3). But as all 

signed languages are produced by visual articulators of the human body (i.e. hands, 

torso, head, mouth along with facial expressions), they are also able to convey more 

fluid, unfixed meanings, using iconic, pantomime-like segments, that have neverthe-

less, properties with a more or less determined meaning. It is these depicting elements 

that are constantly exploited by all established sign languages and all sign language 

users when, for instance, the local established lexicon is insufficient or non-existent in 

a determined context. For centuries, deaf people have also made use of the aforemen-

tioned pantomimic gestures in contexts or locations where a signed language has not 

been able to emerge or when people born deaf have not been able to acquire a conven-

tional sign language. In these contexts the signed expressions are called "home signs". 

The bi- and multilingualism of deaf sign language users with some spoken or written 

language should not be forgotten either. This use of majority language alongside sign 
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languages means, at least in modern Western cultures, that very often ad hoc commu-

nication between signers and non-signers could be organised simply with writing some 

shared language to paper or to a digital device such as a smartphone. There is no real 

need for an automated translation solution in this sense. For more complex communi-

cative situations, and for instance circumstances characterised by illiteracy as an exam-

ple, there is always the traditional interpreting service with human interpreters. As far 

as we can see, this is likely to remain the best way to translate between sign languages 

and spoken languages in many everyday contexts (doctors appointments, schools etc) 

for years to come. 

But developing automated translation technology for sign languages is not insignif-

icant either. Reasons for developing such technology can be classified into both con-

crete and ideological ones. An example of a very concrete motivation might be that 

which was set up by the EU web accessibility directive, related guidelines (WCAG) 

and national legislations that requires all web content to be accessible to all EU citizens. 

For spoken language users there already exists several speech to text translators which 

can produce either closed captioning or subtitling, for example, to videos including 

speech. This is not the case with sign language videos, which obviously creates a gap 

in accessibility to people not familiar with sign languages.  

On an ideological level, the desire to develop sign language translation technology 

can be argued to be of value in itself. Again, to use an analogy from the spoken language 

research, technology development has undeniably contributed to the deeper under-

standing of spoken languages and this dimension of progress should not be denied from 

sign languages. By understanding sign languages better in terms of translation technol-

ogy we will eventually gain a better understanding of human language in general. It is 

also possible to argue that by developing automated translation technology for sign 

languages we will also eventually leverage the status of sign languages. Sign languages 

are minority languages, even endangered ones, and paying attention to them in this way 

is likely to result in positive consequences on socio-political level at some point. 

5 Conclusion 

Delivering a universal tool for sign language translation that is robust and cost-effec-

tive, and that would operate between a large number of spoken languages and sign lan-

guages is still not realistic. It can also be asked if such a tool, or a smaller scale version, 

is even needed. However, we believe contributing to the improvement of sign language 

detection, processing and even translation to spoken languages in the future is some-

thing that should not be abandoned. However, the tasks in this should be assigned real-

istically, and should focus on all necessary aspects of sign languages and sign language 

users’ community, not only those we are accustomed to in the field of spoken language 

research and speech community. 

A feature we want to emphasize in particular is unconventionality. Full convention-

ality is not something that characterizes languages in general. Instead, all languages 

include utterances which do not belong to conventional types but are rather unconven-

tional manifestations that exist on a token level. These unconventional utterances are 

70



11 

used for depictive purposes and can thus refer to a variety of ad hoc meanings. It is only 

by taking non-conventional, depictive units into account that the development of auto-

mated sign language translation technologies can truly progress. Moreover, we believe 

that by focusing on these unconventional units, sign language translation technology 

development can eventually give something back to spoken language research as well. 

In the end, the development of automated sign language translation technology may 

require us to redefine what is considered as translation. In order for any translation to 

be feasible, the unconventional aspect of language needs to be taken into account. Even-

tually, this may mean for example, that manual, gestural and vocal depictions (depictive 

signs and gestures, and enactment) are accepted to be converted also into visualizations 

and images – and vice versa. 
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