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ABSTRACT This paper deals with the real-time implementation of a long-horizon finite control set model
predictive control (FCS-MPC) algorithm on an embedded system. The targeted application is a medium-
voltage drive system which means that operation at a very low switching frequency is needed so that the
switching power losses are kept relatively low. However, a small sampling interval is required to achieve
a fine granularity of switching, and thus ensure superior system performance. This renders the real-time
implementation of the controller challenging. To facilitate this, a high level synthesis (HLS) tool, which
synthesizes C++ code into VHDL, is employed to enable a higher level of abstraction and faster prototype
development of the real-time solver of the long-horizon FCS-MPC problem, namely the sphere decoder.
Experimental results based on a small-scale prototype, consisting of a three-level neutral point clamped
(NPC) inverter and an induction machine, confirm that the algorithm can be executed in real time within the
targeted control period of 25 μs.

INDEX TERMS Field programmable gate array, multilevel converters, model predictive control, variable
speed drive.

I. INTRODUCTION
The main control methods for drive systems are the field ori-
ented control (FOC) [1], and direct torque control (DTC) [2].
The former employs linear controllers to generate the modu-
lating signal which is subsequently fed into an explicit mod-
ulator stage. Due to the linear control principle, however, de-
coupling of the d- and q-axes is not fully achieved during tran-
sients, a phenomenon which becomes even more prominent as
the switching frequency decreases. As a result, the bandwidth
of FOC needs to be reduced, resulting in slower transient
responses. On the other hand, DTC can achieve excellent dy-
namic performance owing to its direct control principle, i.e., a
dedicated modulator does not exist, but rather the switching
signals are directly applied to the power converter. However,
high current distortions can be produced at steady-state op-
eration since the current is indirectly controlled by keeping

the electromagnetic torque and flux magnitude within given
bounds.

As a promising alternative to the aforementioned control
methods, model predictive control (MPC) [3] has gained con-
siderable attention in the field of power electronics in the past
decade [4]–[9]. As the name suggests, MPC uses a model of
the plant to predict its dynamics. Based on this prediction, the
optimal control sequence is chosen on the basis of a cost func-
tion that captures and quantifies the desired system behavior.
The most popular and widely used—at least in academia—
MPC-based variant is the so-called finite control set MPC
(FCS-MPC), i.e., a direct MPC strategy where the aim is
for the controlled variables to track their reference values by
directly manipulating the converter switches [10].

Employing FCS-MPC with long prediction horizons
significantly reduces the current distortion and notable
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improvements under steady-state operating conditions can
be achieved [11]. However, practical realization of real-time
MPC with long prediction horizons is not trivial. This is
due to the significant computational challenges arising from
the high number of candidate switching sequences since the
latter grows exponentially with the number of the horizon
steps [12].

This gives rise to the question of a suitable embedded
calculation platform that can handle the pronounced compu-
tational complexity within the typically very small sampling
intervals encountered in power electronics applications, which
are in the range of a few tens of microseconds. While the
list of candidates is long, including graphic processing units
(GPUs), digital signal processors (DSPs), field-programmable
gate arrays (FPGAs), microcontroller units (MCUs), and their
combinations, FPGAs seem to be the most promising control
platform owing to their ability to perform calculations in a
highly pipelined and parallelized manner [9]. In particular,
FPGA-based system-on-chips (SoCs), that combine the ad-
vantages of an FPGA with multiple processor cores in one
silicon chip, are frequently used in both academia [13], [14]
and industry [15].

To further mitigate the computational cost of long-horizon
FCS-MPC a dedicated branch-and-bound method—named
sphere decoder—tailored to the needs of power electronic
systems was discussed in [16]. In previous publications, the
sphere decoder was implemented on dSPACE systems [17]–
[19], with the limitations that either the sampling interval
is long (>100 μs) [17], [18], which reduces the switching
granularity [10], or a two-level inverter is considered [19],
implying that the number of the candidate solutions, and thus
the complexity of the control problem, are relatively small.

In contrast to these works, implementations of sphere de-
coder on an FPGA were presented in [20]–[22]. The tailored
VHDL implementation in [20] allowed for a sampling inter-
val of 25 μs for a three-level neutral point clamped (NPC)
inverter with an RL load, while in [21], a two-level inverter
connected to an RL load via an LC filter is investigated.
Both approaches, however, require significant effort in the
implementation stage, making its adaptation to other problems
a fairly laborious task. In [22], an induction machine (IM)
is used in an FPGA-in-the-loop simulation, which was not
verified experimentally, meaning that second-order effects of
a real-world setup, such as measurement and observer noise,
dc-link voltage ripple, dead-time of the inverter switches, sat-
uration of the machine’s magnetic material as well as space-
harmonics due to its construction, parameters variations, etc.,
are neglected in the performance verification.

Motivated by the above, this paper presents an efficient
real-time implementation of the sphere decoding algorithm,
employed to solve the long-horizon FCS-MPC problem for a
three-level NPC inverter driving an IM, as shown in Fig. 1.
To this aim, optimization techniques of the high level syn-
thesis (HLS) tool from Xilinx are utilized, which facilitate a
rapid implementation on the SoC. By adopting this alternative
strategy the targeted control frequency of 40 kHz is well

FIGURE 1. Three-level three-phase NPC voltage source inverter driving an
induction motor.

achieved during both steady-state and transient, as verified by
the presented experimental results acquired on a small-scale
prototype. Hence, as demonstrated in this paper, the proposed
implementation allows for a high granularity of switching,
which, in turn, results in favorable system performance.1

This paper is structured as follows. Section II introduces
the mathematical model of the case study used in this paper.
Section III derives the control problem underlying FCS-MPC
as a truncated integer least-squares (ILS) one. The discussed
MPC strategy and details on its proposed real-time implemen-
tation on an FPGA are presented and analyzed in Sections IV,
and V, respectively. In Section VI, the performance of the
algorithm is assessed experimentally. Conclusions are drawn
in Section VII.

II. CONTROL MODEL
The examined problem relates to the control of the stator
current of an IM connected to a three-level NPC inverter, as
depicted in Fig. 1. The dc-link voltage Vdc is assumed to be
constant, while the neutral point potential N is assumed to be
fixed and equal to zero. Based on the above, the mathematical
model of the chosen case study is derived in the sequel.

Using the stator current is and rotor flux ψr in the αβ-plane
as state, the dynamics of the IM are described by [24]2
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where Xs = Xls + Xm, Xr = Xlr + Xm, and Xm are the stator,
rotor and mutual reactances, respectively, with Xls being the
stator leakage reactance and Xlr that of the rotor. Moreover,

1Some preliminary results are presented in [14], [23].
2Variables ξabc = [ξa ξb ξc]T in the three-phase (abc) frame are trans-

formed into variables ξαβ = [ξα ξβ ]T in the stationary, orthogonal (αβ) frame
by employing a suitable transformation matrix K, i.e., ξabc = Kξαβ . In
the remainder of the paper, variables in the abc-frame are denoted by the
corresponding subscript, whereas the subscript is omitted for those in the
αβ-frame.
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τs = XrD/(RsX 2
r + RrX 2

m) is the transient stator time con-
stant, while τr = Xr/Rr the transient time constant of the
rotor winding, where Rs and Rr stand for the stator and rotor
resistance, respectively. Finally, the constant D is defined as
D = XsXr − X 2

m, and I is the identity matrix of appropriate
dimensions. Note that the rotor angular speed ωr is considered
to be a time-varying parameter.

Given that the inverter phase voltage can assume three
discrete values, namely, −Vdc/2, 0, and Vdc/2, depending
on the position of its switches, the three-phase switch posi-
tion is modeled as uabc = [ua ub uc]T , with ua, ub, uc ∈ U =
{−1, 0, 1} being the single-phase switch positions. Moreover,
by choosing the stator current is and rotor fluxψr in the αβ co-
ordinate system as state variables, i.e., x = [isα isβ ψrα ψrβ ]T ,
the stator current y = [isα isβ ]T as the system output, and the
three-phase switch position uabc as the system input, the fol-
lowing continuous-time state-space model is derived as

dx(t )

dt
= F x(t ) + G uabc(t ) (2a)

y(t ) = C x(t ) , (2b)

where the matrices F, G, and C are given in the appendix.
By using exact discretization, the discrete-time state-space

model of the drive becomes

x(k + 1) = Ax(k) + Buabc(k) (3a)

y(k) = Cx(k) (3b)

where

A = eFTs

B =
∫ Ts

0
eFτdτ G

with e being the matrix exponential, Ts the sampling interval,
and k ∈ N.

III. CONTROL PROBLEM FORMULATION
The control objective is to track the stator current reference
i∗s while operating the drive at a low switching frequency so
that the switching power losses are kept low. These goals are
mapped into a scalar via the cost function J , defined as

J (k) =
k+N−1∑
�=k

‖i∗s (�+ 1) − is(�+ 1)‖2
2 + λu‖
uabc(�)‖2

2 ,

(4)
where N denotes the prediction horizon steps and the term

uabc(�) = uabc(�) − uabc(�−1) penalizes the switching ef-
fort. The weighting factor λu > 0 is introduced to enable
operation on the trade-off between the tracking and control ef-
fort, thus enabling the adjustment of the switching frequency.
Function (4) needs to be minimized in real time to find the
sequence of switch positions

U (k) = [
uT

abc(k) uT
abc(k+1) . . . uT

abc(k+N−1)
]T ∈ U ,

(5)

with U ∈ UN ⊂ Z3 N and U = U3, that results in the desired
optimal system behavior.

By denoting the stator current sequence over the prediction
horizon as Is(k) = [iTs (k + 1) . . . iTs (k + N )]T and the stator
current reference trajectory correspondingly as I∗

s (k), (4) can
be written in vector form as

J (k) = ||�x(k) +ϒU (k) − I∗
s (k)||22

+ λu||SU (k) − Euabc(k − 1)||22, (6)

with the matrices �, ϒ, S, and E being defined in the ap-
pendix. After some algebraic manipulations, described in de-
tail in [16], (6) becomes3

J (k) ≈ (
U (k) + H−1�(k)

)T
H
(
U (k) + H−1�(k)

)
, (7)

where the Hessian matrix H and the time-varying term �(k)
are defined as

H = ϒTϒ + λuST S and (8)

�(k) = ϒT (�x(k) − I∗
s (k)

)− λuST Euabc(k − 1) . (9)

As shown in [16], function (7) can be written such that the
associated optimization problem is a truncated integer least-
squares (ILS) one, i.e.,

minimize ||Uunc(k) − VU (k)||22
subject to U (k) ∈ U .

(10)

The nonsingular, lower triangular matrix V ∈ R3 N×3 N is sys-
tem dependent and is known as the lattice generator matrix
that generates the discrete space (i.e., lattice) in which the so-
lution lies. It is calculated using the Cholesky decomposition
VV T = H . Moreover, Uunc(k) = VUunc(k), where Uunc(k) is
given by

Uunc(k) = −H−1�(k) , (11)

and it is the unconstrained solution, i.e., the solution that
minimizes (7) when relaxing the feasible set from U to R3 N .
The optimal integer solution Uopt(k) of (10) represents the
lattice point with the shortest Euclidean distance to Uunc(k).
The latter can be found in a computationally efficient manner
by employing a branch-and-bound algorithm, called sphere
decoder, as explained in the next section.

IV. SPHERE DECODING ALGORITHM
In the following the sphere decoding algorithm as discussed
in [16] is presented along with refinements that relate to its
real-time implementation.

A. PRINCIPLE OF THE SPHERE DECODER
According to its principle, a 3 N-dimensional hypersphere of
radius ρ centered at the unconstrained solution Uunc(k) is
computed. By doing so, only the candidate solutions inside
the sphere have to be evaluated. The goal of the optimizer is

3Note that there is a constant term in (7) which is omitted, since it is
independent of U (k) and therefore does not affect the optimal solution.
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to tighten the radius ρ incrementally until only the optimal
solution remains inside the sphere, whereas all other candi-
date solutions are excluded since they constitute suboptimal
options. The initial radius ρini should be chosen such that the
resulting sphere is as small as possible for the majority of
lattice points to be excluded a priori, but not too small so that
at least one lattice point is enclosed. To this end, two initial
radii are computed based on [25]

ρ(k) = ||Uunc(k) − VU (k)||2 . (12)

More specifically, the first option for the initial radius
ρbab(k) is calculated based on the so-called Babai estimate,
i.e., by rounding the unconstrained solution to its nearest
integer

Ubab(k) = �Uunc(k)� ∈ U . (13)

The second option, namely the radius ρedu(k), is computed
based on the educated guess U edu(k). The latter stems from
the previously calculated optimal solution Uopt(k − 1) shifted
by one time-step forward and repeating the last entry, as intro-
duced in (40) in [16], i.e.,

U edu(k)=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

03×3 I3 03×3 . . . 03×3

03×3 03×3 I3
. . .

...
...

. . .
. . . 03×3

03×3 . . . . . . 03×3 I3

03×3 . . . . . . 03×3 I3

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

Uopt(k − 1) .

(14)
Note that I and 0 in (14) are the identity and zero matrices
the dimensions of which are indicated by the corresponding
subscripts. Based on (12)–(14), the initial radius is chosen as
the minimum of the two options, i.e.,

ρini(k) = min{ρbab(k), ρedu(k)}, (15)

After having computed the initial radius ρini(k), the op-
timization process proceeds by evaluating the lattice points
inside the sphere to extract the optimal solution. The pseu-
docode of the search process is presented in Algorithm 1. As
shown, the sphere decoder traverses a search tree of 3 N levels
to find the optimal solution Uopt(k). To this aim, each node of
the tree (i.e., a new single-phase switch position) is explored
and the corresponding intermediate distance between the node
explored, i.e., the thus far assembled sequence of switch
positions, and Uunc(k) of appropriate dimensions is computed
(line 7 in Algorithm 1).

If this distance—calculated in Algorithm 2—is smaller than
the most recently updated upper bound ρ2—initially being
ρ2

ini(k)—then the algorithm proceeds by examining the node
at the next level of the tree, otherwise the remaining branch
is pruned. This procedure is repeated until the bottom level
(i.e., leaf node) of the tree is reached; at this point a tentative
solution Uopt(k) is found and the sphere is tightened (lines
9–13 in Algorithm 1). Lines 21 to 27 in Algorithm 1 enable the
sphere decoder to backtrack and visit unexplored nodes of the
search tree. Finally, to guarantee optimality, all other possible

Algorithm 1: Sphere Decoding Algorithm.

1: function SphDec(ρ2,Uunc)
2: j = 1 �search level
3: set each element in sp[3N] = −1
4: set each element in d[3N] = 0
5: for maximum number of iterations do
6: u j = sp j

7: d ′2 = DISTCALC(U , sp j, d2
j )

8: if d ′2 ≤ ρ2 then
9: if j = 3 N then �leaf node

10: BetterSolutionFound = true
11: Uopt = U
12: ρ2 = d ′2
13: sp j++
14: else �not a leaf node
15: j++ �increase level
16: d2

j = d ′2
17: end if
18: else �prune/explore sibling node
19: sp j++
20: end if
21: for q = 3 N downto 2 do
22: if spq > 1 then �backtracking
23: spq = −1
24: j = q − 1 �decrease level
25: sp j++
26: end if
27: end for
28: if sp1 > 1 then �search completed
29: OptimalSolutionFound = true
30: break
31: end if
32: end for
33: return Uopt

34: end Function

paths from the higher levels of the tree towards the bottom one
are being traversed until no better solution than the tentative
one exists. Once all nodes have been explored or pruned, a
certificate of optimality is provided (line 29 in Algorithm 1),
meaning that the optimal solution has been found.

Lastly, after the sphere decoder terminates, the calculated
sequence of switch positions is stored for reuse in the next
control cycle to calculate the switching effort 
uabc and the
educated guess U edu based on (13). According to the receding
horizon principle, the computed three-phase switch position
that corresponds to step k, i.e., uopt (k), is sent to the inverter.
For more details on the functionality of the sphere decoder the
interested reader is referred to [16] and [26].

B. STOPPING CRITERION: MAXIMUM NUMBER OF VISITED
NODES
Looking into the provided pseudocodes in more detail,
Algorithm 1 is identical to the one presented in [20] with two
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proposed modifications to ensure hard real-time compliance
and reduction of the computational complexity. First, due to
the non-deterministic number of nodes the sphere decoder has
to visit, a maximum number of iterations of the for loop is im-
posed in line 5 in Algorithm 1. This concept is similar to that
adopted in [25], where the stopping criterion is based on the
number of floating point operations (flops). In this work, an
upper limit of 130 nodes ensures that the execution time of the
sphere decoder does not violate the hard real-time requirement
of the control algorithm operating at 40 kHz. The aforemen-
tioned value for the upper limit of nodes is chosen based on the
simulated execution time of the implemented sphere decoding
algorithm in the targeted control platform. During the offline
tests the upper limit of nodes can be identified under different
scenarios, since this depends on several factors, such as the
system parameters, the available computational power, and
the available execution time, i.e., the control frequency.

As can be understood, the implementation of the upper
limit of nodes guarantees the termination of the search process
within the available time. Specifically, if the process termi-
nates before reaching the upper bound, optimality is ensured.
If, on the other hand, the algorithm does not conclude to a
solution before reaching this upper bound, the tentative so-
lution with the lowest associated cost is used. This can be
either the initial guess, or a better solution found in line 10
of Algorithm 1, implying that a possibly suboptimal choice is
applied to the inverter.

However, it should be pointed out that the degree of sub-
optimality depends not only on upper limit of nodes, but also
on the targeted switching frequency. This is due to the fact
that the switching frequency changes by varying λu. Since,
the entries of the lattice generator matrix V depend on λu, it is
implied that changes in λu (and thus the switching frequency)
affect the shape of the transformed search space. Specifically,
a more orthogonal search space (i.e., bigger values of λu)
enables a more effective search process. On the contrary,
smaller values of λu (i.e., operation at higher switching fre-
quencies) result in a search space that is very skewed, and
thus a slower search process. This is discussed in greater detail
in Sections V-C and VI-B. Finally, the upper limit, combined
with the prediction horizon N also affect the (sub)optimality
of the method. Since the minimum number of to-be-visited
nodes is 9 N (at least three sibling nodes per tree level), and
the search tree grows exponentially with an increasing N , the
probability for suboptimality also increases as N increases.

C. PARALLEL EVALUATION OF SIBLING NODES
The second proposed modification relates to the distance cal-
culation of each node, see Algorithm 2. One important obser-
vation of the search process is that once a node of a particular
level has been visited, all its sibling nodes will have to be
evaluated as well. However, due to the depth-first search order,
in most cases, the sibling nodes are visited at a later point in
the search process, e.g., after backtracking from a lower level.
Fig. 2 illustrates such a scenario, where the shaded nodes have

FIGURE 2. Snapshot of a search tree being explored. Nodes that are
shaded have been visited by the algorithm, whereas unshaded nodes
(i.e., the empty circles) have not been visited thus far. The light gray nodes
have not been visited, but their intermediate radii have been calculated
and stored in the look-up table �.

Algorithm 2: Distance Calculation.

1: function DistCalc(U , j, d2
j )

2: � ∈ R3 N×2 �static to store between calls
3: if u j = −1 then
4: δconst = uunc, j − V ( j,1:( j−1))U1:( j−1)

5: δ2
j |u j=−1 = (δconst + v( j, j) )2 + d2

j

6: δ2
j |u j=0 = δ2

const + d2
j

7: δ2
j |u j=+1 = (δconst − v( j, j) )2 + d2

j

8: return δ2
j |u j=−1

9: else if u j = 0 then
10: return δ2

j |u j=0

11: else �u j = +1
12: return δ2

j |u j=+1

13: end if
14: end Function

been evaluated by the algorithm and the thick path indicates
the currently explored node.

In line 4 of Algorithm 2, the term δconst is introduced, due to
the fact that the preceding switch positions U1:( j−1) are iden-
tical for all three sibling nodes, e.g., u1 = 0 in the illustration
of Fig. 2. For this reason, δconst is calculated only once when
a level is visited for the first time, i.e., when u j = −1. Lines
3 and 23 in Algorithm 1 ensure that the first visited node on
each of the j = 1, 2, . . . , 3 N levels is the node corresponding
to u j = −1.

Exploiting the ability of FPGAs to parallelize calcula-
tions allows the simultaneous computation of the intermediate
(squared) radii in lines 5-7 of Algorithm 2 without increasing
the execution time. Note that the result for u j = −1 is imme-
diately returned, while the other two radii are stored in the
static matrix � ∈ R3 N×2, with 3 N resembling the number of
levels in the search tree. This reduces every call of Dist-
Calc for u j �= −1 to a simple look-up table, thus reducing
its total execution time by two-thirds. Due to the fact that the
radius calculation is the step with the highest computational
complexity in Algorithm 1, this modification also significantly
decreases the total execution time of the sphere decoder. The
pre-calculated radii for not (yet) visited nodes are depicted in
light gray in Fig. 2.
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FIGURE 3. Flow chart of implementation steps using Vitis HLS.

V. FPGA IMPLEMENTATION
This section covers the details of the implementation of
the sphere decoding algorithm on an FPGA. Specifically,
Section V-A focuses on the high-level synthesis design flow
and motivates the use of the HLS tool in general. This is
followed by a brief description of the tool chain and the nec-
essary steps to synthesize a control algorithm for an FPGA, as
depicted in Fig. 3. In addition, some important aspects of the
HLS tool are introduced, aiming to support other engineers
in their first steps with the HLS tool. Following, Section V-B
describes how the synthesized intellectual property (IP) core
is embedded into the existing FPGA project. Moreover, im-
portant aspects that relate to the control system in question
are presented. Finally, the FPGA resources and timing of the
implemented design are analyzed in Section V-C.

A. HIGH-LEVEL SYNTHESIS
Instead of implementing the algorithm by writing VHDL
code, the Vitis HLS tool by Xilinx is used to synthesize C++
into VHDL. The motivation for this is that a high-level lan-
guage, i.e., C++, allows focusing on the functionality of the
algorithm and eases the implementation process. Thanks to
the higher level of abstraction, less code needs to be written,
functional verification is fast and, therefore, errors can be
detected at an early design stage [27]. Since the conversion
to VHDL is automated and reproducible, the overall imple-
mentation time can be drastically reduced [28].

The main steps of the implementation flow are depicted
in Fig. 3. The starting point of the discussed procedure is a
Matlab simulation from which the test vectors and expected
results for the test bench can be generated. In addition, a
closed-loop simulation can be easily set up in C++ with the
help of the Embedded Coder toolbox from Mathworks. In

doing so, Simulink models or m-scripts can be synthesized
into C or C++ in an automated manner.

With the Matlab simulation and test bench in place, the
next step is to write the application code, i.e., the control
algorithm, in C++ and validate its functionality using the test
bench. Once the functional test is successful, the application
code can be synthesized to VHDL. HLS generates several re-
ports that give detailed information about the expected timing
and resource usage of the implemented design, taking into
consideration the Xilinx chip family and the clock frequency
that is used. In addition, the initial test bench is also used
for a functional test of the synthesized VHDL code in the
C++/RTL cosimulation. The reports, in combination with the
results of the cosimulation, allow the developer to make a
more educated decision about the next step, namely whether
to iterate the design, or proceed to the next step. In case of
the latter, then exporting the algorithm as an IP core and
integrating it into the existing FPGA design follows. These
steps are summarized in Fig. 3.

In the following, the behavior of the synthesizer is de-
scribed in more detail, since it is the crucial part of the de-
sign flow and its behavior can be modified using directives,
i.e., pragmas. The goal is to introduce the key concepts that
are relevant for control applications.

For instance, one important design decision is how the
interfaces of the function are implemented in hardware,
which can be adjusted using #pragma HLS interface
<mode> port=<name>, with <name> referring to the
variable name and <mode> to the interface type. With
ap_none, the interface can be mapped to data ports in the
FPGA and with s_axilite to the processor via an ad-
vanced extensible interface (AXI) lite interface.

Another important aspect is the optimization directives re-
garding loops, especially when implementing matrix manipu-
lations (which, in most cases, are realized as nested for-loops).
The pipelining directive reduces the initiation interval of a
loop by allowing the concurrent execution of operations, i.e.,
each loop iteration does not have to be fully completed before
the next iteration call can start. This means that a pipelined
function or loop can process new inputs at every nth clock
cycle, with n ∈ N+.

A relevant procedure to pipelining loops is the implemen-
tation of arrays. The default behavior of HLS is to realize
them using block memory (BRAM). However, BRAM has
at most two access ports, and as a result only two entries of
the array can be read or written within one clock cycle. To
avoid this bottleneck, e.g., when accessing multiple entries of
a matrix within a pipelined loop, the #pragma HLS AR-
RAY_PARTITION can be useful to force the synthesizer to
partition the array into smaller blocks or individual registers.

Further, it is worth mentioning that HLS offers the pos-
sibility to synthesize floating-point variables and all associ-
ated mathematical operations. This is handy for lightweight
algorithms, or quick test runs to move quickly from simula-
tion to hardware. However, it is necessary to understand that
floating-point operations require more resources, and, more
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FIGURE 4. Block diagram of the experimental setup including the execution time of each block.

importantly, clock cycles than their fixed-point counterparts.
Considering this, the fixed-point library of HLS, included in
ap_fixed.h, can be utilized. This offers a simple interface
to define new data types of arbitrary bit length and fractional
bits. For example, ap_fixed<12, 4> creates a signed
12-bit data type with 4 integer bits (including the sign-bit) and
8 fractional bits. In addition, HLS guarantees a bit-accurate
C++ simulation model, thus it can accurately match the be-
havior of the synthesized VHDL code. Hence, by employing
such an approach, the transition from floating-point to fixed-
point variables can be greatly simplified.

Finally, on a more general note, there is a trade-off between
FPGA resources and the execution time of the algorithm.
However, due to the small time constants in power electronics
and the hard real-time requirements in control applications,
the execution time is often the constraint that is more diffi-
cult to fulfill. Therefore, the aforementioned loop pipelining
and fixed-point library are useful concepts that facilitate—and
eventually enable—the reduction of the execution time and,
thus, realization of computational complex algorithms on an
FPGA.

B. CONTROL SYSTEM
The sphere decoder is implemented on the open-source con-
trol platform UltraZohm4 [14], [29] which utilizes a Xilinx
Zynq UltraScale+ 9EG as processing unit. The UltraScale+
combines a fairly large FPGA and multiple ARM processors,
also referred to as processing system (PS), on the same silicon
chip allowing an optimized distribution of tasks on the hetero-
geneous platform. To achieve the sampling interval Ts = 25μs
and horizon length of N = 3 steps, the current control loop is
implemented exclusively on the FPGA, while the ARM cores
are utilized for initialization, supervision, and data logging.
A block diagram of the FPGA implementation of the current
control loop is shown in Fig. 4.

The FPGA blocks are initialized by the PS via the AXI.
Since the system parameters and relevant matrices, e.g., �

and ϒ (defined in the appendix), are assumed to be time
invariant they are computed on the PS whenever necessary,
e.g., when λu is updated. The matrices can be updated online,
while the drive is operating in closed-loop. Since, however,
the calculation of the matrices takes longer than one control
cycle, the update rate is approximately one order of magnitude
slower than the control frequency. At each time step the stator

4For more technical details, please refer to www.ultrazohm.com

currents is,abc(t ) are sampled and the rotor speed ωr is cal-
culated from the feedback of the incremental encoder. Based
on these measurements, the state x(k−1) is observed, and the
time delay introduced by the digital nature of the controller is
compensated for using (3), so that x(k) is acquired. With the
current state x(k), the reference trajectory I∗

s (k), i.e., the val-
ues of the reference current within the prediction horizon, is
computed. With this information, the unconstrained solution
Uunc(k) is calculated on the FPGA with (10) and (12). Lastly,
the squared initial radius ρ2

ini(k) for the sphere decoder is de-
termined based on (13), and by subsequently evaluating (16).

C. RESOURCE AND TIMING ANALYSIS
Table I summarizes the resource utilization, timing, and arith-
metic logic for each block of the FPGA implementation de-
picted in Fig. 4. Since the calculation blocks of the uncon-
strained solution, initial radius, and sphere decoding share the
system-dependent matrices, they are implemented as one IP
core and are therefore lumped together in Table I as “FCS-
MPC algorithm”. In addition, the total resources required to
implement the design, as well as the utilization of the total
resources available on the chip are stated, suggesting that it
would also be possible to run the implementation on a smaller
FPGA with less resources. The timing utilization in % (see
the last row of Table I) refers to the execution time of the
total control period of 25 μs, indicating that either the con-
trol period, the prediction horizon, or both could be further
increased. Note that the observer, delay compensation, and
reference calculation blocks are implemented in floating-point
arithmetic, while the remaining part of the predictive con-
troller is realized in fixed-point logic. This choice is based on
the trade-off between improved timing, and resources usage
for fixed point and ease of implementation for floating-point
logic.

Fig. 5 shows the histogram for the number of visited nodes
required for the sphere decoder to find the optimal solu-
tion during steady-state operation at a switching frequency
of 300 Hz. In 85% of the occurrences, the sphere decoder
requires only the minimum number of possible nodes, i.e., 27,
to guarantee the optimal solution. For further analysis, the
mean, 99th percentile and maximum number of nodes are
highlighted in Fig. 5. It is important to note that the maximum
number of nodes (i.e. 93) is less than the maximum number
of allowed search iterations, i.e., 130, introduced to ensure
the hard real-time compliance. This implies, that the optimal
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TABLE I. FPGA Resource Utilization of Look-Up Tables (LUTs), Flip-Flops (FFs), Block Memory (BRAM), and Digital Signal Processing (DSP) Slices for a
Xilinx Zynq UltraScale+ 9EG Device [29]

FIGURE 5. Histogram of visited nodes at 300 Hz switching frequency.

FIGURE 6. Histogram of execution time of pre-calculations and the
FCS-MPC algorithm at 300 Hz switching frequency.

solution is always found in steady-state operation and the
proposed modifications do not introduce any suboptimality.

Fig. 6 displays the corresponding histogram of the execu-
tion time for the entire control algorithm, including all blocks
that are listed in Table I during steady-state operation at the
same switching frequency as before, i.e., 300 Hz. As can be
observed, the execution time varies between 5.4 and 12.5 μs
due to the heuristic (i.e., non-deterministic) nature of the
sphere decoder tree search. Regardless of this, the mean ex-
ecution time is 5.52 μs, while the 99th percentile is 6.97 μs,
i.e., significantly less than the chosen Ts of 25 μs.

A second scenario is investigated in similar fashion in
Figs. 7 and 8 at the switching frequency of 1200 Hz. In this
case, the weighting factor λu is chosen smaller, and therefore
the penalization of the changes in the switch positions is
smaller. Because of this, the generated search space is more
skewed, as explained in [16] and [30]. This implies that the

FIGURE 7. Histogram of visited nodes at 1200 Hz switching frequency.

FIGURE 8. Histogram of execution time of pre-calculations and the
FCS-MPC algorithm at 1200 Hz switching frequency.

FIGURE 9. Block diagram of experimental setup.

TABLE II. Rated Values of the Induction Machine
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FIGURE 10. Experimental results during steady-state operation with horizon N = 3 and fsw = 300 Hz.

TABLE III. Parameters of the Drive System

search process is less efficient, leading to a less effective
pruning of the search tree branches, and thus to higher exe-
cution times. This effect is clearly visible in both histograms,
as they are more spread out. In only 37% of the cases, the
sphere decoder requires visiting the minimum number of
nodes, i.e., 27, to guarantee the optimal solution, as depicted
in Fig. 7. It is important to note that in 0.043% of the cases,
the number of visited nodes reaches the maximum number of
allowed search iterations. As a result, the algorithm terminates
before finding the certificate of optimality, thus introducing
the possibility of applying a suboptimal solution.

A similar trend can be observed for the execution time in
Fig. 8, where the mean execution time increases to 7.03 μs,
while the 99th percentile is 13.92 μs. The maximum lies at
19.48μs, i.e., still less than the chosen Ts of 25μs, guarantee-
ing hard real-time capabilities despite searching the maximum
number of nodes. Hence, the effectiveness of the chosen upper
bound of 130 nodes is clearly demonstrated in this figure.

VI. EXPERIMENTAL RESULTS
For the presented results, a low-voltage (LV) drive shown
in Fig. 1 is considered and both steady-state and transient
performance at rated speed are investigated. A block diagram
of the experimental setup is provided in Fig. 9, while the rated
parameters as well as those of the drive system are listed in
Tables II and III, respectively. Note that the per unit (p.u.)
value of the total leakage inductance of the IM is 0.142. The
dc-link voltage is realized by two independent power supplies;
one across each of the top and bottom capacitors ensuring a
fixed neutral point potential with minimum fluctuations. The
load machine operates in constant-speed mode, while both

inverters (i.e., the one driving the controlled machine and
the one the load machine) share the same dc-link voltage,
so that only the losses are supplied by the power supplies.
Regarding the controller parameters, as mentioned before, the
sampling interval is Ts = 25 μs and a three-step prediction
horizon (N = 3) is realized. Finally, all results are shown in
the p.u. system.

A. TIME-DOMAIN ANALYSIS
The weighting factor λu is tuned such that an average device
switching fsw = 300 Hz results in all cases examined in this
subsection. The steady-state performance of the controller is
shown in Fig. 10. For the depicted scenario, the torque ref-
erence is kept constant and equal to 1 p.u. As can be seen
in Fig. 10(a), the implemented MPC algorithm achieves a
good current reference tracking, resulting in a stator current
total harmonic distortion (THD) of 7.1%. The corresponding
current spectrum is depicted in Fig. 10(c). Considering the
relatively low value of the total leakage reactance and the
low switching frequency, such a THD value is reasonably
good. This performance is achieved thanks to the three-step
horizon that enables the algorithm to make better educated
decisions. Moreover, the adopted low sampling interval re-
sults in a high granularity of switching, since the ratio of
sampling-to-switching frequency is greater than 100. As dis-
cussed in [10], such a high ratio leads to favorable operation
of the power electronic system when controlled by FCS-MPC,
as also verified in this work. Finally, it is noteworthy that, as
mentioned in the previous section, the sphere decoder always
finds the optimal solution despite the upper bound on the
nodes allowed to be explored. Hence, the depicted behavior
is indeed the optimal.

With regard to the dynamic behavior of the drive, this is
shown in Figs. 11 and 12. Specifically, Fig. 11 shows the
drive behavior in a step-up change in the torque reference
(translated into current reference change), while Fig. 12 de-
picts the dynamic performance when the torque reference is
changed in a step-down manner. As can be seen, thanks to the
inherent fast dynamics of direct control, MPC exhibits excel-
lent behavior during transients with as short a settling time as
possible, during both examined scenarios. Nonetheless, it is
worth mentioning that in some cases the maximum number
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FIGURE 11. Experimental results for a torque reference step-up change from 0 to 1 p.u.

FIGURE 12. Experimental results for a torque reference step-down change from 1 to 0 p.u..

of allowed nodes was reached, meaning that suboptimal solu-
tions were occasionally applied during the transient phenom-
ena. However, this did not detract from the controller since it
still managed to exhibit very fast responses. If such occasional
suboptimality was to pose any problems, then alternative and
more elaborate techniques could be adopted, such as the one
described in [31].

B. TRADE-OFF CURVE AND OPTIMALITY
To further assess the performance of the controller and pro-
vide a deeper insight, the weighting factor λu is varied over
a wide range of possible values, while keeping the nominal
torque reference equal to 1 p.u. In doing so, a different switch-
ing frequency results for each value of λu, and, consequently,
a different value for the current THD. By collecting all these
individual experiments, the trade-off curve depicted in Fig. 13
results. Moreover, for comparison purposes, the same line
of experiments was performed for FCS-MPC with one-step
(N = 1) prediction horizon, and the results are shown in the
same figure. From this figure, it is evident that the increased
prediction horizon results in an improved performance. For
example, at a switching frequency of fsw = 350 Hz the cur-
rent THD produced with one-step FCS-MPC is 8.9%, whereas
that of the three-step FCS-MPC is 6.3%. Hence, extending
the prediction horizon, the current THD can be reduced by
about 30%, implying significant reduction in the copper and
iron—and eventually thermal—losses.

FIGURE 13. Trade-off between the stator current THD and the switching
frequency for one-step (N = 1), and three-step (N = 3) FCS-MPC with
sampling interval Ts = 25 μμs. The individual experiments are indicated by
(blue) asterisks and (red) circles for FCS-MPC with N = 1 and N = 3,
respectively.

As mentioned in Section V-C, when the weighting factor
changes the search space of the underlying optimization prob-
lem is affected. Specifically, a smaller λu results in a more
skewed search space, and therefore less effective search pro-
cess. This effect is visualized in Fig. 14, where the number
of cases (i.e., individual experiments) is shown for which
the maximum number of searched nodes has been reached.
As can be observed, optimality is guaranteed for switching
frequencies of up to 1.1 kHz, whereas for higher frequencies
suboptimal solutions might be realized. However, it needs to
be stressed that even though the upper limit on the allowable
nodes has been reached in the said occasions, this does not
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FIGURE 14. Possibility of a suboptimal solution for the achievable range
of switching frequencies.

necessarily mean that a suboptimal solution is implemented.
It is likely that the controller concludes to the optimal solution,
but there is merely not enough time to obtain the certificate of
optimality.

VII. CONCLUSION
This paper presented a computationally efficient real-time
implementation of long-horizon FCS-MPC on an FPGA.
Modifications in the sphere decoder that significantly reduce
the computation time were presented. Experimental results
showed the effectiveness of the algorithm based on a test
case of a three-level NPC inverter driving an IM. As shown,
thanks to the proposed refinements, and for the considered
system, a prediction horizon of three steps with a maximum
execution time of 20 μs were achieved while guaranteeing op-
timality during steady-state operation for switching frequen-
cies lower than 1 kHz, i.e., frequencies that are of interest
when medium-voltage drives are of interest. Hence, an as
low control frequency as 40 kHz could be easily achieved,
ensuring high granularity of switching, and, thus, favorable
system performance.

APPENDIX
The system matrices in (2) are

C =

⎡
⎢⎢⎢⎣

1 0

0 1

0 0

0 0

⎤
⎥⎥⎥⎦

T

, F =

⎡
⎢⎢⎢⎢⎣

− 1
τs

0 Xm
τrD ωr

Xm
D

0 − 1
τs

−ωr
Xm
D

Xm
τrD

Xm
τr

0 − 1
τr

−ωr

0 Xm
τr

ωr − 1
τr

⎤
⎥⎥⎥⎥⎦,

G = Xr

D

Vdc

2

⎡
⎢⎢⎢⎣

1 0

0 1

0 0

0 0

⎤
⎥⎥⎥⎦K, K = 2

3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]
.

The matrices in function (7) are

�=

⎡
⎢⎢⎢⎢⎣

CA

CA2

...

CAN

⎤
⎥⎥⎥⎥⎦, ϒ=

⎡
⎢⎢⎢⎢⎣

CB 02×2 . . . 02×2

CAB CB . . . 02×2
...

...
...

CAN−1B CAN−2B . . . CB

⎤
⎥⎥⎥⎥⎦

E =

⎡
⎢⎢⎢⎢⎣

I3

03×3
...

03×3

⎤
⎥⎥⎥⎥⎦, S =

⎡
⎢⎢⎢⎢⎢⎢⎣

I3 03×3 . . . 03×3

−I3 I3 . . . 03×3

03×3 −I3 . . . 03×3
...

...
...

03×3 03×3 . . . I3

⎤
⎥⎥⎥⎥⎥⎥⎦
.

REFERENCES
[1] D. W. Novotny and T. A. Lipo, Vector Control and Dynamics of Ac

Drives. Oxford, U.K.: Oxford Univ. Press, 1996.
[2] I. Takahashi and T. Noguchi, “A new quick-response and high-

efficiency control strategy of an induction motor,” IEEE Trans. Ind.
Appl., vol. IA-22, no. 5, pp. 820–827, Sep. 1986.

[3] J. B. Rawlings and D. Q. Mayne, Model Predictive Control: Theory and
Design. Madison, WI: Nob Hill, 2009.

[4] J. Rodríguez et al., “Predictive current control of a voltage source
inverter,” IEEE Trans. Ind. Electron., vol. 54, no. 1, pp. 495–503,
Feb. 2007.

[5] P. Cortés, M. P. Kazmierkowski, R. M. Kennel, D. E. Quevedo, and J.
Rodríguez, “Predictive control in power electronics and drives,” IEEE
Trans. Ind. Electron., vol. 55, no. 12, pp. 4312–4324, Dec. 2008.

[6] J. Rodríguez et al., “State of the art of finite control set model predictive
control in power electronics,” IEEE Trans. Ind. Informat., vol. 9, no. 2,
pp. 1003–1016, May 2013.

[7] S. Kouro, M. A. Perez, J. Rodríguez, A. M. Llor, and H. A. Young,
“Model predictive control: MPC’s role in the evolution of power elec-
tronics,” IEEE Ind. Electron. Mag., vol. 9, no. 4, pp. 8–21, Dec. 2015.

[8] S. Vazquez, J. Rodríguez, M. Rivera, L. G. Franquelo, and M. No-
rambuena, “Model predictive control for power converters and drives:
Advances and trends,” IEEE Trans. Ind. Electron., vol. 64, no. 2,
pp. 935–947, Feb. 2017.

[9] P. Karamanakos, E. Liegmann, T. Geyer, and R. Kennel, “Model pre-
dictive control of power electronic systems: Methods, results, and chal-
lenges,” IEEE Open J. Ind. Appl., vol. 1, pp. 95–114, Nov. 2020.

[10] P. Karamanakos and T. Geyer, “Guidelines for the design of finite
control set model predictive controllers,” IEEE Trans. Power Electron.,
vol. 35, no. 7, pp. 7434–7450, Jul. 2020.

[11] T. Geyer, P. Karamanakos, and R. Kennel, “On the benefit of long-
horizon direct model predictive control for drives with LC filters,” in
Proc. IEEE Energy Convers. Congr. Expo., Pittsburgh, PA, USA, 2014,
pp. 3520–3527.

[12] P. Karamanakos, T. Geyer, N. Oikonomou, F. D. Kieferndorf, and S.
Manias, “Direct model predictive control: A review of strategies that
achieve long prediction intervals for power electronics,” IEEE Ind.
Electron. Mag., vol. 8, no. 1, pp. 32–43, Mar. 2014.

[13] A. Galassini, G. Lo Calzo, A. Formentini, C. Gerada, P. Zanchetta,
and A. Costabeber, “uCube: Control platform for power electronics,” in
Proc. IEEE Workshop Elect. Mach. Des. Control Diagn., Nottingham,
U.K., 2017, pp. 216–221.

[14] E. Liegmann, T. Schindler, P. Karamanakos, A. Dietz, and R. Kennel,
“UltraZohm-An open-source rapid control prototyping platform for
power electronic systems,” in Proc. Int. Aegean Conf. Elect. Mach.
Power Electron. Int. Conf. Optim. Elect. Electron. Equip”, Brasov,
Romania, Sep. 2021, pp. 445–450.

[15] A. Rueetschi, P. Syrpas, B. Flak, K. Tomzik, and P. Steimer,
“Heterogeneous control platform design for power conversion sys-
tems,” IEEE Trans. Ind. Informat., pp. 1–11, 2021, Early Access,
doi: 10.1109/TII.2021.3104285.

[16] T. Geyer and D. E. Quevedo, “Multistep finite control set model pre-
dictive control for power electronics,” IEEE Trans. Power Electron.,
vol. 29, no. 12, pp. 6836–6846, Dec. 2014.

[17] R. Baidya, R. P. Aguilera, P. Acuña, S. Vasquez, and H. d. T. Mouton,
“Multistep model predictive control for cascaded h-bridge inverters-
formulation and analysis,” IEEE Trans. Power Electron., vol. 33, no. 1,
pp. 876–886, Jan. 2018.

[18] P. Acuña, C. Rojas, R. Baidya, R. P. Aguilera, and J. Fletcher, “On
the impact of transients on multistep model predictive control for
medium-voltage drives,” IEEE Trans. Power Electron., vol. 34, no. 9,
pp. 8342–8355, Sep. 2019.

VOLUME 3, 2022 11

https://dx.doi.org/10.1109/TII.2021.3104285


LIEGMANN ET AL.: REAL-TIME IMPLEMENTATION OF LONG-HORIZON DIRECT MODEL PREDICTIVE CONTROL ON AN EMBEDDED SYSTEM

[19] A. Andersson and T. Thiringer, “Assessment of an improved finite con-
trol set model predictive current controller for automotive propulsion
applications,” IEEE Trans. Ind. Electron., vol. 67, no. 1, pp. 91–100,
Jan. 2020.

[20] M. Dorfling, H. Mouton, T. Geyer, and P. Karamanakos, “Long-horizon
finite-control-set model predictive control with non-recursive sphere
decoding on an FPGA,” IEEE Trans. Power Electron., vol. 35, no. 7,
pp. 7520–7531, Jul. 2020.

[21] E. Zafra, S. Vazquez, A. Marquez Alcaide, L. G. Franquelo, J. I. Leon,
and E. Perez Martin, “K-best sphere decoding algorithm for long pre-
diction horizon FCS-MPC,” IEEE Trans. Ind. Electron., pp. 1–11, 2021,
Early Access, doi: 10.1109/TIE.2021.3104600.

[22] S. A. Bin Khalid, E. Liegmann, P. Karamanakos, and R. Kennel, “High-
level synthesis of a long horizon model predictive control algorithm for
an FPGA,” in Proc. Int. Exhib. Conf. Power Electron. Intell. Motion,
Renew. Energy Energy Manag., 2020, pp. 1544–1551.

[23] E. Liegmann, P. Karamanakos, and R. Kennel, “Implementation of
a long-horizon model predictive control algorithm on an embedded
system,” in Proc. Eur. Power Electron. Conf., Ghent, Belgium, 2021,
pp. P.1–P.10.

[24] J. Holtz, “The representation of ac machine dynamics by complex signal
flow graphs,” IEEE Trans. Ind. Electron., vol. 42, no. 3, pp. 263–271,
Jun. 1995.

[25] P. Karamanakos, T. Geyer, and R. Kennel, “Suboptimal search strategies
with bounded computational complexity to solve long-horizon direct
model predictive control problems,” in Proc. IEEE Energy Convers.
Congr. Expo., Montreal, QC, Canada, 2015, pp. 334–341.

[26] T. Geyer, Model Predictive Control of High Power Converters and
Industrial Drives. Hoboken, NJ: Wiley, 2016.

[27] J. Caba, F., Rincón, J. Barba, J. De La Torre, J. Dondo, and J. C. López,
“Towards test-driven development for FPGA-based modules across ab-
straction levels,” IEEE Access, vol. 9, pp. 31 581–31 594, Feb. 2021.

[28] J. Cong, B. Liu, S. Neuendorffer, J. Noguera, K. Vissers, and Z. Zhang,
“High-level synthesis for FPGAs: From prototyping to deployment,”
IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst., vol. 30, no. 4,
pp. 473–491, Mar. 2011.

[29] S. Wendel et al., “UltraZohm-A powerful real-time computation plat-
form for MPC and multi-level inverters,” in Proc. WorkshopPred. Con-
trol Elect. Drives Power Electron., 2019, pp. 1–6.

[30] P. Karamanakos, T. Geyer, and R. Kennel, “A computationally efficient
model predictive control strategy for linear systems with integer inputs,”
IEEE Trans. Control Syst. Technol., vol. 24, no. 4, pp. 1463–1471,
Jul. 2016.

[31] P. Karamanakos, T. Geyer, and R. P. Aguilera, “Long-horizon di-
rect model predictive control: Modified sphere decoding for transient
operation,” IEEE Trans. Ind. Appl., vol. 54, no. 6, pp. 6060–6070,
Nov./Dec. 2018.

EYKE LIEGMANN (Student Member, IEEE) re-
ceived the B.Sc. and M.Sc. degrees in electrical
power engineering from RWTH Aachen Univer-
sity, Aachen, Germany, in 2013 and 2016, respec-
tively. He is currently working toward the Dr.-
Ing. degree with the Technical University of Mu-
nich, Munich, Germany.

In 2014, he was an intern with ABB Corporate
Research, Västerås, Sweden. From 2015 to 2016,
he was with the Institute for Automation of Com-
plex Power Systems, RWTH Aachen University.

In 2018, he was Visiting Ph.D. Student with Stellenbosch University, Stel-
lenbosch, South Africa. In 2019, he visited Tampere University, Tampere,
Finland. His research interests include model predictive control of electrical
drive systems and the real-time implementation of control algorithms on
embedded systems.

Mr. Liegmann was the recipient of the Best Exhibition Award at the 2016
Power and Energy Student Summit and the 2019 Best Student Paper Award at
the 2019 IEEE International Symposium on Predictive Control of Electrical
Drives and Power Electronics.

PETROS KARAMANAKOS (Senior Member,
IEEE) received the Diploma and the Ph.D. degrees
in electrical and computer engineering from the
National Technical University of Athens (NTUA),
Athens, Greece, in 2007 and 2013, respectively.

From 2010 to 2011, he was with the ABB Cor-
porate Research Center, Baden-Dättwil, Switzer-
land, where he worked on model predictive con-
trol strategies for medium-voltage drives. From
2013 to 2016, he was a Postdoc Research Asso-
ciate with the Chair of Electrical Drive Systems

and Power Electronics, Technische Universität München, Munich, Germany.
Since September 2016, he has been an Assistant Professor with the Faculty of
Information Technology and Communication Sciences, Tampere University,
Tampere, Finland. His main research interests include the intersection of
optimal control, mathematical programming and power electronics, includ-
ing model predictive control and optimal modulation for power electronic
converters and AC variable speed drives.

Dr. Karamanakos was the recipient of the 2014 Third Best Paper Award of
the IEEE TRANSACTIONS ON INDUSTRY APPLICATIONS and two Prize Paper
Awards at conferences. He is an Associate Editor for the IEEE TRANSAC-
TIONS ON INDUSTRY APPLICATIONS and IEEE OPEN JOURNAL OF INDUSTRY

APPLICATIONS.

RALPH KENNEL (Senior Member, IEEE) re-
ceived the Diploma and Dr.-Ing. (Ph.D.) degrees
from the University of Kaiserslautern, Kaiser-
slautern, Germany, in 1979 and 1984, respectively,
and the Doctoral degree (honoris causa) from Uni-
versitatea Stefan cel Mare, Suceava, Romania, in
2018.

From 1983 to 1999, he worked on several posi-
tions with Robert BOSCH GmbH, Germany. Until
1997, he was responsible for the development of
servo drives. He was one of the main supporters

of VECON and SERCOS interface, two multicompany development projects
for a microcontroller and a digital interface especially dedicated to servo
drives. Furthermore, he actively took part in the definition and release of
new standards with respect to CE marking for servo drives. Between 1997
and 1999, he was responsible for Advanced and Product Development of
Fractional Horsepower Motors in automotive applications. His main activity
was preparing the introduction of brushless drive concepts to the automotive
market. From 1994 to 1999, he was appointed as a Visiting Professor with
Newcastle University, Newcastle-upon-Tyne, U.K. From 1999 to 2008, he
was a Professor of electrical machines and drives with Wuppertal University,
Wuppertal, Germany. Since 2008, he has been a Professor of electrical drive
systems and power electronics with Technische Universtät München, Munich,
Germany. His main research interests include sensorless control of ac drives,
predictive control of power electronics, and hardware-in-the-loop systems.

Dr. Kennel is a Fellow of IET (former IEE) and a Chartered Engineer
in the U.K. Within IEEE, he is Treasurer of the Germany Section and also
a Distinguished Lecturer of the Power Electronics Society (IEEE-PELS).
Dr. Kennel was the recipient of the 2013 the Harry Owen Distinguished
Service Award from IEEE-PELS, the EPE Association Distinguished Ser-
vice Award in 2015, and the 2019 EPE Outstanding Achievement Award.
Dr. Kennel was appointed as an Extraordinary Professor with the University
of Stellenbosch (South Africa) from 2016 to 2019 and as a Visiting Professor
with the Haixi Institute, Chinese Academy of Sciences from 2016 to 2021.

12 VOLUME 3, 2022

https://dx.doi.org/10.1109/TIE.2021.3104600


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


