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Abstract 
 

One novel technique for identifying the writer of an 
online handwritten document is proposed. This 
technique makes use of a character prototype 
distribution to model the specific allographs 1used by a 
given writer. In this paper, we propose to extend and 
improve upon this newly established methodology [1] 
by making use of a stochastic nearest neighbor 
algorithm to estimate the character prototype 
distribution. The proposed method is text independent 
and relies on the automatic segmentation of the 
handwritten text at the character level. Our results 
show that this approach attained a writer 
identification rate of 99.2% when a reference database 
of 120 writers is used. Experiments related to the effect 
of the length of text of the document on the 
performance of the writer identification system are 
also reported. 

 
 
1. Introduction 
 

With the advent of pen-input devices such as Tablet 
PC and personal handheld devices, entering data into 
computers is now not just being limited to using the 
keyboard. Numerous initiatives have thus been funded 
to develop algorithms and computing platforms to 
handle the surge in demand for this seamless and 
natural interaction between human users and the 
machine [2]. All these led to the emergence and 
proliferation of handwritten on-line documents. Online 
handwritten digital documents are defined as those 
digital documents that not only provide information 
obtainable from offline digital documents, but also 
                                                           
1 Allographs are different shapes and forms of the same alphabet. 

contain temporal information of the handwriting 
process [3]. Such additional information provides vital 
clues as to the identities of the writer. Writer 
identification has ubiquitous applications in digital 
rights management and forensic analysis in the 
prevention of fraud and identity theft cases. In 
addition, we can also perform writer-adaptation in 
tablet PCs and create, store or retrieve a profile of 
handwriting styles of the writers if we are able to 
automatically determine their identities. 

Various techniques currently exist for writer 
identification. They can be generally classified into 
text-dependent or text-independent techniques, which 
can make use of both global as well as local features. 
Yashushi et al. proposed a HMM-based approach [4-6] 
that is robust to noise and small shape changes. 
However, this model is text-dependent. Jain et al. 
proposed to use dynamic time warping [3, 7] on the 
stroke direction, curvature and the height as features to 
do word matching. Such a method is language 
independent, but at the expense of a high 
computational complexity. Schomaker et al. [8, 9] used 
textural information such as the slant and curvature to 
transform them into probability density function as 
well as allographic information such as the graphemes 
to cluster into codebooks. This approach achieved 
significant improvements when compared to traditional 
techniques. 

One newly-established technique by Chan et al. [1] 
makes use of character prototyping, where statistical 
information about the writer is being matched based on 
the prototype of that character. A top1 accuracy of 
95% was achieved based on this text-independent 
approach. The advantage of this method is that it is 
more consistent at the character level as opposed to 
using the grapheme or word level. Our proposed work 
further improves upon the work done by Chan et al. by 
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adopting a fuzzy-algorithmic approach, resulting in 
significant improvements in the performance. 

The remainder of this paper is organized as follows: 
Section 2 describes the proposed methodology and 
experimental setup. Following that, section 3 then 
presents the experimental results. Finally, discussions 
and future areas to explore are described in section 4. 
 
2. System Architecture 
 

The writer identification system can be broadly 
divided into three main stages as shown in figure 1. 
The purpose of the prototype training stage is to build 
a set of character prototypes to model the different 
allographs of the 26 Latin alphabets (‘a’ to ‘z’). The 
character prototypes are built and trained using the 
IRONOFF database [10] of 16585 isolated French 
words written by 373 subjects. The segmentation and 
extraction of the characters to build the set of character 
prototypes is done by an industrial text recognition 
engine, MyScript [11]. Thereafter, in the document 
labeling stage, the same recognition engine is used to 
segment and label the online handwritings of a writer 
document at the character level. Each of the extracted 
characters is then mapped to the set of character 
prototypes corresponding to its alphabet and 
transformed into a distribution of frequency vectors. 
Finally, in the last classification stage, frequency 
vectors are then classified to identify the writers.  

In this paper, we propose a stochastic nearest 
neighbor algorithm at the document labeling stage. 
After an automatic segmentation and preprocessing 
process, the extracted characters are then assigned 
using a Mahalanobis distance to the respective 
character prototypes built in the previous prototype 
training stage. This distance is used to take care of the 
specificities of the feature space and the resulting 
shape of the clusters in this space. Hence, the variances 
among the different feature vectors are factored into 
the proposed methodology. The assignment to the 
respective prototypes, termed as stochastic nearest 
neighbor assignment, is derived from a fuzzy c-means 
algorithm [12, 13] which uses an exponential kernel 
function as described in Eq. 1 to determine a partial 
membership to the respective character prototypes. 
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Figure 1. Block diagram of character prototype 
method 

For each writer i, kP( p | x )α  is the probability that 

a given segmented character xα , which has been 
recognized as of the alphabet α, α ∈ {‘a’,‘b’, ..., ‘z’}, 
is assigned to prototype pk, k ∈ [1, N]. This represents 
the partial membership of kp as discussed earlier. 

( , )kdist p xα  represents the Mahalanobis distance. In 
Eq. 1, β is a tuning parameter which is set to be 0.01 
and N is the number of prototypes used, which is set to 
10 based on our past results. 
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( | )kP p xα  is then used to calculate the distribution 
of frequency vectors, the term frequency (tf), as shown 
in Eq. 2. Each component of the term frequency vector 
will be weighted with the inverse document frequency 
(idf), as shown in Eq.3. The usage of tf and idf is 
commonly employed in information theory for 
document retrieval [14] and will be used for 
classification later. In Eq. 2, M is the number of 
characters corresponding to the alphabet α. In Eq. 3, R 
is the number of reference writers and ε is a small 
value to prevent any numerical problems. 
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3. Experimental Results 
 
We have collected online handwritten documents 

from 120 writers. Each writer wrote 2 documents, with 
a digital pen and paper technology: one is considered 
as a reference document and the other is taken as a test 
document. As presented in table 1, using Euclidean 
distance between the frequency vectors during 
classification resulted in our stochastic nearest 
neighbor approach attaining a high accuracy of 98.3% 
for writers that are ranked correctly in the top 1 
position. This translates into a misclassification error 
of 2 misclassified writers, with both of them being 
misclassified in the top 2 position. This indicates that 
the writer identification system has confused the 
misclassified documents with only 1 other document 
from a different writer out of 120 writers. Comparisons 
with the method by Chan et al. [1] show a significant 
improvement. An accuracy of 96.7% (4 misclassified 
writers out of 120) was achieved using their technique. 

Table 1. Performance of writer identification using 
different distance measures for classification 

1NN2 
Stochastic Nearest Neighbor Approach 
Euclidean distance  Chi2 distance 

96.7% 98.3% 99.2% 
This improvement over Chan et al.’s results can be 

explained as follows. Their methodology hinges on the 
concept that each character can only be assigned to one 
particular prototype. This is flawed in reality because 
there often exist overlapping handwriting styles for 
different writers. Our observations reveal that there are 
numerous instances when the characters are close to 
more than one prototype in the vector space. For such 
instances, the discrete allocation of prototypes used by 
Chan et al. does not yield good results. A writer whose 
dominant handwriting style does not fit well into an 
existing prototype will be weakly modeled using their 
approach. Therefore, in our proposed methodology, 
each character is assigned a certain degree of all the 
prototypes depending on how close they are to that 
prototype, allowing us to realize a higher accuracy. 

3.1 Classification using different distance 
measure 

Experiments were also conducted using different 
distance measures for classification. It is observed that 
the Chi2 distance measure, as described in Eq. 4, 
outperforms the Euclidean measure in our writer 
identification system, achieving a top 1 writer 
                                                           
2 1-Nearest Neighbor algorithm adopted by [1] 

identification rate of 99.2%. This is equivalent to a 
misclassification error of only 1 misclassified writer, 
with the misclassified writer being in the top 2 
position. The rationale, which can explain the better 
result obtained with the Chi2 distance, is that the Chi2 
distance considers a relative difference between the 
two components of the distributions instead of an 
absolute difference as with the Euclidean distance and 
this is more meaningful with respect to the style of 
writings that we would like to distinguish. 
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3.2 Effect of length of text in test documents 
A series of experiments have been conducted to 

investigate the amount of text required for sufficient 
accuracy of the writer identification system. Figure 2 
shows the achievable of the identification rate by 
varying the number of characters in the test documents, 
while keeping the reference documents unchanged. A 
random reduction of characters from all the alphabets 
in the original test document is carried out until the 
required number of characters per test document is 
attained. As illustrated in figure 2, the misclassification 
error remains almost constant when at least 160 
characters are present in each test document and then 
suffers a drastic loss in performance once it falls below 
this threshold. This can be explained by the fact that 
the handwriting styles of different writers cannot be 
effectively modeled without sufficient allographic 
information. A minimum length of text is necessary to 
perform a reasonably accurate statistical representation 
of the handwriting styles. Figure 2 also suggests that 
beyond this minimum threshold, any further increase 
in the amount of allographic information does not 
serve to improve the accuracy of the system.  Hence, 
our methodology requires a minimum threshold of 160 
characters in each test document for sufficient 
performance to be achieved. This is equivalent to 
approximately 30 words, or 3 lines. 

 

Figure 2. Number of misclassifications against 
the number of characters in each test document. 



4. Discussions 
 

From the experimental results, the proposed 
methodology is able to generate high accuracies of 
99.2% (one misclassified writer out of 120) with the 
misclassified writer being identified correctly in the 
rank 2nd position. This is a remarkable improvement 
over Chan et al.’s results [1], where they reported an 
accuracy of 95.12% (four misclassified writers out of 
82), with all the misclassified writers only being 
correctly identified in the rank 11th position. 
Furthermore, we have also determined that the length 
of text for each document has to be at least 160 
characters in order to achieve sufficient performance 
when using this stochastic nearest neighbor character 
prototype approach for writer identification. 

In this paper, the segmentation of the characters 
from the handwritten documents was done 
automatically using a text recognition engine based on 
the French language, where a corresponding French 
lexicon was attached to increase segmentation 
accuracies. This tool attained an average character 
recognition accuracy of 91% on the document datasets 
used in our experiments. With such a level of 
accuracy, characters which are not correctly 
recognized or segmented do not play a pivotal role on 
the identification writer rate. Hence, it will be 
interesting to investigate the performance of the writer 
identification system where the language domain is 
unknown or in an environment which contains a 
mixture of multi-lingual documents. Our current work 
focuses on this aspect of developing a general 
framework for writer identification based on multiple 
languages. 
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