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ABSTRACT

In this paper, we present a method to implement a specific
algorithm using the RVC framework and the dynamic par-
tial reconfiguration (DPR). The DPR is a technique allow-
ing to replace modules in a design at run-time. While, the
RVC framework is based on the use a specific language for
writing dataflow models called RVC-CAL. The studied algo-
rithm is a Hadamard transform. Several dataflow models of
the Hadamard transform can be used in the design process
in order to favor speed or power consumption. We show the
steps required to implement and switch between two dataflow
models (a sequential model and a pipelined model) of the
Hadamard transform. Our design allows to user to choose
one of two architectures according her requirements of low
power and high speed.

Index Terms— Dynamic Partial Reconfiguration, RVC
framework, Hadamard transform, FPGA, performance.

1. INTRODUCTION

The last generation of FPGA from Xilinx adds a new fea-
ture which is dynamic partial reconfiguration (DPR). DPR
is the ability to change some processes of an FPGA device
while other processes continue in the rest of the device [5].
To apply the DPR functionality, the designer requires a hard-
ware description of the process using an HDL language like
VHDL or VERILOG. But, this description is very hard to
achieve due to the increasing the complexity of signal pro-
cessing algorithms. As solution, designer can describe the
application process at a higher level and use tools to gen-
erate automatically the hardware description. In our work,
we propose to use RVC-CAL language which is a textual
and a domain specific language for writing dataflow applica-
tions [3]. It is normalized by the MPEG community through
the MPEG-RVC standard [7]. This standard provides a frame-
work to define different codes by combining communicating
blocks developed in RVC-CAL. This language is supported
by several tools including OpenDF [4] for the simulation and
CAL2HDL [6] [?], ORCC [2] for the automatic code genera-
tion ( VERILOG, VHDL ...).
The main contribution of this paper is to propose a method

which allows adjusting performances according the system
exigences (power, speed). Our approach consist of applying
DPR between two modules which have different architectures
(pipelined and sequential). Using the proposed method, the
designer can implement one of two architectures depending
on her requirement of low power or high speed. As we know
sequential architecture allows saving power and pipelined ar-
chitecture increases the speed. The proposed design allows
using multiple version of the same algorithm. If designer
need to reconfigure a full decoder, he should adjust the new
implementation taking into account several parameters (la-
tency / speed / power consumption) in the chosen algorithms.
However, this requires to store bitstreams in the memory of
the FPGA or to recover bitstreams on the network before re-
configuration. This paper is organized as follows: Section 2
presents Hadamard transform. In the Section 3, we expose
the needed steps for the implementation of a reconfigurable
system in RVC framework. The experimental results are re-
ported in Section 4. Section 5 outlines the conclusion with
planned future work.

2. HADAMARD TRANSFORM

The Hadamard transform is used in many image and video
coders notably the LAR (Locally Adaptive Resolution) [1].
The Hadamard transform derives from a generalized class
of the Fourier transform. It consists of a multiplication of
a 2mx2m matrix by an Hadamard matrix (Hm) that has the
same size. Here are examples of Hadamard matrices.

H0 is the identity matrix so H0 = 1.
For any m > 0, Hm is then deducted recursively by (1).

Hm =
1√
2

[
Hm−1 Hm−1

Hm−1 −Hm−1

]
(1)

In our work, we develop the Hadamard transform (H2)
with sequential and pipelined architectures. After that,
we apply DPR between these two architectures. We note
Hadamard-seq for sequential architecture and Hadamard-
pip for pipelined architecture. Both Hadamard-seq and
Hadamard-pip architectures have 16 inputs and 16 outputs.
But, Hadamard-seq is composed of one actor which includes



17 actions and a finite state machine to ensure the sequen-
tial execution of actions. The first action may read inputs
and the other actions allow computing outputs. Each com-
puted action comprises a set of arithmetical operations (sub-
traction, addition) to produce one output. During the execu-
tion of Hadamard-seq, we always have one active action for
each state. In the first state, we read the inputs values and
save its. Then, we produce outputs sequentially in the others
states. Figure 1 shows the sequential execution for computed
actions.

The Hadamard-pip architecture is composed of 12 actors.

Action0:

Read

State0     State1          State2       State3...                                               …State16

state

Action1 Action2 Action3 Action16

Output0 Output1 Output2 Output16

…

Fig. 1. Sequential architecture for 4x4 Hadamard transform

The first four actors are running in parallel to calculate inter-
mediate results. After that, the second four actors are exe-
cuted. Finally, the last four actors are running to produce all
the outputs. Figure 2 illustrates the pipelined architecture.
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Fig. 2. Pipelined architecture for 4x4 Hadamard transform

3. HARDWARE IMPLEMENTATION OF THE
HADAMARD TRANSFORM

Applying the partial reconfiguration flow using Xilinx FPGAs
requires design tools and methodologies that exploit the par-
tial reconfiguration capabilities. In our approach, we use this
set of Xilinx tools version 12.3: synthesis tool Xilinx ISE

(Integrated Synthesis Environment), PlanAhead for place-
ment /routing and EDK (embedded development kit) helps
to build an on-chip system includes the MicroBlaze processor
[8] and internal/external peripherals. Basically, the adopted
architecture is built around a processor core (Microblaze)
which manages the implementation of reconfigurable mod-
ules. An UART provides serial communication between PC
and FPGA. A timer to measure the reconfiguration time. A
flash memory to store bitstreams partially reconfigurable. A
HWICAP to download partial reconfigurable bitstream from
flash memory to the FPGA. This component is delivered by
Xilinx and it is operating at 100 MHZ and has 32-bits data
port. All the peripherals are connected on the bus PLB. Fig-
ure 3 shows our adopted architecture.
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Fig. 3. Adopted reconfigurable architecture

4. RESULTS

Our design is implemented in the Xilinx Virtex-5
XC5VLX110T-1ff1136. The board includes 69120 regis-
ters, 17920 Blocks RAMs, 69120 LUTs and 64 DSP48ES.
Table 1 shows the synthesis results of reconfigurable modules
in terms of chip area, maximum frequency and minimum
period.

By making a comparison between these two modules in

Table 1. Synthesis results
Hadamard-pip Hadamard-seq

Slices 739 702
LUTs 897 479

Registers 674 181
Maximum 241,433 91,384

Frequency(MHZ)
Minimum 4,182 10,94

Period (ns)

terms of hardware resources requirement and maximum fre-
quency, we note Hadamard-pip uses more logic cells than
Hadamard-seq and it has the highest maximum frequency,
because the pipelined architecture needs more resources than



the sequential architecture. However, it is faster than the se-
quential architecture.
Table 2 gives power consumption of the two reconfigurable
modules. The results are obtained via XPower which is the
power estimator tool of Xilinx. The approach used by this
tool consists of providing information including the number
of LUTs, the number of registers and the clock frequency
to determine the power consumed by the FPGA for a given
temperature. The XPower tool is based on an Excel spread-
sheet. It receives input values about the types and number
of used FPGA resources such as LUTs, DCM, BRAM, DSP,
etc. Also, the designer can set some values and types of used
resources such that temperature, frequency and FPGA type,
etc. We note total power consumption for Hadamard-pip

Table 2. Power consumption results
Total Dynamic leakage

power power power
(mw) (mw) (mw)

Hadamard-seq 934 91 843
Hadamard-pip 959 115 844

is greater than total power consumption for Hadamard-seq,
because Hadamard-pip uses more logic cells than Hadamard-
seq. So, we conclude that the saving area on chip indicates
directly the optimized power consumption.
According these results, we are able to confirm the DPR
technique is a promising solution to decrease total power
consumption.
The table 3 presents the reconfiguration time. The practical
value is obtained by a Xilinx IP named xps-timer and the
theoretical value is computed using the equation (2):

t =
bitstream ∗ 8

32 ∗ 100
(2)

The number 100 presents the ICAP frequency in MHZ and
the number 32 is the ICAP bandwidth of the data port.
The bitstreams size of both Hadamard-pip and Hadamard-seq
is equal to 192512 bytes (188 ko).
The difference between the theoretical and practical value is

Table 3. Reconfiguration Time

Practical Theoretical
value (µs) value (µs)

Hadamard-pip 483,73 481,28

Hadamard-seq 486,82 481,28

the time that puts the processor to send to HWICAP a request
to load a configuration. This time depend on size of partial
bitstreams and the performance of used HWICAP.

5. CONCLUSION

This paper presented a design approach based on DPR
functionality to implement two Hadamard modules. These
two modules are described with two different architectures:
pipelined and sequential using RVC-CAL dataflow language.
The main advantage of this paper appears in the ability of
proposed approach to adjust the system according the con-
straints design : speed and power. Indeed, our method allows
switching between sequential architecture to save power and
pipelined architecture to provide high speed. In this work,
we focused on the Hadamard transform. This is a simple case
study, but, the concept can easily be extended to provide more
useful and complex RVC applications. We measured the re-
configuration time theoretically and practically using a Xilinx
IP (xps-timer). We note that, this time depends on HWICAP
used and bitstreams size.
In future work, to continue the use DPR in the RVC technol-
ogy by applying this technique between two different RVC
decoders. These two decoders will be placed in same recon-
figurable partition regions in FPGA. We plan also to improve
the tools which automatically implement the decoder by inte-
grating DPR functionality.
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