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Using Polynomial Wigner–Ville Distribution for
Velocity Estimation in Remote Toll Applications

Stéphane Méric, Member, IEEE, and Rébecca Pancot

Abstract—This letter presents the use of polynomial Wigner–
Ville distribution (PWVD) for accurate velocity estimation as used
in remote road traffic management applications. In such applica-
tions based on inverse synthetic aperture radar, velocity estimation
is central to obtain a suitable level of performance of the signal
processing. Moreover, the precision of this velocity estimation is
crucial in order to achieve the best detection and estimation of the
gauge of the vehicles through the use of radar images. Hence, the
PWVD is applied as an instantaneous frequency estimator used in
this traffic surveillance application.

Index Terms—Polynomial Wigner–Ville distribution (PWVD),
radar applications, radar imaging, remote toll applications, signal
processing, time–frequency processing, velocity measurement.

I. INTRODUCTION

RADAR imaging can be considered as a process of map-
ping the electromagnetic reflectivity of a target from

multiple-aspect data. Angular diversity can be acquired through
the relative movement between the target and the sensor. Thus,
inverse synthetic aperture radar (ISAR) processing is used
to separate scattering points of a moving target [1]. These
scattering points describe a large part of the electromagnetic re-
flectivity of the target and can modelize the shape of this target
[2]. The aim of this letter is to present an opportunity to estimate
the velocity of a vehicle with a view to achieving its radar image
using ISAR processing. In ISAR, several methods are necessary
to compensate the target motion in order to obtain focused
images. These methods usually are processed in two steps and
are known as range-bin alignment and phase adjustment [3]. In
our case, as is described in Section II, the radar imagery method
we develop only needs the value of the target translational
velocity. Hence, in order to obtain focused ISAR images, it is
essential to obtain as precisely as possible this value of velocity.
In a microwave context [4] or sonar context [5], the obtaining
achieving velocity commonly makes use of the Doppler effect.
It is well known that the velocity of the target is proportional
to the maximum Doppler spread fD of the reflected signal
by the target through fD = (2πvfc)/c, where fc is the carrier
frequency, and c is the speed of propagation. Thus, estimating v
and fD are equivalent. However, regardless of the applications,
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accurate Doppler measures are often required [6]. Hence, the
Doppler estimation methods are also compared on the basis of
their ability to provide precise Doppler estimation. To achieve
this accuracy, a solution consists of designing large bandwidth
signals that provide good Doppler measurement capability but
requires a long duration for processing [7]. Moreover, if the
antenna has a large beam and is located very close to the
passing target, for instance, the Doppler frequency quickly
varies, and the presence of nonlinear phase function in the
reflected signal makes it difficult to extract the target motion
[8]. Consequently, standard Fourier transform is inadequate to
extract the Doppler information from such reflected signals.
Thus, most velocity-determining methods are based on joint
time–frequency analysis, which are specifically dedicated to
process nonstationary signals [9], and the effectiveness of the
time–frequency methods has been widely demonstrated for sig-
nal processing in applications such as radar [10], optoelectronic
[11], acoustic [12], or biology [13].

This letter focuses on an efficient method of velocity esti-
mation based on time–frequency analysis and destined for a
remote toll context. The specific geometry of our remote toll
system and the requirements of our imaging application lead us
to choose a polynomial Wigner–Ville distribution (PWVD) to
extract target velocity from the received signal.

II. CONTEXT

The backdrop of our application is the traffic congestion that
occurs when many vehicles approach the toll area. An efficient
solution to overcome this problem is the use of remote toll
payment systems, so that the traffic freely moves. Thus, the
operational area of the application presented in this letter is
a drive-by toll system. In order to prevent fraud, an imaging
processing function based on ISAR is integrated without chang-
ing anything in the existing system. Thus, the system makes it
possible to verify the presence of a transponder badge inside
the vehicle while matching of the size of the vehicle and the
size indicated by the badge.

In our case, the system transmits a continuous wave when a
vehicle passes under the toll beacon in order to get information
(type of vehicle) from an identification badge positioned inside
the vehicle (see Fig. 1). The transaction payment is carried
out due to this identification badge. Our objective is to add an
imaging function to classify the vehicles for traffic monitoring
and to verify that the size of the vehicle matches the information
on the identification card. Thus, this imaging function makes it
possible to classify the vehicles (by height) by establishing the
radar image of vehicles.

1545-598X © 2013 IEEE
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Fig. 1. Geometry of the problem.

The radar imaging methods are used to separate scattering
points at a certain distance from the radar. Generally, a scatter-
ing point i is characterized by its spatial location (xi, zi) and by
its reflectivity σi. Thus, a radar scene f(x, z) can be described
by an area reflectivity function f(x, z) =

∑

i σiδ(x− xi, z −
zi). The radar image formation aims at evaluating this area
reflectivity function in the spatial domain and is based on a 2-D
theory supported by range and cross-range imaging techniques.
ISAR processing consists of applying 2-D matched filtering
on the received signal that is scattered by points i. Thus, one
retrieves the target function described by f(x, z). A vehicle is
considered as a set of such scattering points i [2]. At this time of
the study, to simplify the problem, we assume that the scattering
points i are only located in the (Oxz) plane. Moreover, during
the illumination time, the vehicle is assumed to move under the
antenna on a linear path (along the x-axis) with constant veloc-
ity V . The response from one scattering point i initially located
at (xi0 , zi0) is the transmitted signal delayed by the round trip
of the wave and weighted by propagation attenuation (defined
by A′), antenna gain (described by the function g(x, z)) and the
reflectivity coefficient (given by σi). Thus, the signal received
by the antenna is the sum of the contributions of N scattering
points i, i.e.,

sr(t) = A′

N
∑

i=1

σi.g
2(xi0 − V t, zi0).e

(

2πfc
(

t−
2Di(t)

c

)

+φ0

)

(1)

where Di(t) is the evolutive distance (see Fig. 1), φ0 is an
unknown phase, and fc is the carrier frequency (in our applica-
tion, fc = 5.8 GHz) between the radar and the scattering point
i during the illumination time T , i.e.,

Di(t) =
√

D2
0i + (V t)2 − 2D0i V t cos(α0i) (2)

where D0i and α0i describe the initial location (at t = 0) of
the ith point according to Fig. 1. Our imaging procedure is
based on the correlation between signal sr(t) and a replica.
This replica is defined in the scene that corresponds to the area
where the target can be seen by the radar. For example, for
a point located at z = 0.5 m, we can see in Fig. 2 the point-
spread function (PSF) provided by electromagnetic simulating
and by taking into account the radiation pattern of the antenna
(βh = 35.22◦) and the elevation angle (αe = 30◦). Moreover,
this PSF provides the theoretical azimuth resolution δx =

Fig. 2. PSF of the imaging method.

Fig. 3. Vehicle under test and the corresponding radar image. (a) Vehicle
under test. (b) Radar image (scattering points) of the vehicle under test.

Fig. 4. Consequences on radar image of 10% relative error of velocity
estimation. (a) Underestimated velocity. (b) Overestimated velocity.

λc/(4 sin(βh/2) cos(αe)) and height resolution δz ≈ 10 δx de-
scribed in [14]. Our processing is tested with measured signals
obtained due to a remote toll payment beacon provided by CS-
SI (Compagnie des Signaux-Systèmes d’Information, a French
company, which supplies toll road operations). The experiments
are conducted in a controlled scene and the measurement
conditions are the following: H = 3.43 m, βh = 35.22◦, and
αe = 30◦. Moreover, the time duration of the reflected signal
recording is around 0.5 s. It is worth noting that the level
of the sidelobes of the antenna pattern is −29 dB below the
mainlobe level. Thus, we can consider that the effect of the
returned signal through the sidelobes is insignificant in this
case. Moreover, the Doppler effect induced by the vehicle
passing through the origin is also almost negligible. Finally, we
indicate that the coherent processing interval fit with the inverse
of the maximum Doppler spreading generated by the vehicle.
As an example, we present a radar image [see Fig. 3(b)] that
we obtain considering the vehicle under test [see Fig. 3(a)].
Thus, we can say this radar image shows us the location of
the main scattering points that we can anticipate on this kind
of vehicle (particularly, the wedge boundary at the end of the
top roof, i.e., point 1; the wedge boundaries between the two
top roofs of the vehicle, i.e., points 2 and 3; and the wedge
boundaries of the bonnet, i.e., points 4 and 5). At this step, it
is important to note that this radar image is computed due to
the velocity of the vehicle measured by a police lidar system
during the experimental measurement. Thus, the accuracy of
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Fig. 5. Polynomial Wigner–Ville (sixth-order) mapping for the measured signal.

the velocity estimation (less than 3% according to the operating
lidar system) is sufficient to provide the image quality one can
see in Fig. 3(b). However, during operating mode, this velocity
information of the passing vehicle is not provided by police
radar. Thus, we have to extract from the reflected signal the
translational velocity with sufficient accuracy.

In order to evaluate the influence of the velocity accuracy
measure, we compute the radar image by changing the value
of the velocity regarding the real value, which is measured
by the lidar and provides the radar image shown in Fig. 3(b).
The main effect of bad velocity estimation is that the scattering
points are unfocused and are not properly located (see Fig. 4).
Thus, for this first study, we consider that the maximum relative
error of a scattering point position is about 10%. Based on
this assumption, the relative error of the estimation of velocity
V must be less than 5%. Consequently, depending on the
surrounding infrastructure we use, the measurement conditions
make it impossible to estimate the transverse and the axial
components of the velocity V by using conventional Doppler
techniques, whereas the achievement of signal processing for
radar images requires a reasonably good estimation of this
velocity.

III. VELOCITY ESTIMATION SCHEME

A. Instantaneous Doppler Frequency and Velocity

The next step is to determine the velocity of the vehicle. Our
scheme is mainly supported by one assumption: there is at least
one scattering point i, which induces a maximum value of the
reflected signal amplitude when this point i passes the line of
sight of the antenna (see Fig. 1) at time t0. This assumption
is essentially based on our own investigations consisting of
electromagnetic simulations. Vehicles are modelized by sheets
of metal or specific dielectric properties such as the wind-
screen that describes the vehicles’ structures. The physical optic
method is applied to generate the whole electromagnetic field
reflected from a vehicle under test. Consequently, these simu-
lations make it possible to extract scattering centers of vehicles
as described in [2]. Hence, there is at least one scattering center
that induces one maximum magnitude of the reflected signal.
This maximum is obtained when the scattering center passes

through the line of sight of the antenna that corresponds to a
specular situation. Thus, velocity V of the vehicle is given by

V =
fDi

(t0)λc

2 sinαe
(3)

where λc is the wavelength of the carrier frequency, and fDi
(t0)

is the instantaneous Doppler frequency attached to the point i at
time t0. Moreover, in order to locate as precisely as possible the
position of the maximum amplitude, we carry out a smoothing
operation applied on the baseband signal srb(t) from sr(t)
to obtain the smooth signal ŝrb(t). This smoothing operation
involves a Hamming weighted function H(.) of length M . We
can express ŝrb(t) with

ŝrb(t) =
1

M

M/2
∑

τ=−M/2

|srb(t+ τ)| .H(τ). (4)

We obtain t0 as ŝrb(t0) ≥ ŝrb(t) regardless of the value of t.

B. Frequency Modulated Law

The frequency modulated law of the reflected signal from
a passing vehicle is based on the assumption that this vehicle
is considered as a set of scattering points i (see Fig. 1).
Moreover, at this step of the process, we consider that this
vehicle moves at a constant speed throughout the observation
period T . Thus, the received signal by the antenna is the sum
of the contributions of N scattering points i. This signal is
described by relation (1) and can be rewritten more simply with
the following relationship sr(t) = A′ exp(φr(t)), where φr(t)
is the phase of the received signal. Thus, the instantaneous
frequency finst(t) of signal sr(t) defined with (1) is derived
from phase φr(t). As number N of scattering points increases,
the expression of finst(t) becomes complex and unsuited to
velocity estimation based on the conventional Doppler method.
However, one particular method of instantaneous frequency
estimation is based on the time–frequency representation of the
signal. This time–frequency representation is a 2-D function,
which attempts to show the distribution of the signal energy
in a joint time–frequency plane (see Fig. 5). Thus, for a given
value of time ti, the maximum modulus of the time–frequency
representation provides the value of frequency fi.
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Fig. 6. (Up) Measured baseband signal srb (t) and |ŝrb (t)| and (down) the instantaneous frequency extracted from the PWVD mapping.

C. PWVD

The simplest way to extract the instantaneous frequency from
a signal is the short-time Fourier transform (STFT) by dividing
the signal into small time window segments and applying a
Fourier transform to each segment. For each window, the spec-
tral centroid method is used to obtain the first moment of the
power spectrum and the velocity map is provided by computing
all these first moments. Nevertheless, the performance values
of the STFT are related to the choice of the window, which is a
drawback compared with the WVD [15]. The WVD is known
to provide maximum localization of the signal energy, which
can be related to the true instantaneous frequency. The WVD is
particularly appropriate to linear frequency modulated signals
[16] that correspond to a second-order polynomial phase law.
In our case study, (1) practically exhibits a higher order instan-
taneous frequency law. Thus, the qth-order PWVD (PWVDq)
provides an optimal time–frequency representation of a signal
having a phase law of polynomial order lower than q [17]. The
PWVDq is defined using the Fourier transform of a qth-order
kernel function Kq(t, τ), then

PWVDq(t, f) =

∫

τ

Kq(t, τ)e
−2πfτdτ

Kq(t, τ) =

q/2
∏

k=0

z(t+ ckτ)
bkz∗(t+ c−kτ)

−bk . (5)

Expression z(t) is the analytic signal associated with sr(t)
and z∗(t) denotes the conjugate complex of z(t). The imple-
mentation of Kq requires some properties of bk and ck [18].
For the specific case of our work, we propose to compare the
performance of the fourth-order and sixth-order kernels defined
in [19] that correspond to the complexity of the different shapes
of vehicles under measurement and the operating conditions.
We have to note that a signal-to-noise ratio (SNR) larger than
3 dB makes PWVDq possible to be efficient [17]. The peak of
the PWVDq given by (5) provides the value of fDi

(t0) at this
time t0, and we can compute velocity V using (3).

IV. MEASUREMENT RESULTS

First, as an example, we illustrate the use of PWVD with a
reflected baseband signal from a small lorry (height of 2.5 m)

TABLE I
RELATIVE ERROR (MEAN m AND STANDARD DEVIATION σ)

(%) BETWEEN THE VELOCITY CALCULATED WITH OUR

PROCESSING AND THE VELOCITY MEASURED

WITH THE POLICE LIDAR

passing under the remote toll beacon with αe = 30◦. During
the acquisition time, the vehicle is assumed to move along the
(Ox) axis and with a constant velocity V . We expose in Fig. 5
the modulus of PWVD6 applied on the reflected signal. Thus,
we obtain the instantaneous frequency fi by localizing the max-
imum value of the modulus of PWVD6 for each value of time
ti. In Fig. 6, we correspond two local maximums of |ŝrb(t)| to
their instantaneous frequency, respectively. The instantaneous
frequency curve is extracted from the PWVD mapping. In this
example, the velocity is estimated at 43.2 km · h−1 compared
with the velocity of 44 km · h−1 obtained with a police lidar
system during the measurement.

Second, we acquire reflected signal data corresponding to
a car and a lorry moving at various velocities. Moreover, we
consider two different elevation angles (30◦ and 45◦). We
compute through our processing of these data sets to obtain
the values of velocity Vp. These values are also compared
with those Vm obtained with the police lidar system. Thus, we
calculate the relative error (%) between Vp and Vm. Table I
gives the results as a couple (m,σ), where m is the mean
value, and σ is the standard deviation of the relative errors. The
values (m,σ) are obtained by processing 30 different velocities
(Vm ∈ [10; 50] km · h−1) for each vehicle and each value of αe.
The considered trials are chosen to meet speed limits allowed
when vehicles approach the toll area. Moreover, we consider
the influence of PWVD4 and PWVD6 on the results. We
compare these with the results we obtain using the WVD, which
is dedicated to linear frequency modulated signals and also
the STFT.
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V. DISCUSSION

First, based on experimental measures, the WVD seems
to have many advantages for the time–frequency analysis of
nonstationary signals over conventional Doppler methods such
as STFT. Moreover, we can say that the choice of the PWVDq

rather than the WVD provides better results. Furthermore,
the use of PWVD6 gives slightly more accurate results than
PWVD4 (except for one situation). In addition, the accuracy
of the results depends on the elevation angle αe and the vehicle
type. Moreover, it seems more difficult to have the expected
accuracy for Vp (relative error less than 5%) if we consider the
results obtained with the car. These observations mean that the
geometric conditions influence the accuracy of the computing
velocity Vp and the shape of vehicles under test. Actually,
considering the energy distribution on the time–frequency map-
ping, the more concentrated the energy is in a very small area,
the more accurate the instantaneous frequency value will be. In
other words, when the scattering points pass through the line of
sight of the antenna, the sharper the response of these points is,
the more precise the output of the PWVD will be. Moreover, by
considering relation (3), an error ∆fDi

(t0) induces a greater
error ∆V for low elevation angles αe than for high ones.
Another explanation of these results concerns the slope of the
instantaneous frequency curve versus time, which is lower for
high elevation angles than for low ones. Consequently, a bad
assessment of t0, i.e., fDi

(t0), induces a final accurate value of
V that is less satisfactory for low elevation angles than for high
ones. Nevertheless, as indicated in Section III, a SNR level of
at least 3 dB is required to accurately perform the instantaneous
frequency by using the PWVD. Thus, setting a high elevation
angle αe tends toward a decrease in the SNR of the received
signal that also depends on the vehicle shapes.

It is worth noting that there is another method based on
the image quality measurement to obtain an ISAR image
[20]. This method called contrast optimization makes use of
a cost function to measure the degree of focus of the ISAR
image. This cost function can be chosen as an entropy function
or contrast function. Nevertheless, the traffic surveillance
application we are developing requires real-time information
and low-complexity calculation. Consequently, the contrast
optimization method fails to meet these requirements when
compared with Wigner distributions, which provide results by
using a fast Fourier transform network half the size of the one
needed to perform a STFT [21].

VI. CONCLUSION AND FURTHER DEVELOPMENT

In this letter, we have proposed a procedure to estimate the
velocity of a vehicle in the case of a specific application. This
velocity is used to provide a radar image of this vehicle that will
be used in road traffic management. Considering the specific
geometric conditions, we show that the PWVD provides a
velocity measurement, which is sufficiently accurate for the
signal processing in order to obtain radar images. Nevertheless,
our study shows that the accuracy of the calculated velocity
also depends on the geometric conditions and the vehicle type.
Thus, it would be interesting to extend these first conclusions

to other measurement conditions and other vehicles. Moreover,
this first study is limited to a one-vehicle imaging application.
Consequently, in the case of open-flow configuration, it would
be interesting to determine the limits of our method. Finally, the
case of nonconstant velocity of vehicle during measurements
would be investigated to generalize our procedure.
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