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a b s t r a c t

Over the past two decades, multi-component dryland vegetation models have been successful in
qualitatively reproducing the spatial vegetation patterns widely observed in nature. In the two-
component (water, vegetation) Klausmeier model, water flow from bare to vegetated areas drives
pattern formation. The more elaborate Rietkerk and Gilad three-component models make a distinction
between soil and surface water. In this article the three models are approximated from within a
unifying framework, with a focus on processes that drive pattern formation, in order to promote the
understanding of similarities and differences between these models. Reduction from a model with
a separate soil and surface water component, to a model with a single water component, preserves
Turing instability in all but one of the cases studied.

© 2020 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Since the 1950s it has been known that vegetation forms large-
cale spatial patterns in drylands [1]. Analysis of satellite data
as established that they are ubiquitous in drylands around the
orld [2]. Apart from being an intriguing phenomenon, it has
een proposed that these patterns can act as a spatial early warn-
ng signal for an upcoming transition to bare desert
3–5]. As such, ultimately, they could be used to help mitigate
he consequences of climate change.

In absence of spatial heterogeneity, dryland vegetation pat-
erns are a consequence of self-organization [6]. Vegetation pres-
nce enhances the water infiltration capacity [7], resulting in
verland water flow (run-on) toward areas with vegetation [8],
ncreasing soil moisture in vegetated patches [9]. Thus, the per-
istence of vegetated patches with patches of bare soil may be
xplained by a positive plant–soil feedback [9], that initiates a
cale-dependent feedback mechanism [10]. The mechanism of
ncreased infiltration in vegetated patches is present in the Ri-
tkerk and Gilad model [11,12], and implicitly in the Klausmeier
odel [6]. The local facilitation (through increased water infil-

ration), combined with long range competition for water, has
een identified as a driver of pattern formation through Turing
nstability [10].
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584 CB Utrecht, The Netherlands.
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A Turing instability [13] occurs when a spatially homoge-
neous steady state in a spatially homogeneous model becomes
unstable against a perturbation with a finite wavelength. The
simplest reaction–diffusion models exhibiting Turing patterns are
two-component activator–inhibitor models with fast inhibitor
diffusion (relative to diffusion of the activator), as in the Klaus-
meier model [6] with water advection replaced by diffusion [14].
In models with three or more components (e.g. the Rietkerk and
Gilad model), a Turing instability need not be stationary [13]:
the emerging Turing pattern may be a wave train (in arbitrary
direction). In this article this wave instability is referred to as a
Turing–Hopf instability. In reaction–diffusion models with advec-
tion (through downhill flow of water), emerging Turing patterns
generally move uphill [15,16]; in this article the soil surface is
always modeled to be flat.

A necessary condition for Turing instability in two-component
dryland models is self-activation of the vegetation: in response
to a small increase in vegetation, vegetation (initially) grows
further. In the Klausmeier model the increased infiltration at
locations with vegetation is represented by self-activation. In the
Gilad model, self-activation is the result of a root-to-shoot ratio
that increases with standing biomass, so that a flux of water
toward vegetated areas can arise due to differences in the uptake
rate [17]. In three-component models, self-activation is not a
necessary condition for Turing pattern formation, as exemplified
by the Rietkerk model.

In summary, the presence of vegetation can both increase the
infiltration rate and the per capita uptake rate (by a varying root-
to-shoot ratio), and both can create a flux of (above respectively
cle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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below ground) water toward vegetation, thereby enabling Turing
pattern formation. Three different models implement one (Klaus-
meier, Rietkerk) or both (Gilad) of these pattern forming mech-
anisms and all qualitatively reproduce observed patterns [18]. In
the Klausmeier model, where in this article the water component
is interpreted as surface water, water consumption is a combined
process of infiltration and uptake, compromising opportunities to
validate the model with field measurements. The Rietkerk and
Gilad models do make a distinction between soil and surface
water, but the extra model component makes analysis more
involved.

In this article, the three models and their pattern forming
mechanisms are approximated from within a single three-
component unification model framework, to identify fundamen-
tal similarities and differences between models. A detailed Turing
analysis reveals necessary conditions on the functional form of
the infiltration and uptake functions. Reductions to simpler two-
component models are performed, showing that Turing instability
is preserved, except if vegetation is not self-activating and surface
water flux is neglected. Bifurcating Turing patterns are numeri-
cally continued, opening up pathways toward model comparison
in the nonlinear regime. These techniques can be used to make
an informed modeling decision dependent on field measurement
and remote sensing data availability.

2. Methods: unification, reduction, Turing analysis and nu-
merical continuation

2.1. Existing framework and reductions

A fairly general three-component (surface water density H ,
soil water density W , vegetation density B) dryland reaction–
diffusion model is given by:{Ht = d1∆H −l1H +p −r2H · I(B)
Wt = d2∆W −l2W +r2H · I(B) −r1U(W , B)
Bt = d3∆B −l3B +jr1U(W , B).

(1)

The Laplace operator ∆ = ∂2
x + ∂2

y is used to model spread of
water and vegetation. Each component diffuses with diffusion
constants d1, d2 and d3 > 0 and experiences a linear loss with rate
li due to evaporation, seepage or mortality. The rainfall parameter
p represents average rainfall on the climatic time scale, which
varies slowly; in this article it is taken to be independent of
time. The infiltration is a linear function of H . The parameter
j measures the gain in vegetation B per converted unit of soil
water W .

We assume a flat soil surface, so without downhill flow of
surface water through advection, which would have its own
influence on pattern formation [15]. The framework (1) encom-
passes the Rietkerk model [11,19] and also the simplified Gilad
model [20,21], except that in the Gilad model surface water
diffusion is nonlinear and l2 and j are not constant. The Klaus-
meier model [6] is similar to (1), but it only has one water
component and its water advection would need to be replaced
by diffusion [14].

We now view two special cases of (1), referred to here as
‘sandy-soil’ and ‘sticky-soil’, that can also be studied as reduced
two-component systems.

2.1.1. Sandy-soil: without surface water flux
If surface water infiltration is a fast process (e.g. for sandy

soil [20]), it results in low surface water density. Accordingly, we
write r2 = r̃2/ϵ and H = ϵH̃ and substituting this is into the first
equation of (1) yields

ϵH̃ = ϵd ∆H̃ − ϵl H̃ + p − r̃ H̃ · I(B)
t 1 1 2
which after ϵ → 0 and substitution back leads to the algebraic
equation r2H · I(B) = p; then (1) reduces to:{
Wt = d2∆W −l2W +p −r1U(W , B)
Bt = d3∆B −l3B +jr1U(W , B). (2)

f infiltration is only a fast process compared to other surface
ater processes, but not compared to soil water and biomass
rocesses, then:{Ht = +p −r2H · I(B)
Wt = d2∆W −l2W +r2H · I(B) −r1U(W , B)
Bt = d3∆B −l3B +jr1U(W , B)

(3)

hich has the same steady states (and stationary bifurcations)
s (2) (but different dynamics). Stability of a steady state of (3)
mplies stability of the corresponding steady state of (2), but
opf-instability will not always be preserved.

.1.2. Sticky-soil: without soil water flux
If soil water diffusion is a slow process, in the limit this can

e modeled by d2 = 0, a situation referred to here as ‘sticky-soil’.
or reasons of economy it can be worth to carry out a subsequent
eduction. By computing Wst solving

= −l2W + r2H · I(B) − r1U(W , B),

ollowed by insertion in the reduced model{
Ht = d1∆H −l1H +p −r2H · I(B)
Bt = d3∆B −l3B +jr1U(Wst, B)

(4)

hich has equal steady states (and stationary bifurcations) as
1) with d2 = 0. Again, stability of a steady state of (1) with
2 = 0 implies stability of the corresponding steady state of
4), but Hopf-instability is not generally preserved. One could
lso arrive at (4) by assuming r1 = r̃1/ϵ, l2 = l̃2/ϵ, W = ϵW̃ ,
(W , B) = W · Ũ(B) and ϵ → 0 as in Section 2.1.1.

.2. Unification model

The ‘unification model’ is a multi-linear Rietkerk model with
urface water evaporation, with an uptake term that is optionally
onlinearly dependent on biomass, in which case it is a further
implification of the Gilad model. It is defined by (1) with{
I(B) = B
U(W , B) = WB(1 + ηB)q (5)

o in full it reads:{Ht = d1∆H −l1H +p −r2HB
Wt = d2∆W −l2W +r2HB −r1WB(1 + ηB)q
Bt = d3∆B −l3B +jr1WB(1 + ηB)q.

(6)

he unification model with η = 0 mimics the Rietkerk model
Section 4) and with η > 0 mimics the simplified Gilad model
Section 5). It has twelve parameters with five relationships:
pace, time, H , W and B can be scaled. To keep the connec-
ion with real-world quantities as clear as possible, no scaling
s performed. Choosing precipitation p as a free parameter, this
eans that 11 parameter values need to be chosen. Because
easurement of parameters is scarce and possibly site-specific,
arameter values in the literature can be based on rough esti-
ations. In Table 1 the implied parameters for the unification
odel, based on parameter values from previous articles, show
ignificant variation.
Quantitative comparison of model output with real ecosys-

ems requires reliable estimation of the parameters. A common
ractice is to choose parameters in such a way that the outcome
t least has realistic dimensions. With so many parameters to
hoose, this problem is underdetermined and the approach would
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be highly subjective. Instead, in this article, the default parameter
value is taken to be equal to 1, and deviations from this are
explained below. The consequence is that results are qualitative,
which is why the mention of units in figures below will be
suppressed. The advantage is that it becomes more transpar-
ent which parameter choices are crucial to observe qualitative
dynamics.

There are clear differences in the values of the diffusion coef-
ficients d1, d2 and d3 in Table 1, generally d1 ≫ d2 ≫ d3. For the
unification model we choose d1 = 10000, d2 = 100 and d3 = 1,
eaning that surface water spreads 10 times faster than soil
ater and 100 times faster than vegetation. Alternative values
re d2 = 0 (without soil water flux, Section 2.1.2) and d1 = 0
without surface water flux), a more proper way to achieve this
s by letting r2 → ∞ (Section 2.1.1).

Comparisons are made between surface water evaporation
ate l1 = 0 and l1 = 1 to study the effect of its presence, as
t is absent in the original Rietkerk and Gilad models [11,12].
egetation is typically measured as dry mass, so that j < 1

reflects that plants consist for a large portion out of water. The
parameter j is taken to be smaller than the portion of dry mass,
to take into account the use of water in (and subefficiency of) the
photosynthesis process.

Parameter η > 0 represents vegetation that is more effective
at taking up water, through an increasing per capita rate (auto-
catalysis). In the Gilad model this disproportionate uptake is
through an extended root system and η is related to the root-
to-shoot ratio. In the unification model either η = 0 or η = 1;
note that negative η would result in logistic growth. The power
arameter q determines how nonlinear this effect is. Although
= 2 in the simplified Gilad model, in the unification model
= 1 to have the lowest order correction to the model with
= 0.

2.3. Notation and Turing analysis

For use in the analysis of the dryland models, we introduce
ome notation and useful observations on Turing instability in
hree-component reaction–diffusion systems; background and
etails for both two- and three-component systems are given
n Appendix A. A general three-component reaction–diffusion
ystem (without cross-diffusion) is given by:{ut = d1∆u + f (u, v, w)
vt = d2∆v + g(u, v, w)
wt = d3∆w + h(u, v, w).

The Jacobian of the reaction terms is given by

A :=

(a11 a12 a13
a21 a22 a23
a31 a32 a33

)
:=

⎛⎜⎝
∂ f
∂u

∂ f
∂v

∂ f
∂w

∂g
∂u

∂g
∂v

∂g
∂w

∂h
∂u

∂h
∂v

∂h
∂w

⎞⎟⎠
which in case of the unification model (6) is:

A =

⎛⎜⎝−l1 − r2B 0 −r2H
r2B −l2 − r1B(1 + ηB)q r2H − r1W

(
(1 + ηB)q + qηB(1 + ηB)q−1

)
0 jr1B(1 + ηB)q −l3 + jr1W

(
(1 + ηB)q + qηB(1 + ηB)q−1

)
⎞⎟⎠ .

(7)

he first principal minors are denoted by

1,1 = a22a33 − a23a32,
2,2 = a11a33 − a13a31,
3,3 = a11a22 − a12a21,

here the subindices of A indicate which row and column are
xcluded before the determinant is taken.
The spectrum of a steady state (ū, v̄, w̄) is given by the so-
utions λ(k) of the dispersion relation det(M − λI) = 0, where

= A(ū, v̄, w̄) − Dk2 and D = diag(d1, d2, d3) is the diagonal
atrix with entries d1, d2, d3. So

det(M − λI) = −λ3
+ β2(k)λ2

+ β1(k)λ + β0(k) = 0 (8)

here

0(k) = det(M)
β1(k) = −M1,1 − M2,2 − M3,3
β2(k) = tr(M) = tr(A) − (d1 + d2 + d3)k2 < 0

where Mi,i are again the first principal minors. From the Routh–
Hurwitz criterion (Appendix A.2), the functions

β0(k) = −d1d2d3k6 + (d1d2a33 + d1d3a22 + d2d3a11)

× k4 − (d1A1,1 + d2A2,2 + d3A3,3)k2 + det(A)
(9)

β0(k) + β1(k)β2(k) = γ6k6 + γ4k4 + γ2k2 + γ0 (10)

here

0 = det(A) − tr(A)(A1,1 + A2,2 + A3,3),

2 = tr(A)(d1(a22 + a33) + d2(a11 + a33) + d3(a11 + a22))
+ (d1 + d2 + d3)(A1,1 + A2,2 + A3,3) − (d1A1,1 + d2A2,2 + d3A3,3),

4 = d1d2a33 + d1d3a22 + d2d3a11 − tr(A)(d1d2 + d1d3 + d2d3)
− (d1 + d2 + d3)(d1(a22 + a33) + d2(a11 + a33) + d3(a11 + a22)),

6 = (d1 + d2 + d3)(d1d2 + d1d3 + d2d3) − d1d2d3 > 0.

re relevant for linear stability, as defined below here. Let (ū, v̄,

¯ ) denote a spatially homogeneous steady state.

efinition. If, for given k > 0, β0(k) > 0, then (ū, v̄, w̄) is
uring unstable against wavenumber k. If (ū, v̄, w̄) is stable against
patially homogeneous perturbations and, for some k > 0, Turing
nstable against wavenumber k, then (ū, v̄, w̄) is Turing unstable.
If, for given k > 0, β0(k)+β1(k)β2(k) < 0 while β0(k), β1(k) <

, then (ū, v̄, w̄) is Turing–Hopf unstable against wavenumber k.
f (ū, v̄, w̄) is stable against spatially homogeneous perturbations
nd, for some k > 0, Turing–Hopf unstable against wavenumber
, then (ū, v̄, w̄) is Turing–Hopf unstable.

Note that, from these definitions, any spatially homogeneous
teady state that is not stable against spatially homogeneous
erturbations is automatically not Turing(-Hopf) unstable.

emma 1 (No Turing Instability). If a11, a22, a33 ≤ 0 and A1,1, A2,2,

3,3 ≥ 0, then (ū, v̄, w̄) is not Turing unstable.

roof. Suppose that (ū, v̄, w̄) is stable against spatially homo-
eneous perturbations, then det(A) < 0. Thus, using the as-
umptions on aii and Aii, all terms of β0(k) are negative (or
ero). □

emma 2 (No Turing–Hopf Instability). If a11, a22, a33 ≤ 0 and
2,2, A3,3 ≥ 0, then (ū, v̄, w̄) is not Turing–Hopf unstable if A1,1 ≥ 0
r d1 ≥ d2, d3.

roof. Suppose that (ū, v̄, w̄) is stable against spatially homoge-
eous perturbations, then γ0 > 0, in particular A1,1+A2,2+A3,3 >

. From a11, a22, a33 ≤ 0 it follows that γ4 > 0. If A1,1 ≥ 0 or
1 ≥ d2, d3 it follows that also γ2 > 0. □

emma 3 (Mutual Exclusivity of Turing and Turing–Hopf Instabil-
ty). For given k, (ū, v̄, w̄) cannot be both Turing unstable and
uring–Hopf unstable against wavenumber k.
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Fig. 1. Vegetation component of pattern steady states with critical wavenumber
that fit the domain Ω .

Proof. By definition, wavenumber k Turing unstable implies
β0(k) > 0, whereas wavenumber k Turing–Hopf unstable implies
β0(k) < 0. □

2.4. Setup of continuation of spatial patterns in two space dimen-
sions

To compute steady states and their stability, the software
package pde2path [22] (with the routine pmcont to avoid ‘branch
jumping’ [23]) is used. Let kc be the length of the (Turing-)critical
wavevectors. Since the models in this paper are isotropic, with
a slight abuse of language, the length of the wavevector will
be referred to as the wavenumber. A rectangular computational
domain Ω is chosen:

Ω =

[
−

2π
kc

,
2π
kc

]
×

[
−

√
3
2π
kc

,
√
3
2π
kc

]
with periodic boundary conditions in the first dimension and
Neumann boundary conditions in the second. This domain ex-
actly fits both the critical 2-stripe pattern and the hexagonal
patterns with 6 gaps/spots, see Fig. 1. Only these patterns are
computed, e.g. patterns with a different wavenumber are beyond
the scope of this article. Also, (spectral) stability is against pertur-
bations on Ω and excludes stability against e.g. large wavelength
perturbations.

Because the computation of patterns is restricted to critical
wavenumber patterns, the possibility of transitions to patterns
with lower wavenumbers is not captured. Like the transition from
gaps to stripes to spots [25], transitions to smaller wavenumbers
are typically observed in model studies with (slowly) decreas-
ing precipitation [14,15,26]. At low precipitation, the last stable
pattern could thus be a single spot of vegetation in an otherwise
bare desert, but other scenarios (e.g. in the presence of sustained
grazing [27,28]) are also possible.

3. The Klausmeier model

More than two decades ago, the first multi-component model
was introduced that accounted for water redistribution toward
vegetated areas as a driver of vegetation pattern formation: wa-
ter flows down a hill slope until it reaches vegetation and is
absorbed. In the present article, flow downhill (modeled by ad-
vection) is replaced by diffusion, which is customary on flat
terrain [14]. This version of the model is almost identical to the
Gray–Scott model [29–31], but in the context of this article it will
be referred to as the (flat) Klausmeier model. The flat Klausmeier
model has two components (water density H , vegetation density
B) and is given by:{
Ht = d1∆H −l1H +p −C(H, B) (11)
Bt = d3∆B −l3B +jC(H, B).
Without the explicit distinction between soil and surface water,
the function C is a composition of infiltration and uptake. In the
Klausmeier model, it is expressed as a product,

C(H, B) = rG(H)F (B)B = rHB2, (12)

where G(H) = H models the functional response of plants to
water and F (B) = B models the amelioration of soil infiltration
haracteristics by vegetation [6]. The modeling of C by a prod-
uct of F and G is not further substantiated in [6], but yields a
conceptual representation of the notion of local facilitation.

The positive spatially homogeneous steady states of (11) are,
for p ≥

2l3
j

√
l1
r ,

B± =
jp
2l3

±

√(
jp
2l3

)2

−
l1
r

with H± =
l3
j

1
rB±

,

where only (H+, B+) is possibly stable against spatially homoge-
neous perturbations. The Jacobian of the reaction terms is

A =

(
−l1 − rB2

−2rHB
jrB2

−l3 + 2jrHB

)
nd evaluated in (H+, B+):

+ =

(
−l1 − rB2

+
−

2l3
j

jrB2
+

l3

)
.

Naturally l3 > 0, so B is self-activating which is a necessary
condition for Turing instability (Appendix A.1), and the system
corresponds to the left panel of Fig. A.8. Choosing P = p/l1 and
replacing H by P − H , lack of water is an inhibitor [32], as in the
right panel of Fig. A.8.

3.1. Mimicking the Klausmeier model: sticky-soil reduction of the
unification model

Applying the sticky-soil assumption d2 = 0 (Section 2.1.2), the
unification model (6) can be formally reduced by computing

Wst =
r2HB

r1B(1 + ηB) + l2
;

he reduced model is then given by{
Ht = d1∆H −l1H +p −r2HB
Bt = d3∆B −l3B +jr2HB

r1B(1+ηB)
r1B(1+ηB)+l2

which is reminiscent of the Klausmeier model (11) as it provides
a way how linear infiltration and uptake processes (for η = 0) can
combine into a quadratic function (12). Indeed, for positive l2, B
is self-activating (also now for η = 0) since in a positive spatially
homogeneous steady state:

∂

∂B

[
−l3B + jr2HB

r1B(1 + ηB)
r1B(1 + ηB) + l2

]
= B

∂

∂B

[
jr1r2HB(1 + ηB)
r1B(1 + ηB) + l2

]
=

jl2r1r2HB(1 + 2ηB)
(r1B(1 + ηB) + l2)2

> 0.

ivotal is that soil water loss is not a linear function of biomass B
namely constant); in the Gilad model [12], soil water evaporation
s decreasing with B, which would strengthen the self-activation.

Comparison of bifurcating Turing patterns in the unification
odel between default parameters (d2 = 100) and the sticky soil

limit (d = 0) is shown in Figs. 4 and 5.
2
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Table 1
Inferred parameter values for the unification model from the literature; chosen values in the right column. Note
that in [19] parameters are expressed in gram, day and millimeter, which have been replaced by kilogram, years
and kilogram per square meter respectively. The values of r1 and r2 are derived from the Rietkerk (and Gilad for
r2) model by computing the slope of the uptake and infiltration function at W = 0 and B = 0 respectively, see (18).
Parameter Unit Klausmeier [6] Rietkerk [19] Simplified Gilad [12]|[24] This article

d1 m2/yr 500a 36500 –b –b 10000 (or 0)
d2 m2/yr – 36.5 0.0625 2.5 100 (or 0)
d3 m2/yr 1 36.5 0.000625 0.1 1

l1 1/yr 4 0 0 4.5 0 or 1
l2 1/yr – 73 4 1.5 1
l3 1/yr 1.8 91.25 1.2 2 1

r1 m2/(kg yr) – 3650 20 14 1
r2 m2/(kg yr) – 11680 720 99 1 (or ∞)

j 1 0.003 0.01 0.0016 0.0021 0.01
η m2/kg 0 0 3.5 1.5 0 or 1
q 1 – – 2 2 1

aTaken from [14].
bNo corresponding parameter in the Gilad model because, there, water diffuses nonlinearly.
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. The Rietkerk model

Introduced in [11,19], the Rietkerk model is given by (1) with⎧⎪⎨⎪⎩
IR(B) =

B+k2w0
B+k2

UR(W , B) =
WB

W+k1
l1 = 0

(13)

o explicitly:⎧⎪⎨⎪⎩
Ht = d1∆H +p −r̃2H

B+k2w0
B+k2

Wt = d2∆W −l2W +r̃2H
B+k2w0
B+k2

−r̃1 WB
W+k1

Bt = d3∆B −l3B +jr̃1 WB
W+k1

with original parameter values in Table 1 and

r̃1 = 18 250
1
yr

, r̃2 = 73
1
yr

, w0 = 0.2, k1 = 5
kg
m2 ,

k2 = 0.005
kg
m2 ,

(14)

where we used that a liter of water is equivalent to 1 mm of
rainfall per square meter, which weighs a kilogram.

The only positive spatially homogeneous steady state (for l3 <

jr̃1 and p >
k1 l2 l3
jr̃1−l3

) is

H+,W+, B+) =

(
p
r̃2

B+ + k2
B+ + k2w0

,
k1l3

jr̃1 − l3
,
j
l3

(
p −

k1l2l3
jr̃1 − l3

))
,

here H+ is expressed as a function of B+. The Jacobian of the
eaction terms is given by

=

⎛⎜⎜⎝
−r̃2

B+w0k2
B+k2

0 −r̃2Hk2
1−w0

(B+k2)2

r̃2
B+w0k2
B+k2

−l2 −
r̃1k1B

(W+1)2
r̃2Hk2

1−w0
(B+k2)2

−
r̃1W

W+k1

0 jr̃1k1B
(W+1)2

−l3 +
jr̃1W
W+k1

⎞⎟⎟⎠
and evaluated in (H+,W+, B+) this becomes

A+ =

⎛⎜⎜⎝
−r̃2

B++w0k2
B++k2

0 −
pk2

B++k2w0

1−w0
B++k2

r̃2
B++w0k2
B++k2

−l2 −
r̃1k1B+

(W++1)2
pk2

B++k2w0

1−w0
B++k2

−
l3
j

0 jr̃1k1B+

(W++1)2
0

⎞⎟⎟⎠ (15)

so that

tr(A+) = −r̃2
B++w0k2
B++k2

− l2 −
r̃1k1B+

(W++1)2
< 0,

det(A ) = −
r̃1 r̃2k1 l3B+ B++w0k2 < 0.
+ (W++1)2 B++k2
Thus, (H+,W+, B+) is stable against spatially homogeneous per-
turbations if and only if the Routh–Hurwitz criterion is satisfied
(confer (10)):

β0(0)+β1(0)β2(0) = det(A+)−tr(A+)(A1,1+A2,2+A3,3) > 0. (16)

From (15) we can read off that a11, a22 < 0, a33, A2,2 = 0
and A3,3 > 0, so (H+,W+, B+) is not Turing–Hopf unstable (by
Lemma 2 since d1 ≥ d2, d3). The only option for Turing instability
is if A1,1 < 0 (confer Lemma 1). It holds that

A1,1 =
r̃1k1B+

(W+ + 1)2

(
l3 −

jpk2
B+ + k2w0

1 − w0

B+ + k2

)
which is negative if

l3 <
jpk2

B+ + k2w0

1 − w0

B+ + k2
. (17)

f p ↓
k1 l2 l3
jr̃1−l3

then B+ ↓ 0, and (17) reduces to

k2w0(jr̃1 − l3) < jk1l2(1 − w0).

his inequality is satisfied by the original choice of parameter
alues (14), so Turing instability can (indeed) occur.

.0.1. Sandy and sticky soil; reduction to two components
The sandy-soil setting (d1 = 0, Section 2.1.1) applied to the

ietkerk model does not exhibit Turing patterns since −d1A1,1 is
he only negative term in β0(k) (9). From another viewpoint, in
he sandy-soil reduced system B is not self-activating (a33 = 0
n (15)) and Turing instability moreover is a priori impossible
or d2 = d3 = 0.1 (Table 1). For the sticky-soil assumption
d2 = 0) and subsequent reduction (Section 2.1.2), this is not as
asy to compute and therefore omitted: it was determined for
he simpler unification model in Section 3.1. Note that for the
omputation in Fig. 2, there was no visual distinction between
2 = 0.1 and d2 = 0, so in this case Turing instability is
reserved in the sticky-soil limit. In [33], soil water diffusion was
lso neglected as no significant differences were noticed.

.0.2. Including surface water evaporation
Changing the Rietkerk model by allowing for surface water

vaporation l1 > 0, as in [34], there may be two positive spatially
omogeneous steady states of the Rietkerk model, given by

H± =
jl2W±+l3B±

jr̃2
B±+k2

B±+k2w0

W± =
k1 l3

jr̃1−l3

B = B ±

√
B2

−
jk2 r̃2w0(p−l2W±)−l1 l2W±
± fold fold l3 r̃2+l1
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Fig. 2. Rietkerk model with and without surface water evaporation l1 , using
arameter values from Table 1 and (14). Top panel: vegetation component B±

f positive spatially homogeneous steady states, with squares at the loci where
H+,W+, B+) becomes Turing unstable. Stability is indicated by thick curves.
ottom panel: range of wavenumbers k against which (H+,W+, B+) is Turing
nstable. For l1 = 0, the Turing instability at low precipitation p results from
nstability against small wavenumbers. For larger l1 this Turing instability is
ost but the Turing instability at larger p persists (as long as l1 does not become
oo large). No Turing–Hopf unstable wavenumbers were encountered. Changing
2 = 0.1 into d2 = 0 does not have any significant impact.

here

fold =
r̃2(jp − jl2W± + k2l3w0) − jl1l2W± − k2l1l3

2l3(r̃2 + l1)
.

Further analytical analysis is not attempted, the Turing instability
of (H+,W+, B+) is shown for l1 = 0, l1 = 10 and l1 = 20 in
Fig. 2. For l1 > 0 the spatially homogeneous solution starts to fold
back and the boundary of the region of Turing unstable modes in
the (p, k)-plane no longer consists solely of marginally (un)stable
modes.

4.1. Mimicking the Rietkerk model: the unification model with η = 0

The unification model with η = 0 is a multi-linear Rietkerk
model in the following sense. The infiltration function in the Ri-
etkerk model IR can be approximated by the linear function I(B) =

. The uptake function UR can be approximated by the multi-
inear (mass action) function U(W , B) = WB. The corresponding
ate parameters are chosen:

1 = r̃1 ∂
∂W

[
UR
B

]⏐⏐⏐
W=0

=
r̃1
k1

,

2 = r̃2 ∂
∂B [IR]

⏐⏐
B=0 = r̃2

1−w0
k2

.
(18)

By replacing UR and IR by U and I respectively, we obtain the
nification model (6) with η = 0:{Ht = d1∆H −l1H +p −r2HB
Wt = d2∆W −l2W +r2HB −r1WB (19)

Bt = d3∆B −l3B +jr1WB.
The positive homogeneous steady states of (19), for p ≥

l3
j

(
l1
r2

+
l2
r1

+ 2
√

l1 l2
r1r2

)
, are given by:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

H± =
l3
jr2

(
1 +

l2
r1B±

)
W± =

l3
jr1

B± =
1
2

(
jp
l3

−
l1
r2

−
l2
r1

)
±

√
1
4

(
jp
l3

−
l1
r2

−
l2
r1

)2
−

l1 l2
r1r2

where B− is only positive if l1 > 0. Substituting this in the
Jacobian of the reaction terms (7), with η = 0, yields:

A± =

⎛⎜⎜⎝
−l1 − r2B± 0 −

l3
j

(
1 +

l2
r1B±

)
r2B± −l2 − r1B±

l2 l3
jr1B±

0 jr1B± 0

⎞⎟⎟⎠ . (20)

.1.1. Sandy and sticky soil; reduction to two components
For the same reasons as mentioned for the Rietkerk model

n Section 4.0.1, the sandy soil limit d1 = 0 does not yield
Turing patterns. The sticky-soil reduction was determined in 3.1,
showing that vegetation B is self-activating. A comparison of the
unification model with default parameter value, d2 = 100, and
sticky soil, d2 = 0, is presented in Fig. 4.

Remark. Note that vegetation B has become self-activating only
after sticky-soil reduction: B is not self-activating in (the unifica-
tion model mimicking) the Rietkerk model (a33 = 0 in (15) and
(20)). Despite this, B is sometimes referred to as ‘activator’ in the
Rietkerk model in the literature [3,34].

4.1.2. Turing patterns
We first look into stability of the spatially homogeneous

steady states against spatially homogeneous perturbations. It
holds that
tr(A±) = −l1 − l2 − (r1 + r2)B± < 0,
det(A±) = l3(l1l2 − r1r2B2

±
),

nd sign(det(A±)) = ∓1 so (H−,W−, B−) is unstable against
patially homogeneous perturbations. Now (H+,W+, B+) is stable
gainst these perturbations if and only if the Routh–Hurwitz
riterion (16) holds, with

1,1 = −l2l3 < 0,
2,2 = 0,
3,3 = (l1 + r2B+)(l2 + r1B+) > 0.

f η = 0, l1 ≥ l3 and d1 ≥ d2, d3, then it does hold:

0(0) + β1(0)β2(0) = l3(l1l2 − r1r2B2
+
) + (l1 + l2 + (r1 + r2)B+)

× ((l1 + r2B+)(l2 + r1B+) − l2l3)
> l3(l1l2 − r1r2B2

+
) + (l1 + l2 + (r1 + r2)B+)

× l3r1B+ > 0.

(21)

ince B+ is invariant under a change of parameters (l3, p) ↦→

δl3, δp), it is easy to see that the criterion holds if δ is small and
ails if δ is large.

Next we view the stability of (H+,W+, B+) against spatially
eterogeneous perturbations. Since a11, a22 < 0, a33, A2,2 = 0 and
3,3 > 0, it can only be stationary Turing unstable, through A1,1 <

(confer Lemmas 1 and 2). The signs of the elements of A+,
nd their roles in Turing pattern formation, are graphically repre-
ented in the left panel of Fig. 3. In Fig. 4, a comparison of Turing
nstability for d2 = 100 (default) and d2 = 0 (sticky soil, Sec-
ion 2.1.2) of the unification model with η = 0 is shown. Turing
attern formation is preserved; with soil water flux (d = 100)
2
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Fig. 3. Depiction of processes involved in Turing(-Hopf) instability in the unification model for η = 0 (left diagram) and η = 1 (middle and right diagram). If, in
esponse to a marginal increase of component X , component Y increases, then this is represented by X → Y (activation). If instead the response in negative, this is
epresented by X ⊣ Y (inhibition). Left: the mutual activation W ↔ B (component 2 resp. 3) causes A1,1 < 0. If (17) holds, the Rietkerk model corresponds to this
ituation. Note that there is no arrow from B to itself, so vegetation is not self-activating: a33 = 0. Middle: as for η = 0, A1,1 < 0 because B ↔ W , but here also the
elf-activation of B combined with the self-inhibition of W contributes. In addition, a33 > 0 (B → B) and A2,2 < 0 (B → B together with H ⊣ H). Right: Still A1,1 < 0,
lthough B now inhibits W . Also still a33 > 0 and A2,2 < 0.
Fig. 4. Turing patterns in the unification model, using default parameters (Table 1) with η = 0, compared to using the same parameters except d2 = 0 (sticky-soil
imit, Section 2.1), for l1 = 0 (left) and l1 = 1 (right). Top panels: root mean square (RMS) of the vegetation component B of selection of steady states as a function
f precipitation p. Stability on the domain Ω is indicated by thick lines. Stable homogeneous states enter top right and become Turing unstable, giving rise to gap,
pot and stripe patterns. The stability of the steady states in the reduced sticky-soil two-component models is identical to those in the three-component models
ith d2 = 0. Only the spot patterns for d2 = 100 are unstable for all p (on Ω); the bifurcation structure is well-preserved in the sticky-soil limit. Bottom panels:
ange of wavenumbers k against which (H+,W+, B+) is Turing unstable. By Lemma 2, homogeneous steady states cannot be Turing–Hopf unstable. For l1 = 1, by
21), there are no wavenumbers k against which (H+,W+, B+) is Turing–Hopf unstable. For l1 = 0, tiny insignificant ranges of Turing–Hopf unstable wavenumbers
xist (not shown).
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pots with critical wavelength are always unstable whereas with-
ut soil water flux (d2 = 0) spots are stable for a range of
recipitation p (on Ω). Furthermore, the presence of surface
ater evaporation l1 shifts the solution branches for large p and

ntroduces folds for small p.

emark. Mutual activation of W and B, e.g. as in the left panel
f Fig. 3, can be transformed into a mutual inhibition by replac-
ng W by P − W , as in Fig. A.8. So this driving mechanism of
uring pattern formation is equivalent to the ‘‘inhibition of an
nhibition’’ [35], which is also prevalent in [36].

. Simplified Gilad model

In the Gilad model, as in the Rietkerk model, it is assumed that
urface water evaporation is negligible: l1 = 0 (except in [37]).
rom [24], without imposing a bound on the biomass (K = ∞),
he flat Gilad model is given by:⎧⎪⎨⎪⎩

∂
∂tH = d1∆H2

+p −r̃2H · IR(B)
∂
∂tW = d2∆W −l2W +r̃2H · IR(B) −GWW
∂

(22)
∂t B = d3∆B −l3B +GBB
with infiltration IR identical to the Rietkerk model (13) and

GW (x) = r1

∫
Ω

G(y, x)B(y)dy,

GB(x) = jr1

∫
Ω

G(x, y)W (y)dy,

where G(x, y) =
1

2πS20
exp

(
−

|x − y|2

2 (S0(1 + ηB(x)))2

)
.

By taking a limit of the lateral extent of the roots S0 to zero, the
nonlocal terms can be replaced by local ones [20]. It holds that

limS0→0 GW (x) = r1B(x)(1 + ηB(x))2;
imS0→0 GB(x) = jr1W (x)(1 + ηB(x))2, (23)

ee Appendix B for computational details. Together with the
eplacement of nonlinear by linear surface water diffusion (which
n the Klausmeier model does not seem to make a qualitative
ifference [31]), (22) simplifies to⎧⎪⎨⎪⎩

∂
∂tH = d1∆H +p −r̃2H · IR(B)
∂
∂tW = d2∆W −l2W +r̃2H · IR(B) −r1U
∂

(24)
∂t B = d3∆B −l3B +jr1U
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with uptake

U(W , B) = WB(1 + ηB)2.

Now (24) fits the framework (1).

5.0.1. Sandy and sticky soil; reduction to two components
After applying the sandy-soil reduction (Section 2.1.1), the

Jacobian of the reaction terms becomes

A =

(
−l2 − r1B(1 + ηB)2 −r1W (1 + 4ηB + 3η2B2)

jr1B(1 + ηB)2 −l3 + jr1W (1 + 4ηB + 3η2B2)

)
where evaluation of a22 in a positive spatially homogeneous state
(W+, B+) shows that B is self-activating:

a22(W+, B+) = 2jr1W+ηB+(1 + ηB+) > 0.

This has been utilized in [20]. For determining the sticky-soil
reduction (Section 2.1.2):

Wst =
r̃2H · IR

B(1 + ηB)2 + l2
which (depending on parameters) after substitution in U does
yield a two-component Turing system. Resulting Turing patterns
of a simplified Gilad representative in the unification model are
computed next.

5.1. Mimicking the simplified Gilad model: the unification model for
η = 1

Replacing IR in (24) by I , as in Section 4.1, we obtain the
unification model (6) with q = 2. To view the lowest order
correction to the model with η = 0, we replace q = 2 by q = 1.

e also take into account surface water evaporation: l1 ≥ 0.
In this case, the two positive spatially homogeneous steady

tates of (6) are given by:

H± =
l3
jr2

(
1 +

l2
r1B±(1+ηB±)

)
W± =

l3
jr1(1+ηB±)

with B± the solutions of

jpr1r2B±(1 + ηB±) − l3 (l1 (l2 + r1B±(1 + ηB±)))
+ r2B± (l2 + r1B±(1 + ηB±)) = 0

for p sufficiently large.
The Jacobian of the reaction terms evaluated in (H±,W±, B±)

is

A± =

⎛⎜⎜⎝
−l1 − r2B± 0 −

l3
j

(
1 +

l2
r1B±(1+ηB±)

)
r2B± −l2 − r1B±(1 + ηB±) l3

jr1
l2−ηB±

B±(1+ηB±)

0 jr1B±(1 + ηB±)
l3ηB±

1+ηB±

⎞⎟⎟⎠
(25)

so that

tr(A±) = −l1 − l2 − r2B± − r1B±(1 + ηB±) +
l3ηB±

1+ηB±
,

et(A±) = a11A1,1 + l3
(
l1(l2 + ηB±) − r2B2

±
(r1 + η + r1ηB±)

)
,

where sign(det(A±)) = ∓1 so (H−,W−, B−) is unstable against
spatially homogeneous perturbations. Note that again (H±,W±,

B±) is invariant under a parameter transformation (l3, p) ↦→

(δl3, δp), so tr(A+) can both be positive (for large δ) and nega-
tive (for small δ). Apart from the sign of the trace, stability of
(H ,W , B ) depends on fulfillment of (16).
+ + +
5.1.1. Sandy and sticky soil; reduction to two components
Since a33 > 0 (25), the sandy-soil reduced system

(Section 2.1.1) does satisfy the self-activation condition for being
a Turing model (Appendix A.1). The sticky-soil reduction was
already determined in Section 3.1. Comparison of Turing patterns
for various parameter settings is presented in Fig. 5.

5.1.2. Turing patterns
From (25) we can read off that a11, a22 < 0, a33 > 0,

A1,1 = −l2l3
(
1 +

ηB+

1+ηB+

)
< 0,

A2,2 = −(l1 + r2B+)
l3ηB+

1+ηB+
< 0,

A3,3 = (l1 + r2B+)(l2 + r1B+(1 + ηB+)) > 0.

So Turing(-Hopf) instability can be caused by a33 > 0, A1,1 < 0
as well as A2,2 < 0 (confer Lemmas 1 and 2). This is graphically
represented in Fig. 3.

In Fig. 5, Turing patterns are shown for both the default
parameter setting (d1 = 10000, d2 = 100), the sandy soil
limit (l1 = d1 = 0) and the sticky-soil limit (d2 = 0), for
the unification model with η = 1. Again, Turing–Hopf unstable
modes do not play a (significant) role, and the range of stability
of the steady states in the reduced two-component systems is
identical to those in the corresponding three-component system.
Just like for η = 0, the qualitative bifurcation structure near
Turing is preserved when changing from default (d2 = 100) to
sticky soil (d2 = 0); what stands out is that both the stripes
and spots gain a range of stability for d2 = 0 in comparison to
d2 = 100. The change from d1 = 10000 to the sandy-soil limit
d1 = 0 is more drastic: Turing bifurcation occurs at much smaller
precipitation p, with stripes bifurcating supercritically instead of
subcritically, and it exhibits a stable range of spots instead of
gaps. What also makes the bifurcating Turing patterns in this
sandy-soil limit stand out from all the other pattern bifurcation
plots, is that the branches return to the spatially homogeneous
solution at the black cross. This scenario can already be read off
from the orange range of Turing unstable wavenumbers, since
the orange curve of Turing marginally unstable modes attains the
value k = kc twice, namely at the orange square indicating the
Turing instability and at the black cross.

As observed for η = 0, changing the surface water evaporation
rate from l1 = 0 to l1 = 1 only constitutes a shift for large
precipitation p, at small p branches fold for l1 = 1. In comparison
to η = 0 (Fig. 4), for η = 1 the spots still bifurcate supercritically
but only after two or four folds the branch arrives at small p
(except for d1 = 0). Furthermore, Turing patterns form at lower
p for η = 1 than for η = 0.

6. Turing–Hopf instability: three versus two components

Until now, the range of stability of steady states in the sandy-
soil (l1 = d1 = 0) and sticky-soil (d2 = 0) limit did not depend
on whether a subsequent reduction to a two-component system
was performed. Here we deviate slightly from the parameter
values in Table 1 by choosing slow infiltration r2 = 0.1 and
η ∈ {0, 0.25, 0.5, 1}, and study the three-component unification
model in the sandy soil limit (l1 = d1 = 0). From an ecological
perspective it makes more sense to study the reduced two com-
ponent model (Section 2.1.1) and sandy soil would rather imply
r2 ≫ 1; the results below are mainly meant to illustrate how
the dynamics of the two- and three-component model can be
different (even though the steady states are equal). In particular,
in a two-component system a spatially homogeneous steady state
cannot be Turing–Hopf unstable (Appendix A.1).

The Turing(-Hopf) unstable modes are shown in Fig. 6. For η

∈ {0, 0.25}, there are no Turing unstable modes. For η ∈ {0.5, 1},
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Fig. 5. Reductions of the unification model mimicking the simplified Gilad model, using the parameters from Table 1 and η = r2 = 1. Top panels: root mean square
RMS) of the vegetation component B of a selection of steady states as a function of precipitation p. Stability on the domain Ω is indicated by thick lines. Stable
homogeneous states enter top right and become Turing unstable, giving rise to gap, spot and stripe patterns. Bottom panels: range of wavenumbers k against which
(H+,W+, B+) is Turing unstable. For l1 = 0 tiny ranges of Turing–Hopf unstable wavenumbers exist (not shown), but only within the range of precipitation p where
(H+,W+, B+) is already Turing unstable. Left: (un)stable steady states of the unification model with l1 = d1 = 0 (see (3), in orange), in this case stability is identical
o stability in the sandy-soil reduced two-component system (2); both the spots and stripes bifurcate stably on Ω and the gaps are always unstable; the branches
onverge back to the spatially homogeneous state at the second solution of β0(kc ) = 0 (see (9)). For d1 = 10000 (and l1 = 0 or 1), only the gaps (with critical
avenumber) are stable on Ω for a range of p. Right: (un)stable steady states of the unification model with d2 = 0, again stability is identical to stability in the
sticky-soil) reduced two-component system (4); all patterns are stable (on Ω) for a range of p-values. (For interpretation of the references to color in this figure
egend, the reader is referred to the web version of this article.)
Fig. 6. Range of wavenumbers k against which (H+,W+, B+) is Turing(-Hopf) unstable in the unification model with l1 = d1 = 0 (sandy soil) and r2 = 0.1 for
η = 0, 0.25, 0.5, 1. Squares indicate the loci where (H+,W+, B+) becomes Turing(-Hopf) unstable. In the two-component sandy-soil reduced system the Turing
unstable modes all persist but the Turing–Hopf unstable modes all disappear. Top left: η = 0. There are no Turing unstable modes. The homogeneous steady state,
for decreasing precipitation p, first becomes Hopf unstable against a spatially homogeneous mode k = 0. Top right: η = 0.25. A Turing–Hopf instability appears.
Bottom left: η = 0.5. Turing–Hopf unstable modes and Turing instability appear. The Turing instability is preceded by the Turing–Hopf instability (for decreasing p).
The range of Turing unstable wavenumbers and Turing–Hopf unstable wavenumbers (e.g. orange and purple region respectively) are disjoint (Lemma 3): the region
of Turing–Hopf unstable modes is split in two. Bottom right: η = 1. Turing unstable modes coincide with Turing unstable modes in bottom left panel of Fig. 5. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
there are Turing unstable modes but, for decreasing precipitation
p, the Turing instability is preceded by a Turing–Hopf instabil-
ity. In the corresponding reduced two-component system, no
Turing–Hopf unstable modes exist and all the Turing unstable
modes persist: the spatially homogeneous steady state would be
destabilized by the Turing instability.

Time-integration of the unification model for η = 1, with
p = 330 in the range of Turing–Hopf instability (Fig. 6), shows
the formation of rotating spiral patterns, in Fig. 7. A heuristic
explanation is that, as l1 = d1 = 0, resource (surface water)
accumulates at locations without vegetation. Neighboring vegeta-
tion can spread toward such a location, deplete the resource, and
‘move’ toward a next location. Then the build-up of resources can
start again. Obviously, with the resource being surface water this
is not a realistic scenario and the corresponding two-component
reduced model (without surface water component) – which does
not have this Turing–Hopf instability – was the more logical one
to choose anyways.
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Fig. 7. Simulation of the unification model with p = 330, η = 1, r2 = 0.1 and l1 = d1 = 0. The spatially homogeneous steady state is not Turing unstable but
Turing–Hopf unstable (Fig. 5). Domain size 100 × 100 with periodic boundary conditions. As time progresses, moving patterns start to grow that eventually develop
into (pairs of) rotating spirals.
Notably, spiral vegetation patterns have been reported re-
cently in highlands in arid conditions on the border of wetlands
in Chile [38] and in Morocco and Bolivia [39]. Formation of spirals
within the Rietkerk model, out of a pattern of stripes instead
of a spatially homogeneous state, was reported for a particular
parameter combination in [25].

7. Implications for model selection

The Klausmeier, Rietkerk and Gilad models have been suc-
cessful in qualitatively reproducing observed spatially periodic
vegetation patterns. On a fundamental level, the different models
produce the same outcome (referred to as equifinality) and the
challenge is to use observations to discriminate between alternate
explanatory mechanisms [40]. In this article the Rietkerk and sim-
plified Gilad model were represented within a unification model,
and the Klausmeier model was approximated by reduction of
the unification model. The unification model is a minimal model
that focuses on processes that drive vegetation pattern formation:
infiltration is a linear function of surface water and vegetation;
uptake is linear in soil water and linear or quadratic in vegetation,
replacing more refined nonlinear functions in the Rietkerk and
simplified Gilad model. This allowed the identification of drivers
of Turing pattern formation in different models.

Model selection could be based on measuring these drivers
using field experiments, but there are some challenges. Precip-
itation in drylands is intermittent, though in the models it varies
on the climatic time scale (see e.g. [33,41–44] for model stud-
ies with seasonality/intermittency). If the real-world process is
linear, average precipitation may suffice as model input. But, for
instance, the spreading speed of surface water depends on rain
shower intensity and this process is represented in models by a
constant diffusion constant d1. In this case measurements of an
intermittent nonlinear process need to be translated into some
(weighted) average that can be used in the model.

Notwithstanding these issues, based on field measurements it
might be possible to determine whether in response to a marginal
increase in vegetation, the marginal increase in surface water in-
filtration is larger than the marginal increase in soil water uptake.
In all models, this is exactly what leads to the first principal minor
A1,1 being negative, which is the only driver of Turing instability
in (the representative mimicking) the Rietkerk model.

In (the representative mimicking) the simplified Gilad model,
additionally vegetation is self-activating (a33 > 0), because up-
take through the root network increases disproportionally with
plant size. For individual plants, the uptake rate could be mea-
sured as a function of plant size. If patches of vegetation consist
of multiple individual plants the interpretation becomes more
challenging, since two plants at the same location may have equal
biomass as a single larger plant, but a smaller combined root
network.

In the literature and in this article, it has been tacitly assumed
that the vegetation mortality rate is constant, and in this case
auto-catalysis of the vegetation is equivalent to self-activation
of the vegetation. Based on lower temperature measurements
within vegetation [37], or by associational resistance to graz-
ing [45], the mortality rate could be a decreasing function of
vegetation. In this case vegetation may be self-activating without
being auto-catalytic.

We found that the Klausmeier model can be approximated by
sticky-soil reduction (no soil water flux) of the unification model,
but there are some fundamental differences. For instance, in the
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Klausmeier model, stripes generally bifurcate supercritically [31],
in Fig. 4 and the top right panel of Fig. 5 they bifurcate subcrit-
ically. This is especially relevant since many of the (analytical)
results in the literature are specific for supercritical bifurcations.
The differences between the unification model with and without
soil water diffusion were only minor: stripes and spots of critical
wavenumber tended to gain stability without soil water diffu-
sion, but for smaller wavenumber the situation may be different.
Subsequent reduction to a two-component model did not change
steady state stability in any of the cases.

Because vegetation is not self-activating in the Rietkerk model,
in the sandy-soil limit (no surface water flux) Turing pattern
formation disappears. For the unification model mimicking the
Gilad model, Turing patterns are still present in the sandy-soil
limit, but the changes are quite dramatic, indicating that surface
water flux does play an important role for the default choice
of parameter values. Subsequent reduction to a two-component
model again did not change steady state stability, except for
ecologically unrealistic parameters in Section 6.

In this article, the stability on a bounded domain Ω was
computed for a selection of bifurcating patterns within a minimal
model with largely unsubstantiated parameter values. These lim-
ited numerical continuation results leave some questions unan-
swered. As an example, the sandy-soil reduced model (without
surface water flux) is the only model in this article with stripes
and spots bifurcating stably on Ω (Fig. 5), not complying with
the ‘‘standard sequence’’ [25], a difference that could be analyzed
close-to-equilibrium e.g. by bifurcation analysis on a hexagonal
lattice [46]. It would probably be a poor model to study ‘‘fairy
circles’’ (gaps) in the Namibian sandy soil [47,48], since the model
does not exhibit stable gaps with critical wavenumber. It is not
clear what the pivotal (ecological) difference with the sandy-
soil reduced simplified Gilad model [20] is, that results in the
selection of gap patterns there.

A more refined analysis is needed for thorough comparison
of model output. By applying numerical continuation techniques,
representations of all stable patterns (Busse balloons) can be
computed, which would provide a more solid basis for model
comparison and can be tested against distributions of remotely
sensed vegetation patterns [2,49–55].

Although steady states in three-component sandy/sticky mod-
els and those in the two-component reduced models are equal,
they are more likely to be Hopf unstable in the three-component
model and the dynamics might be different. In reaction–diffusion
systems with advection, the anisotropy may cause patterns to
move in a specific direction: in a comoving frame they would still
be stationary. Turing–Hopf instability in isotropic systems (as in
this article) results in movement in all possible directions, with
patterns that are less regular than the steady states that generally
arise after Turing instability. For application of advanced mathe-
matical techniques, it is convenient to study the simplest model
possible.
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Appendix A. Turing instability

Following the original article from Alan Turing [13], there have
been numerous follow-up articles extending or reinterpreting
this seminal work, see e.g. [56–63]. For easy reference, here
some well-known properties of the Turing(-Hopf) instability in
both two- and three-component reaction–diffusion systems are
revisited.

A.1. Two-component Turing systems

A general two-component reaction–diffusion system without
cross-diffusion is given by:{
ut = d1∆u + f (u, v)
vt = d2∆v + g(u, v). (A.1)

The Jacobian of the reaction terms is given by:

A(u, v) :=

(
a11 a12
a21 a22

)
:=

(
∂ f
∂u

∂ f
∂v

∂g
∂u

∂g
∂v

)
.

We assume the existence of a spatially homogeneous solution
(ū, v̄) that is stable against spatially homogeneous perturbations
(tr(A(ū, v̄)) < 0 and det(A(ū, v̄)) > 0). Since (A.1) is isotropic, we
use k to denote the length of the wavevector of a periodic per-
turbation, i.e. in two spatial dimensions with wavevector (kx, ky),
k =

√
k2x + k2y , and refer to k as the wavenumber.

The dispersion relation is given by det(M − λI) = 0, where
M = A − Dk2 and D = diag(d1, d2) the diagonal matrix with
entries d1, d2, so

det(M − λI) = λ2
+ α1(k)λ + α0(k) = 0 (A.2)

where

α0(k) = det(M) = d1d2k4 − (d1a22 + d2a11)k2 + det(A),
1(k) = −tr(M) = (d1 + d2)k2 − tr(A) > 0.

plitting (A.2) in real and imaginary parts:

Re(λ)2 − Im(λ)2 + α1(k) Re(λ) + α0(k) = 0
Re(λ) Im(λ) + α1(k) Im(λ) = 0

nd looking for critical spectrum, Re(λ) = 0, from the second
quation it follows that Im(λ) = 0 and substituting this in the
ormer yields α0(k) = 0. Since Im(λ) = 0, Turing–Hopf instability
s impossible. Traveling solutions away-from-equilibrium can still
xist though, confer e.g the FitzHugh–Nagumo PDE [64].
The equation α0(k) = 0 shows that the Turing instability can

nly occur if d1a22 + d2a11 > 0, meaning that (since tr(A(ū, v̄)) <

) either a11 > 0 or a22 > 0. Without loss of generality we may
ssume that a22 > 0. From det(A(ū, v̄)) > 0 it now follows that
ither a12 > 0 or a21 > 0. The two corresponding systems are
epicted in Fig. A.8, with the first component now denoted by O
if a12 < 0 and a21 > 0) or P − O (if a21 > 0 and a12 < 0)
nd the second component by B. Since the two systems can be
ransformed into each other by replacing O by P − O, with P a
ufficiently large constant to retain positivity, in some sense there
s only one two-component Turing system.

emark. There is some disagreement on the definition of acti-
ator in the literature. All authors would agree that in the right
anel of Fig. A.8, B is the activator. In the left panel, most authors
till identify B as the activator whereas in the definition of [59],
is now the activator. To avoid confusion, in this article B will
e described as self-activating.
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Fig. A.8. Two-component reaction–diffusion systems in equilibrium that admit
a Turing instability: activated–inhibited vs activator–inhibitor. Left: component
B is activated (→) by itself and by O; component O is inhibited (⊣) by itself and
omponent B. Component O is sometimes referred to as depleted substance [57]
r substrate [58]. Right: by replacing O by P − O, with P a constant such that
ositivity is retained, the inhibition of O by B is replaced by an activation of
−O by B, and the opposite holds for the activation of B by O. Now B activates
tself and P − O; P − O inhibits itself and B.

.2. Routh–Hurwitz criterion of three-component Turing(-Hopf) sys-
ems

The Routh–Hurwitz criterion provides necessary and sufficient
onditions on linear stability of a linear system of equations.
or self-containment, a derivation in the special case of three-
omponent (Turing) systems is given. The dispersion relation
8),

et(M − λI) = −λ3
+ β2(k)λ2

+ β1(k)λ + β0(k) = 0

can be split into real and imaginary parts

− Re(λ)3 + 3 Re(λ) Im(λ)2 + β2(k) Re(λ)2 − β2(k) Im(λ)2

+ β1(k) Re(λ) + β0(k) = 0

− 3 Re(λ)2 Im(λ) + Im(λ)3 + 2β2(k) Re(λ) Im(λ) + β1(k) Im(λ)
= 0

and assuming criticality (Re(λ) = 0) gives

−β2(k) Im(λ)2 + β0(k) = 0

Im(λ)3 + β1(k) Im(λ) = 0

so that we have marginal Turing instability (Im(λ) = 0 and
β0(k) = 0) or marginal Turing–Hopf instability (Im(λ) = ±

√
β0(k)
β2(k)

±
√

−β1(k), so β0(k) + β1(k)β2(k) = 0 with β0(k), β1(k) < 0).

ppendix B. Simplification of the Gilad model

Here we compute that (23) holds.

B(x) =jr1

∫
R2

G(x, y)W (y)dy

=jr1

∫
R2

1
2πS20

exp
(

−
|x − y|2

2 (S0(1 + ηB(x)))2

)
W (y)dy

=jr1(1 + ηB(x))2
∫
R2

1
2πS20

exp

(
−

|y′
|
2

2S20

)

× W
(

y′

1 + ηB(x)
+ x

)
dy′

→jr1(1 + ηB(x))2
(

δ(y′) ∗ W
(

y′

1 + ηB(x)
+ x

))
=jr1(1 + ηB(x))2W (x)

as S0 → 0 where we used the substitution y =
y′

1+ηB(x) + x (and
δ is the Dirac distribution). For the other integral, we follow the
same procedure and in addition use the mean value theorem:

GW (x) =r1

∫
R2

G(y, x, t)B(y)dy

=r1

∫
1

2 exp
(

−
|y − x|2

2

)
B(y)dy
R2 2πS0 2 (S0(1 + ηB(y)))
=r1

∫
R2

1
2πS20

exp
(

−
|y − x|2

2 (S0(1 + ηB(x)))2

)
B(y)dy

+ r1

∫
R2

1
2πS20

exp
(

−
|y − x|2

2 (S0(1 + ηB(z)))2

)
×

η|y − x|2∇yB(z) · (y − x)
S20 (1 + ηB(z))

B(y)dy

→jr1(1 + ηB(x))2
(

δ(y′) ∗ B
(

y′

1 + ηB(x)
+ x

))
+ jr1(1 + ηB(z))4

(
δ(y′) ∗

(
η|y′

|
2
∇yB(z) · y′

S20

× B
(

y′

1 + ηB(z)
+ x

)))
=jr1(1 + ηB(x))2B(x).
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