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Foreword

The fourth edition of Gesture and Speech in Interaction (GESPIN) was held in Nantes, France. After
Poznan in Poland, Bielefeld in Germany and Tilburg in the Netherlands, it has been our pleasure to host
this international conference. With more than 40 papers, these proceedings show just what a flourishing
field of enquiry gesture studies continues to be. Although the majority of the participants were Euro-
pean, we were delighted that non European countries were represented as well. This shows the will of
researchers — both junior and senior — to come together to present the findings of their research in what
is a very exciting and thriving domain.

The keynote speeches of the conference addressed three different aspects of multimodal interaction:
gesture and grammar, gesture acquisition, and gesture and social interaction. In a talk entitled Qualities
of event construal in speech and gesture: Aspect and tense, Alan Cienki presented an ongoing research
project on narratives in French, German and Russian, a project that focuses especially on the verbal and
gestural expression of grammatical tense and aspect in narratives in the three languages. Jean-Marc
Colletta’s talk, entitled Gesture and Language Development: towards a unified theoretical framework,
described the joint acquisition and development of speech and early conventional and representational
gestures. In Grammar, deizis, and multimodality between code-manifestation and code-integration or why
Kendon’s Continuum should be transformed into a gestural circle, Ellen Fricke proposed a revisited
grammar of noun phrases that integrates gestures as part of the semiotic and typological codes of in-
dividual languages. From a pragmatic and cognitive perspective, Judith Holler explored the use of
gaze and hand gestures as means of organizing turns at talk as well as establishing common ground in a
presentation entitled On the pragmatics of multi-modal face-to-face communication: Gesture, speech and
gaze in the coordination of mental states and social interaction.

Among the talks and posters presented at the conference, the vast majority of topics related, quite
naturally, to gesture and speech in interaction — understood both in terms of mapping of units in different
semiotic modes and of the use of gesture and speech in social interaction. Although it would be too long to
quote every single author and paper in this short foreword, we will give the reader an outline of the variety
of approaches presented at GESPIN this year. Several presentations explored the effects of impairments
(such as diseases or the natural ageing process) on gesture and speech. The communicative relevance of
gesture and speech and audience-design in natural interactions, as well as in more controlled settings like
television debates and reports, was another topic addressed during the conference. Some participants
also presented research on first and second language learning, while others discussed the relationship
between gesture and intonation. While most participants presented research on gesture and speech from
an observer’s perspective, be it in semiotics or pragmatics, some nevertheless focused on another impor-
tant aspect: the cognitive processes involved in language production and perception. Last but not least,
participants also presented talks and posters on the computational analysis of gestures, whether involving
external devices (e.g. mocap, kinect) or concerning the use of specially-designed computer software for
the post-treatment of gestural data. Importantly, new links were made between semiotics and mocap data.

Finally, we would like to take this opportunity to acknowledge the work of a certain number of people
at the University of Nantes who were crucial to the successful hosting of this conference. Firstly there
is Myriam Lecoz, the secretary of our research laboratory (LLING), who provided us with continuous
advice and support and dealt with many key administrative tasks. Secondly, there are our wonderful
student volunteers: Anne-Laure Besnard, Quentin Brisson, Manon Lelandais, and Benjamin Lourenco,
without whose help the logistical organization of the three conference days would have been impossible.
Many thanks also go to the members of the scientific committee, who did a very fine job in ensuring the
reviewing process went as smoothly as possible. We are also grateful to the Linguistics Laboratory of
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Nantes (LLING), the English Department of our university, the University of Nantes itself, as well as to
the Infrastructure de Recherche pour les Corpus Oraux et Multimodauz (IRCOM), all of whom granted
us funding. In doing so, they enabled this conference to take place. We sincerely hope that is has been
as enjoyable for every participant as it has been for us.

September 2015
Gagélle Ferré & Mark Tutton
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Qualities of event construal in speech and gesture: Aspect and
tense

Alan Cienki

a.cienki@vu.nl

This talk will present preliminary results of an international project on verbal and co-verbal means of
"event construal" (understood as per Langacker 1987 and Croft 2012). The project is based at Moscow
State Linguistic University but involving teams of colleagues from France and Germany as well as Rus-
sia. The choice of French, German, and Russian as languages for analysis was motivated by the differing
morphological and/or lexical means that are used, or not, in the three languages (and in some other
members of the Romance, Germanic, and Slavic language families) for talking about different types of
events. Whereas French and German rely on a variety of tense forms, particularly to talk about events in
the past, German prefixes on verbs additionally highlight numerous distinctions of manner of action (Ak-
tionsart or "lexical aspect"), while Russian’s simple tense system (past, present, future) is complemented
by a distinction of two grammatical aspect categories as well as categories of Aktionsarten marked by
verbal affixes.

The results reported on here will focus on the relations of grammatical aspect and tense to the qual-
ities of speakers’ coverbal gestures. In previous research, Duncan (2002) showed that the duration of
gesture strokes tends to be longer and more agitated with event descriptions in the "imperfective" than
with those using "perfective" verb forms in English and in Mandarin Chinese, findings that were further
confirmed for English by McNeill (2003) and Parrill et al. (2013). In the present study, narratives about
different types of events were elicited using a protocol from Becker et al. (2011) with native speakers of
French, German, and Russian. Coverbal gestures were analyzed using a system of "boundary schemas"
developed for this project, based on (Miiller 2000). These have to do with whether the stroke of a given
gesture phrase involves a pulse of effort ("bounded") or not ("unbounded"). Bounded gestures, hypoth-
esized to correlate more with perfective aspect and perfect tenses, show greater effort markedly exerted
at the onset of the stroke, the offset, both, or repeated throughout the stroke. Unbounded gestures, by
contrast, involve effort spread evenly over the stroke. The analysis of effort involves attention to kine-
siological parameters (Boutet 2010) based on physiological features, e.g., the relation of the form of the
movement to the structure of the hand, wrist, arm, etc. Initial findings suggest that certain grammatical
distinctions concern qualities of event structure that are also expressed in patterns of speakers’ coverbal
motoric behavior. The results will be compared to findings from PhD research by Wang (VU Amsterdam
& Xiamen U.) on the use of gesture in Mandarin Chinese with clauses with aspectual particles (e.g., le
marking actualization of an action, zai marking progressives, zhe marking duration).

While the categories customarily used to characterize event construal in grammar, such as different
aspectual distinctions, show certain connections to speakers’ use of gesture, they do not carry over to
gesture in a straightforward way. We see from these studies how research on gesture from a linguistic
perspective (Miiller et al. 2013) can provide more nuanced insights into a process Slobin (1987) charac-
terized as "thinking for speaking", investigated here in terms of how the construal of events appears in
embodied expression while speaking.

Abbreviated references:

e Becker, R., Cienki, A., Bennett, A., Cudina, C., et al. 2011. Aktionsarten, speech and gesture.

Boutet, D. 2010. Structuration physiologique de la gestuelle: Modéle et tests.
e Croft, W. 2012. Verbs: Aspect and causal structure.

e Duncan, S. 2002. Gesture, verb aspect, and the nature of iconic imagery in natural discourse.

Langacker, R. 1987. Foundations of cognitive grammar. Volume 1. Theoretical prerequisites.

MecNeill, D. 2003. Aspects of aspect.

Miiller, C. 2000. Zeit als Raum.
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e Miiller, C., Ladewig, S., & Bressem, J. 2013. Gestures and speech from a linguistic perspective.
e Parrill, F., Bergen, B., & Lichtenstein, P. 2013. Grammatical aspect, gesture, and conceptualization.

e Slobin, D. 1987. Thinking for speaking.

Gesture and Language Development: towards a unified theoretical
framework

Jean-Marc Colletta

jean-marc.colletta@u-grenoble3.fr

Children communicate their needs through bodily behavior and begin to gesture way before talking. To-
gether with expressions of emotions, gestures, such as pointing or waving goodbye, constitute the principal
means of interacting with others before the emergence of the first words. Children continue to gesture
during their second year as they start talking and gesturing in bimodal language production. Older chil-
dren carry on using speech associated gestures through to adulthood as their language repertoire fulfills
new social-interactional needs and incorporates new discourse genres. Thus, as a number of studies have
demonstrated over the past twenty years, verbal language does not replace gestures as children grow up.
Rather, language is to be considered as a compound of audio-linguistic signs and visual-kinesic signs
whose use and forms evolve together in the course of age.

To present an overview of early and later gesture and language acquisition is too big a scope for this
presentation, considering today’s vast literature on the subject. In this presentation, I will rather present
a set of a priori unrelated observations and results on early emblems and representational gestures, ges-
tures of the abstract, changes in gesture production and in the relation between speech and gesture during
childhood, gesture variation in situational and discourse context, as well as teacher’s gestures during lan-
guage and maths class. I will then discuss these results within a unified theoretical framework that builds
on "mimesis theory" as introduced by Marcel Jousse in his "Anthropologie du geste" (Calbris, 2011), René
Girard’s mimetic theory and Jordan Zlatev and collaborators’s work on mimesis (Zlatev, 2002; Zlatev et
al., 2008). Language acquisition is then to be seen as an embodied process fully embedded into sensory
and motoric experience of both the physical and the social world, and gesture as a shared representa-
tion mechanism that both grounds and extends linguistic means for communication among human beings.

References:

e Calbris, G. (2011). Elements of Meaning in Gesture. Amsterdam/Philadelphia: John Benjamins
Publishing Company.

e Zlatev, J. (2002). Mimesis: the "missing link" between signals and symbols in phylogeny and
ontogeny? A. Pajunen (Ed.), Mimesis, Sign and Language Evolution (pp.93-122). Publications in
General Linguistics, 3. Turku: University of Turku Press.

e Zlatev, J., Racine, T.P., Sinha, C. Itkonen, E. (2008). The Shared Mind. Perspectives on intersub-
jectivity. Amsterdam/Philadelphia, John Benjamins Publishing Company.

Grammar, deixis, and multimodality between code-manifestation
and code-integration or why Kendon’s Continuum should be trans-
formed into a gestural circle

Ellen Fricke
ellen.fricke@phil.tu-chemnitz.de

Until recently, the idea that a multimodal approach to grammar is necessary was by no means evident.
Most grammarians so far focused their grammatical analyses on written and spoken language without
considering co-speech gestures. Yet the progress in gesture studies offers a new perspective on the gram-
matical capacity of gestures accompanying speech (Fricke 2008, 2012, 2013, 2014a, b, c¢; Harrison 2008,
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2009; Ladewig 2011; Bressem 2012). Not only is human speech composed of articulations of the mouth,
primarily perceived by ear, but also of visible articulations of other body parts affecting the eye (e.g.,
Kendon 2004; Miiller 1998, McNeill 1992, 2005, for an overview see Miiller, Cienki, Fricke et al. 2013
and 2014). In this regard, the movements of the hands play a special role: the sign languages of the deaf
show that movements of the hand alone can function as articulators of fully established languages (Wundt
[1900] 1904). If it is the case that movements of the hand inherently have the potential for establishing
a grammar, what are the grammatical implications of all those hand movements that accompany the
speech of hearing people?

Are single languages like French, English, or German partially multimodal? How far is the faculty of
language bound to a particular mode of manifestation? If we conceive multimodality as a global dimen-
sion of linguistic and semiotic analysis which is generally applicable to language and other systems of signs
then we have to broaden our perspective by also including grammars of single languages and the human
faculty of language. With respect to linguistics and by focusing on the example of noun phrases, I will
show that this extension of perspective on multimodality reveals two basic principles: Firstly, multimodal
code-integration of gestures within grammars of single languages on the level of the language system; sec-
ondly, processes of multimodal code-manifestation of certain structural and typological aspects on the
verbal and gestural level provided by the codes of single languages as well as the general human faculty
of language.

With regard to gesture studies, evidence of multimodal grammatical structures and functions (e.g.,
multimodal modication in noun phrases or constituency and recursion in syntax (Fricke 2012, 2013))
could challenge the current view of Kendon’s Continuum (McNeill 1992) as a straight line from left to
right. If spoken langages are conceived of as being basically multimodal, then it is necessary to take into
consideration speech and co-speech gestures as a unified whole when comparing them to sign languages.
In the light of these findings, we propose transforming the straight line that joins them in Kendon’s
Continuum into a gestural circle, which may more adequately represent their close relation.

References:

e Bressem, Jana (2012). Repetitions in Gesture: Structures, Functions, and Cognitive Aspects.
Dissertation, Europa-Universitit Viadrina, Frankfurt (Oder).

e Fricke, Ellen (2008). Grundlagen einer multimodalen Grammatik: Syntaktische Strukturen und
Funktionen. [Foundations of a Multimodal Grammar: Syntactic Structures and Functions]. Habil-
itation, Europa-Universitit Viadrina, Frankfurt (Oder).

o Fricke, Ellen (2012). Grammatik multimodal: Wie Wérter und Gesten zusammenwirken. Berlin
and Boston.

e Fricke, Ellen (2013). Towards a unified grammar of gesture and speech: A multimodal approach.
In: Cornelia Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 733-754.

e Fricke, Ellen (2014a). Deixis, gesture, and embodiment from a linguistic point of view. In: Cornelia
Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 1803-1823.

e Fricke, Ellen (2014b). Between reference and meaning: Object-related and interpretant-related
gestures in face-to-face interaction. In: Cornelia Miller, Alan Cienki, Ellen Fricke et al. (eds.),
1788-1802.

e Fricke, Ellen (2014c). Syntactic complexity in co-speech gestures: Constituency and recursion. In:
Cornelia Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 1650-1661.

e Harrison, Simon (2009). Grammar, Gesture, and Cognition: The Case of Negation in English.
Dissertation, Université Bordeaux 3.

e Kendon, Adam (2004). Gesture: Visible Action as Utterance. Cambridge, CUP.

e Ladewig, Silva H. (2011). Syntactic and Semantic Integration of Gestures into Speech: Structural,
Cognitive, and Conceptual Aspects. Dissertation, Europa-Universitit Viadrina, Frankfurt (Oder).
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e McNeill, David (1992). Hand and Mind: What Gestures Reveal about Thought. Chicago.
e McNeill, David (2005). Gesture and Thought. Chicago.

e Miiller, Cornelia (1998). Redebegleitende Gesten: Kulturgeschichte — Theorie — Sprachvergleich.
Berlin.

e Miiller, Cornelia, Jana Bressem, Silva H. Ladewig (2013). Towards a grammar of gesture: A form-
based view. In: Cornelia Miiller, Alan Cienki, Ellen Fricke et al. (eds.), 707-733.

e Miiller, Cornelia, Alan Cienki, Ellen Fricke, Silva H. Ladewig, David McNeill and Sedinha Teflendorf
(eds.) (2013). Body - Language — Communication. An International Handbook on Multimodality
in Human Interaction (HSK 38.1). Berlin and Boston.

e Miiller, Cornelia, Alan Cienki, Ellen Fricke, Silva H. Ladewig, David McNeill and Jana Bressem
(eds.) (2014). Body — Language — Communication. An International Handbook on Multimodality
in Human Interaction (HSK 38.2). Berlin and Boston.

e Wundt, Wilhelm ([1900] 1904). Vélkerpsychologie. Eine Untersuchung der Entwicklungsgesetze von
Sprache, Mythus und Sitte. Vol. 1: Die Sprache. Leipzig.

On the pragmatics of multi-modal face-to-face communication:
Gesture, speech and gaze in the coordination of mental states and
social interaction

Judith Holler
Judith.Holler@mpi.nl

Coordination is at the heart of human conversation. In order to interact with one another through
talk, we must coordinate at many levels, first and foremost at the level of our mental states, intentions
and conversational contributions. In this talk, I will present findings on the pragmatics of multi-modal
communication from both production and comprehension studies. In terms of production, I will throw
light on (1) how co-speech gestures are used in the coordination of meaning to allow interactants to
arrive at a shared understanding of the things we talk about, as well as on (2) how gesture and gaze
are employed in the coordination of speaking turns in spontaneous conversation, with special reference
to the psycholinguistic and cognitive challenges that turn-taking poses. In terms of comprehension, I
will focus on communicative intentions and the interplay of ostensive and semantic multi-modal signals
in triadic communication contexts. My talk will bring these different findings together to make the
argument for richer research paradigms that capture more of the complexities and sociality of face-to-
face conversational interaction. Advancing the field of multi-modal communication in this way will allow
us to more fully understand the psycholinguistic processes that underlie human language use and language
comprehension.



Talks and Posters






GESPIN

19

Compensation for a large gesture-speech asynchrony in instructional videos

Andrey Anikin, Jens Nirme, Sarah Alomari, Joakim Bonnevier, Magnus Haake

Lund University Cognitive Science, Sweden

rty anik@yahoo.com, jens.nirme@lucs.lu.se, sjawdat@hotmail.com,
joakim.bonnevier.213@student.lu.se, magnus.haake@lucs.lu.se

Abstract

We investigated the pragmatic effects of gesture-speech lag by
asking participants to reconstruct formations of geometric
shapes based on instructional films in four conditions: sync,
video or audio lag (+1,500 ms), audio only. All three video
groups rated the task as less difficult compared to the audio-
only group and performed better. The scores were slightly
lower when sound preceded gestures (video lag), but not when
gestures preceded sound (audio lag). Participants thus
compensated for delays of 1.5 seconds in either direction,
apparently without making a conscious effort. This greatly
exceeds the previously reported time window for automatic
multimodal integration.

Index Terms: gesture-speech synchronization, multimodal
integration, temporal synchronization, comprehension

1. Introduction

Manual gestures facilitate speech production, evidenced by the
fact that they persist when blind people speak among
themselves [1] or when the listener is not visible [2].
Furthermore, gestures may improve listening comprehension,
especially when speech is ambiguous [3] or when there is a lot
of background noise [4]. But how exactly are gestures
temporally related to speech? How important is this temporal
relation to successful communication?

An influential view is that speech and gesture share a
common origin and are best seen as two forms of the same
communicative process [5],[6]. Their temporal relationship is
determined by the semantic and pragmatic synchrony rules: if
speech and gestures co-occur, they must either present the same
semantic information or perform the same pragmatic function.
It is well established that gestures are generally initiated
simultaneously with — or slightly before — the onset of their
lexical affiliates [7],[8],[9],[10]. But a new question
immediately arises: Are they synchronized because this is
necessary for successful comprehension or simply because
speech and gesture stem from the same “idea unit”? [5],[6]

One way to answer this question is to see how a disruption
of the natural synchronization affects comprehension. Since
speech and gesture exploit different modalities, this is a case of
multisensory integration, which is affected by the synchronicity
of the two channels [11]. Of course, the time-window of
tolerance for asynchrony varies depending on the nature of
stimuli.

Several studies have found effects of gesture asynchrony on
event-related potentials elicited around 400 ms after the onset
of a word (N400) indicative of integration difficulty. Habets et
al. [12] found a greater N400 to mismatched versus matched
gesture-speech sequences only when speech lagged by 0 and
160, but not by 360 ms. The authors conclude that gesture and
speech are integrated automatically when they fall within 160
ms of each other, so that a gesture which does not semantically
match speech leads to effortful processing. Obermeier and
Gunter [13] found an N400 effect for gestures related to either
dominant or subordinate meanings of an ambiguous word from
approximately -200 ms (speech lag) to +120 ms (gesture lag).
Other studies have found a greater perceived emphasis on
words when they are synchronized with gestures [10],[14].

A view emerges that gesture and speech may be integrated
either automatically or with some conscious effort, depending
on how precisely they are synchronized. The window for
automatic integration is, however, well within the time frame
reported for naturalistic conversations. For example, Morrel-

Samuels & Krauss [15] discovered that gestures were never
preceded by their lexical affiliates in their data bank, but the
onset of gesture usually preceded its lexical affiliate. In fact, the
mean reported delay was 1 second, and for less familiar words
it could be as long as 3.8 seconds! This result emphasizes the
simple fact that we should not underestimate the variability of
gesture-speech synchronization in natural conversation. In fact,
delays too large for automatic integration may be a normal
feature of conversation, for which humans must possess a
compensatory mechanism.

Practical implications of gesture-speech lag remain
relatively unexplored, partly due to methodological problems
with generating naturalistic sequences with mismatched speech
and gestures. In particular, lip movements quickly give the
manipulation away, unless the face is hidden or computer
animation is used to separate facial from bodily movements.
Practical implications of gesture-speech synchronization are,
however, more relevant today, when digital agents are becom-
ing increasingly common as chatterbots or virtual service desk
personnel. Woodall & Burgoon [16] found that actors who
purposefully delayed their gestures by up to 1 sec were per-
ceived as less persuasive, and this delay impaired recall.
However, in this paradigm speech is not identical in different
conditions. Further study of the effects of gesture-speech
(de)synchronization on overall comprehension as well as the
perceived competence of digital agents is an essential part of
the effort to make computer-human communication smooth and
effortless. The results could drastically change the way digital
agents speak and move.

There is some preliminary evidence that people tolerate
much larger speech-gesture delays than the window in which
multimodal integration occurs automatically. In a study by
Kirchhof [17] 60% of participants accepted gesture-speech
pairs as natural with delays from -600 to +600 ms.
Furthermore, when asked to synchronize the audio and video
tracks, participants chose delays from approximately -1.8 s
(gestures first) to +1.2 s (speech first). The author concludes
that gestures and speech are more closely synchronized in
production than is necessary for successful comprehension. A
limitation of Kirchhof’s approach is that the perceived
naturalness of a clip or the chosen audio-video offset time are
both explicit measures that tap into subjective evaluation rather
than implicit comprehension. To examine the latter, we would
need to assess the pragmatic effects of the multimodal message
on observable behavior.

Accordingly, we designed a practical task that required the
participant to integrate the visual and the auditory channels, so
that performance could be a measure of how successfully
speech was integrated with gestures at different time lags. The
perceived difficulty of the task and quality of instructions were
assessed in a short questionnaire and provide explicit measures
of the effects of gesture-speech lag. The main question is how
overall comprehension is affected by a large audio or video lag
and whether it is associated with subjectively experienced
cognitive effort and/or dissatisfaction with the speaker.

2. Methodology
2.1. Participants

83 participants were students recruited and tested at Lund
University. Data collection followed the recommendations of
Good Research Practice by the Swedish Research
Council [18] with respect to information to participants,
consent, debriefing, confidentiality, and data use.
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2.2. Experimental task

Participants were asked to recreate arrangements of five
geometric shapes (Figure 1) after watching short videos, in
which an instructor spoke and used gestures but did not show
the physical objects. The shapes had to be selected from an
array of 8 objects: two boxes, two sticks, a ball, a can, a tube,
and a small cylinder. The task could be performed incremen-
tally; missing a single step of the instructions did not preclude
successful completion of later steps. The videos were presented
in one of four conditions (sync, video-lag, audio-lag or audio-
only). “Sync” in this case stands simply for original,
unmodified clip; the files were not manipulated to ensure
perfect synchronization of gesture strokes with their semantic
referents. The lag conditions operated with delays of 1,500 ms.
This value was chosen based on the results of a pilot study with
11 participants and delays up to +/- 2 s. In the audio-only
condition the soundtracks were presented without any
accompanying video.

2.3. Materials

Six short instructional videos from 42 to 82 seconds in duration
were filmed with a hand-held camera, which was placed high
over the shoulder of the instructor so as to provide an
unobstructed view of his manual gestures but not his face. The
instructor was a male student, who was told that the focus of
this study was the effectiveness of communication but was
naive to the exact purpose of the study. He was not specifically
asked to gesture but encouraged to describe what needed to be
done “as well as he could”. For each trial, a picture of the target
formation was shown on the screen of a smartphone, which the
instructor kept in his lap (off camera) while explaining how to
build the formation. The recordings were split into separate
video- and soundtracks. Each soundtrack was converted to a
sample rate of 44100 Hz, filtered to remove background noise,
and normalized. In case of mistakes or unwanted noise, such as
the sound of a hand slapping the desk, a new take was filmed.
All 11 participants in a pilot study confirmed that they could
hear the instructions clearly and were not bothered by the
camera angle.

One of the authors identified gesture phases in the
videos [5]. The gestures produced by the instructor were short
in duration (duration: M =580 ms, SD =270 ms). The videos
contained 124 gestures in total with a gesture stroke on average
every 4.80 words. A concern with our video manipulations was
the lack of control over what the temporally offset gestures
ended up being synchronized with. Even with the large
temporal offset used, chances are that gesture strokes still
overlap with congruent speech (referring to the same position,
orientation or shape of an object as the gesture). We thus
categorized the overlapping speech in the manipulated videos
as being either congruent or incongruent (overlapping with
irrelevant or contradicting speech or silence). The proportion of
congruence was very similar in the video lag (40.1%) and audio
lag (38.8%) conditions. In the synchronized videos some
natural “asynchrony” was present, but generally it was well
within the magnitude of the delay introduced in the manipulated
videos: 28.2% of the gesture strokes preceded the stressed
syllable of their lexical affiliates (median offset 130 ms) and,
conversely, 5.6% of the affiliated stressed syllables preceded
the onset of the gesture strokes (median offset 80 ms).

2.4. Procedure

At the beginning of the experiment participants were asked to
evaluate their ability to read maps (a skill judged to be
functionally similar to the demands of the main test). As a
practical pre-test, they also had to arrange small pieces of paper
“furniture” in the drawing of a room based on verbal
instructions. The instructions were read by the experimenter
slowly, but without repetitions, and the resulting arrangement
was informally assessed on a scale of 1 (poor) to 3 (good).

After this the participants were randomly assigned to an
experimental condition (except the audio-only group, which
was tested after the others) and started the main experiment,
which consisted of six trials. In each trial the participant was
asked to reconstruct a formation of five geometric shapes after
watching an instructional video presented in PsychoPy [19].
Participants were instructed to watch the instruction videos first

Figure 1. (Upper) An example of the original
formation in trial 6; (Lower) Frame from the
(synchronized) instructional video in trial 6,
extracted from segment when the instructor describes
the position of the rectangular shape.

and then choose and arrange the correct five objects, so that
they would not have to divide their attention between the videos
and the objects. The reconstructed array was photographed for
future coding, and the participant proceeded to the next trial. If
a participant could not recall all five objects, they were not
pressed to guess but their incomplete arrays were accepted as
they were. All trials, except in the audio-only condition, were
double-blind: neither participants nor experimenters knew
which condition was being tested.

After completing six trials, participants filled out a short
questionnaire (Table 1) rating the difficulty of the experimental
task and the efficiency of the instructor on a visual analogue
scale (VAS). They were also encouraged to leave free-text
feedback, once after rating the task and once after rating the
instructor. Finally, each participant was debriefed and asked
whether they had noticed anything strange about the video and
sound. If they did not report noticing anything unusual, they
were then asked directly whether the video- and soundtracks
were synchronized. The entire procedure took 15-20 minutes.

Table 1. Questionnaire items.

How difficult was it to understand: (difficult / not difficult)
— the instructor’s speech?
— which shapes to use?
— the relations between the shapes?
— what to build?

How did you find the instructor:
— clear / not clear?
— certain / not certain?
— professional / not professional?

2.5. Coding

The “furniture” pre-test was coded informally by one of the
authors for all participants. All trials were coded independently
by two other authors based on an algorithm which awarded
points for the correct choice of each object as well as its
position in two dimensions, three dimensions, and in relation to
the reference object used to describe the location of the object
in question. A maximum of 19 points could be awarded for
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each of the six trials, i.e. maximum 114 points per participant.
The coders were (except in the audio-only condition) blind to
the experimental condition. Any disagreements in coding were
discussed by the two coders, and then either a compromise
solution was reached or two different scores were entered in the
database and averaged.

2.6. Analysis

All statistical analyses were performed in R [20]. Implicit
comprehension was operationalized as the total score out of the
maximum of 114 on all six experimental trials. The scores from
two coders were averaged and rounded to the nearest integer
(where different) and modeled with binomial generalized linear
mixed models (GLMM) with a random intercept per participant
using the /me4 package[21] and Bayesian modeling with
Markov chain Monte Carlo (MCMC) method using rjags [22],
[23]. Explicit comprehension and satisfaction with the
instructor were measured on a VAS and analyzed using
ANOVA and rjags. Free-text comments were categorized by
attitude (neutral/critical) as well as direction (towards the
task/the instructor/oneself). Note that commenting was optional
and no participant made positive comments.

3. Results

A total of 83 participants (45 females and 38 males) completed
the experiment in one of four conditions (Table 2). There were
no significant differences between experimental groups in
baseline characteristics, such as gender composition (y2(3,
N=283)=3.68, p=.30) and the score on the “furniture” pre-
test (y2(6, N=83)=2.07, p=.91). ANOVA of self-assessed
ability to read maps also failed to discover any effect of
condition (F(3,79) =0.62, p=.60). Total scores awarded by
both coders were very strongly correlated, demonstrating high
inter-rater reliability (Spearman’s rtho: p=.98). Two
participants reported noticing that the audio and video were out
of sync; both were in the audio-lag group and both performed
extremely well on all trials. Another seven participants (4 in
audio-lag and 3 in video-lag condition), when told during
debriefing that there might have been a delay, were not sure
whether they had noticed it or not; their performance was a bit
below average.

Table 2. Baseline characteristics of study groups

Number of  Self-rated Pre-test score
Group Pa?&glp;a/nts ab111rtI}1/atI())sread low /%5 d/high
female) (M SD) )
Sync 20(12/8) 66.7+22.1 5/35/60
Audiolag 1.5s 23 (11/12) 683+245 13/22/65
Videolag 1.5s 20(9/11) 61.6+23.6 10/25/65
Audioonly  20(6/14) 603+202 15/30/55

100
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Figure 2. The distribution of scores for each group
(median and 95% credibility intervals).

3.1. Implicit comprehension

Implicit understanding of the instructional videos was assessed
by comparing each reconstructed array with the original and
adding up the scores on all trials.

Individual variation of the total score per subject proved to
be very considerable, but the overall level of success was high
(M=178.7%, SD=10.1%). The mean total score per partici-
pant in each condition was as follows (M + SD as proportion of
maximum): sync = 82.4% + 8.0%, audio lag = 81.9% + 11.5%,
V;deo lag = 78.4% + 9.7%, audio only = 71.7% + 7.2% (Figure
2).

According to the MCMC model, there is evidence for
higher scores in all three video groups compared to the audio-
only group. The most credible difference (median (%) and 95%
highest density interval) for sync / audio-lag / video-lag vs
audio-only conditions is 10.3 [5.0, 16.1], 9.8 [3.3, 16.2] and
6.6 [0.0, 12.3], respectively. In contrast, sync and audio-lag
group have essentially the same average scores, while the most
credible difference in scores between sync and video-lag groups
is only 3.7% [-2.6%, 9.6%]. The video-lag group thus appears
to score in between sync and audio, but closer to the former.
The difference between all conditions, including audio-only, is
small relative to variance within each condition, which
translates into low statistical power. A retrospective power
analysis shows that we were 84% likely to prove that all 3
video conditions exceed the audio-only condition, 55% likely to
prove the difference between the video-lag and audio-only
conditions, and only 23% likely to prove the difference between
the sync and video-lag conditions.

Naturally, performance on the experimental task may be
strongly affected by the individual spatial abilities of each
participant, and the effect of condition may depend on these
abilities. GLMM models were therefore fitted to investigate
possible interactions between condition and each of two
measures of underlying spatial ability: (1) the direct question
(“How do you evaluate your ability to read maps?”) and (2) the
score on the “furniture” pre-test, in which the participant had to
arrange furniture based on verbal instructions. The interaction
between self-rated spatial ability and experimental condition is
strong (likelihood ratio test: L=14.1, df=3, p=.003). The
same holds for the score on the “furniture” pre-test (L =15.8,
df=3, p=.001). Better results on the pre-test thus predict
higher scores on the main task, but primarily in the audio-lag
condition.

3.2. Explicit comprehension

Individual scores on the four questions related to the difficulty
of the task are strongly correlated (Cronbach’s alpha = .86),
therefore they were combined and analyzed as a single item,
with a significant main effect of condition in ANOVA:
F(3,79)=12.1, p<.001. The overall rating of task difficulty
was higher in the audio-only condition compared to any other
condition (the most credible difference is 27% [18%, 36%]).
The evidence for any difference between the video conditions is
very weak (the highest-density intervals include zero for each
comparison). The task was thus judged to be considerably more
difficult by participants in the audio-only group, but with no
difference between the three video groups (Figure 3).

b
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Figure 3. Subjective ratings of the difficulty of the
tasks and satisfaction with the instructor (median and
95% credibility intervals).
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As for the three questions in which participants rated their
satisfaction with the instructor, scores on the individual items
were also strongly correlated (Cronbach’s alpha = .93). These
three questions were therefore combined. There is a noticeable
main effect of condition on the combined score on these three
items (F(3,78) =4.6, p =.006). Compared to sync condition,
the instructor received lower ratings in the audio-only and
audio-lag conditions (the most credible difference is 24.9%
[10.8%, 41.2%)] and 20.3% [6.1%, 36%], respectively). The
uncertainty is high, but it appears that satisfaction with the
instructor was highest in the sync condition, lowest in the
audio-only condition and intermediate in the audio/video-lag
conditions (see Figure 3).

Participants provided in all 77 free-text comments (out of
168 opportunities). As can be seen in table 3, the distribution
of comments of different types across conditions was not
uniform. Comments directed towards the difficulty of the task
(e.g. “that was a lot of information”) were rare, and critical
comments directed towards the instructor (e.g. “he did not seem
to know what he was doing”) more frequent in the audio-lag
and video-lag conditions. The participants in the audio-only
group were more likely to direct criticism towards themselves
(e.g. “I had trouble keeping all that information in my head”).

Table 3. Number of free-text responses classified as
neutral or critical per group and comment direction.

Number of comments, neutral / critical

Directed towards  Sync  Audio lag Video lag  Audio only
N=20 N=23 N=20 N=20

Task 0/2 0/1 1/0 1/3
Instructor 0/1 4/9 1/9 4/5
Self 3/1 5/0 5/2 4/9

4. Discussion

As Woodall and coauthors long ago pointed out, it is important
to establish how closely verbal and nonverbal behaviors are
synchronized during communication and describe the nature of
this synchronization process, but “an equally important issue
is how it affects communication outcomes such as
information exchange and persuasion” [16]. The latter point
has been largely neglected since, but today the ubiquity of
digital agents makes this straightforward question of great
practical ~significance: what degree of gesture-speech
desynchronization is tolerated before communication breaks
down and/or the receiver gets annoyed?

The task used in this study was designed to be solvable
only if the audio and video channels are integrated. The fact
that scores in the audio-only condition were significantly lower
than in the three video conditions (full sync, audio lag 1.5 s,
and video lag 1.5 s) indicates that both modalities were needed
to solve the task. Our result does not reveal that a delay of 1.5
seconds in either direction prevents the receiver from
integrating gestures with speech, despite a weak tendency for
lower performance in the video-lag group. Furthermore,
compared to the sync condition, the task was rated as
considerably more difficult in the audio-only condition but not
in the audio/video lag conditions. Not only could the
participants integrate gestures and speech despite the large
delay, but they did so without experiencing the task as more
difficult. However, in contrast to the ratings of the fask, ratings
of the instructor were affected by delay, as the instructor in
audio-lag condition was rated as worse than in the sync
condition and almost as low as in the audio-only condition.
More free-text criticism was also directed towards the
instructor in both the audio- and video-lag conditions.
Unexpectedly, criticism was less likely to be directed towards
the instructor when he was not visible, despite the low VAS
ratings that he received in this condition.

Clearly, individual variation in spatial abilities may
influence the results. Indeed, we discovered a highly significant
interaction between both measures of spatial skills (self-
evaluated ability to read maps and performance in the
“furniture” pre-task) and experimental condition. Participants
with good spatial skills in the audio lag group were able to fully
compensate for the temporal mismatch, while those with poor
spatial skills were unable to compensate and performed worse
compared to participants in the sync group. Intriguingly, spatial

skills had very little effect on performance in the video-lag
condition and none at all in the audio-only and full-sync
conditions. Given the small sample sizes, this difference could
be spurious, or it could indicate that certain cognitive skills are
involved in compensating for the lack of synchrony which are
not manifest in other experimental conditions.

On the one hand, it is somewhat surprising that the
participants could compensate relatively successfully for such a
large delay as 1,500 ms, when previous studies have found that
the time window for automatic integration spans no more than a
few hundred milliseconds [12],[13]. It is especially impressive
when the audio track is advanced relative to the video track -
the “atypical” direction, since speech hardly ever precedes
gestures in natural conversation [10],[14].

On the other hand, integration of visual and auditory
stimuli with very large delays has been reported before. In a
study of the McGurk effect, Campbell and Dodd [24] presented
participants with short words using audio lags of 400, 800 and
1600 ms. Phoneme identification was optimal in the full sync
condition, but even at the longest delay identification was better
compared to the audio-only control condition. In a recent series
of studies Kirchhof[17] discovered that surprisingly large
temporal mismatches of gestures were accepted as natural.

An important question to ask pertains to the mechanisms of
cross-modal integration at these longer delays. What exactly
happens if gestures and speech are poorly matched temporally
and fail to be integrated “automatically” back into a single
“idea unit”? An influential position in psychology invokes the
notion of “mental models” [25] or “situation models” [26],[27]
— holistic representations of the described situation, which are
integrated across sentences, modalities, sometimes even
languages and multiple documents or conversations. The
temporal structure of messages is not always linear.
Grammatical rules being what they are, the order of events in a
narrative does not always correspond to the order in which they
are mentioned in a sentence: for instance, we may say: “Before
I opened the door, I had to search for my keys for a few
minutes”. Seen in this light, a gesture-speech lag of a second or
so is a special case of integrating information arriving from
different modalities and at different times into a unified
situation model. In line with Massaro's “fuzzy logical model of
perception” [28], the two modalities will probably be integrated
as long as they are perceived as belonging to the same
perceptual event. Then again, gesture and speech can hardly be
attended to as two completely independent channels. Instead, it
seems likely that speech sets up a context for interpreting
gestures, and vice versa [29]. This integration may not be
automatic, but judging by the rating of task difficulty in the
four groups, it requires very little conscious effort.

A limitation of the task used in this study is that both
average performance and individual variability were high,
making it harder to detect differences between groups. In other
words, the auditory channel alone contained enough
information for some participants to perform near the ceiling,
while others struggled even when presented with unmanipulated
videos. As a result, it is hard to be certain whether the tendency
for lower scores in video-lag compared to sync condition is an
artifact. It would be desirable to try other experimental tasks, in
which the informational load of gestures is higher.

Similarly, the tendency for somewhat lower satisfaction
with the instructor in the audio/video lag conditions is
suggestive, but the evidence is inconclusive. An independent
measure of effort could help reveal if this tendency stems from
an increased effort manifested as frustration with the instructor
without attribution of difficulty to the task itself. Given the high
natural variability in gesture-speech temporal coordination, the
strokes of the instructor’s gestures did not necessarily have a
tight temporal coupling with their lexical referents in the
original unmanipulated videos. In fact, despite the large
temporal offset, around 40% of the gestures in manipulated
videos still overlapped with semantically congruent speech
(although this effect was balanced between the video-lag and
audio-lag conditions). The stimuli also included instances of
spoken deictic expressions referencing the gestures (“this”,
“here”). In these cases instructions were clearly incomplete
when the associated gestures were missing in the
desynchronized videos. Eliminating congruent overlap and such
obvious mismatches by a strict selection of instruction videos
from a larger set might reveal effects that our results did not.
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In summary, this study investigated whether desynchro-
nized speech and gestures can still communicate task-relevant
information. The answer, at least for the task investigated here,
is a clear yes. Not only is compensation nearly perfect, but the
participants fail to notice a delay of 1.5 seconds in either
direction and do not make a conscious effort to integrate
desynchronized gestures and speech. Asynchrony may, how-
ever, cause the speaker to appear less competent. Many issues,
such as the generalizability of this outcome, the nature of
integration processes and the cognitive skills involved, await
further research.
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Abstract

While a growing body of research suggests that gestures
have an impact in the teaching/learning process, few have
explored gestures produced by teachers to understand how
instructors cope with the intrinsically polyfocal dimension
of class interactions. This paper reports on an empirically
grounded account of both how and in what circumstances
teachers conduct multimodal orchestration, and the
interactional issues it raises. Because it is based on video-
recorded corpora of two instructors each teaching both
French to native and to non-native students, my study also
tackles the issue of the context-sensitivity of teaching
gestures.

Index Terms: teaching gestures, two-handedness, co-
enunciative ubiquity, context, nonverbal orchestration

1. Theoretical framework

1.1 Teaching gestures

A growing body of research has tackled the topic of teaching
gestures in instructional and non-instructional contexts.
These studies have mostly shown the impact of teaching
gestures in different areas of the learning process. For
example, we can consider the role of gesturing in the
comprehension of math instructions or math problems ([1],
[2], [3]. [4])- Alibali et al. [3] for instance provided a math
teacher with a tutorial about ways to use gestures in
connecting ideas in instruction. The results demonstrate that
students benefit more from the teacher who expresses linked
ideas using both gestures and speech than from a teacher
who does not. In language teaching contexts, a range of
research has examined the impact of gestures in L1 or L2
teaching and learning ([5], [6], [7], [8], [©], [10], [11], [12]).
In an empirical study Sime [10] sought to understand what
learners made of their teachers’ gestures. She showed that
they made a distinction between relevant and irrelevant
gestures among those that their teachers produced, and they
were able to attribute the relevance of these nonverbal
actions within the learning process as they enhanced
comprehension and provide feedbacks. Others have
considered more specific aspects, like the role of gestures in
memorization ([13], [14], [15]) or error correction ([16],
[17]). For example, Tellier [13] experimentally examined
the impact of gesture on second language memorization in
teaching vocabulary to 5 year-old learners. She showed how
the teacher’s gestures, and especially their reproduction by
the learners helped the latter remember the words they were
taught. Muramoto [16] considered the role of gestures in
providing error correction so as to contribute to students’
successful self-correction. He analyzed the gestures of three
instructors in a university Japanese second language
classroom and distinguished two sorts of gestures in class:

specific language error correction gestures and general
foreign language classroom gestures.

Yet, despite this impressive body of research, it seems that
few studies have been interested in considering the gestures
as a way for teachers to organize class turn-taking and deal
with overlapping talks ([18], [19], [20]) rather than a means
to enhance learning. Azaoui’s empirical study [20] is based
on a mimo-gestural analysis of both a corpus of filmed
classroom interactions led by the same teacher in two
different instructional contexts (French to native students
and to non-natives) and video-recordings of students
confronted with extracts of lessons they participated in. He
sought to understand how, when and why the teacher reacts
to the students’ disruption of the interactional norms, but
also how and why the students break this conversational
organization [21]. The results show that the teacher’s
motivations are twofold: the instructor’s verbal and
nonverbal actions contribute both to the progress of the
lesson plan and the prevention of threats to the students’
face [22].

1.2 Classroom polyfocal interactions

Coping with multiple simultaneous actions is the reality of
many teachers in classroom. Thus, it seems more accurate to
consider classroom interactions as typically “polylogal” [23]
(i.e., more than three persons usually speak at the same time;
consequently interventions may overlap) - rather than
looking at them as if they followed a regular three-part
pattern [24]. If “trilogues are potentially more conflicting
organizations than dialogue” [25:6] because participants
may struggle even more for the floor, one can easily imagine
what the situation may be like during polylogues where
intrusions and overlapping turns may occur more
spontaneously and frequently. In addition, classroom
interactions can be said to be polyfocal as several foci of
interaction may simultaneously take place [26:66].
Consequently, there is barely a moment when teachers do
not produce several gestures at the same time (head/hand
gestures, right hand/left hand gestures). So, as much as we
can say that students have a polyfocal attention, to the extent
that they very rarely “direct their attention in a focal,
concentrated way to any single text or medium” (Scallon et
al, cited in [27:28]), teachers’ attention can also be qualified
as being polyfocal. Since they have to manage various
actions at the same time, Kress proposed the term
“orchestration” to name the “process of
assembling/organizing/designing a plurality of signs in
different modes into a particular configuration to form a
coherent arrangement” [28:162]. If we pay attention to the
way this orchestration is conducted, we can notice that it
takes various forms and has implications for the
interactional process.

These are the issues this paper proposes to tackle. It sets out
to provide an empirically grounded account of both how and
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in what circumstances teachers conduct this orchestration,
and what the interactional issues are.

I will first present the methodology of this research. Then, |
will examine the results in two separate but complementary
sections: | will explore the notion of two-handedness,
understood as the production of two-handed independent
gestures, and that of co-enunciative ubiquity, which refers
here to the teacher’s nonverbal ability to be the co-utterer
with at least two students simultaneously.

2. Methodology

2.1 Participants

My research is based on the analysis of two native French
secondary school teachers from the South of France
(Toulouse and Montpellier). They both teach French to
native learners (FL1) and French to non-native students
(FL2). The initial idea was to analyze how these teachers
dealt with school norms (i.e., linguistic and interactional
norms) according to the contexts and students they taught.
The Toulouse teacher’s French students were aged 14
whereas the Montpellier teacher’s were 11. Both had 28
students per class on average. As for their non-native
students, the classes they teach gather students from
different origins and ages. In Toulouse, the class consisted
of 12 different nationalities. The average age of the non-
native students was 12.5 while Montpellier’s FL2 class was
composed of non natives aged 13 or so who came from 4
different countries.

2.2 The corpora and the coding

To carry out this study the data were gathered empirically
([291, [301], [31]) by filming each teacher in action in her two
classes. | recorded some 20 hours of classroom interactions
among which 6h30 were fully transcribed and coded using
ELAN [32].

It included the transcribing of the speech of the teachers and
the students on separate tiers, the annotating of the teachers’
gesture dimensions, and the annotating of their mimics. |
designed my typology of gesture and mimic dimensions and
functions based on various works ([33], [34], [35]).

As far as gestures were concerned, | annotated emblems,
deictics, metaphorics, beats, and iconics. As for the facial
mimics, | coded the following dimensions: orientation of the
gaze, frown, raise eyebrows, smile, nod, tilt. Combinations
of two or three of these facial movement dimensions were
possible. Following Tellier’s typology [35], | considered
three main teaching gestures functions: informing, managing
and assessing. | adapted the latter considering that it also
concerned assessing the way students took the floor in
compliance or not with school rules [36].

2.3 The analysis tools

I mostly draw my analysis tools from the talk-in-interaction
framework espoused by Kerbrat-Orecchioni [37]. The
author emphasizes on the need to analyze interactions by
merging theoretical tools proposed by discourse and
conversational analysis, which implies calling upon
Goffman’s interactional approach, ethnography of
communication and language act theory. This stance may
seem to combine incompatible theories (e.g. language act
theory and conversational analysis), yet according to the
author only the combination of these approaches will
facilitate a thorough understanding of the embodied
(inter)actions. This approach generated the following results.

3. Results

It is possible to distinguish two aspects of nonverbal
orchestration: two-handedness and co-enunciative ubiquity.
Both will be studied in the following lines.

3.1 Two-handedness, one mode yet two functions

Two-handedness will not be understood here as the use of
the two hands to produce a single gesture serving one of the
three previously mentioned functions [38]. Rather, as each
hand may generate gestures occurring within separate
gesture units, the two hands may produce two different
dimensions to serve two independent and complementary
functions.

In the first example, the class is talking about the 2012
French elections for presidency. The word “debate” has
come up during the discussion and non-native students are
trying to define the word. This episode illustrates how, in
less than 4 seconds, two-handedness can be used to assess a
student’s intervention and allocate the next turn to another
student:

Corpus M-FL2

1|7 debate +++ what does this word mean™

2 Nolan I don’t know

3T you don’t know N

4 | Antonio | I know

5T you know ok we’re listening to you

6 | Antonio | like uhm::

7 Nolan two persons

8 | Antonio | the the persons speak

9 | T persons speak ™

10 | Nolan some ++ some some

11| 7T you’re almost there good you’ve got it

12 | Nolan [some some

13 | Antonio | many things uhm:::: one thing X

14| T but more precisely + go ahead (to Nolan)/

15 | Nolan when ++ two ++ persons speak] about a
topic

16| T exactly ++ exactly two persons talking about
the SAME topic

Figure 1: Two-handedness in FL2 context, turns 12-15.
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Frames a to d illustrate the teacher producing an emblem
with her right hand to assess the intervention of Antonio
(turn 13), who is interrupted in turn 10 by Nolan at whom
the teacher nevertheless points her left hand to give the floor
(frames e-g). Interestingly, the teacher keeps her right hand
oriented towards Antonio as if not to break the interaction
initiated with him. This enables her both to build an
interpersonal relationship with the two students and to
accomplish shared understanding. She then retracts her right
hand to mime the verbal explanation given by Nolan to
whom she finally pays full attention as illustrated by the
orientation of her head, gaze, body and hands (frames i-j).
The second example is extracted from the French to native
instructional context. As the teacher is explaining the
functioning of end-of-term school reports, a student
(Loubna) interrupts her.

Corpus M-FL1

1| Youssef | Hum::: are we not handed over the end-
of-term school report after the second term
teachers’ conference

2| T No ++ during the meeting the teachers
give their opinion + we talk about the
student [and then//

3 | Loubna | there are the class reps, too

4| T we give

5 | Serge there only is XX

6T Hush, will you please not intervene (to
Loubna) ++++ and the hea]d teacher, in
other words me, writes down this + the
decision + ok

Figure 2: Two-handedness in FL1 context, turns 2-6.

Frame a shows the teacher producing an iconic gesture that
was meant to accompany her verbal explanation now
postponed in turn 6 (“write down”). She is interrupted in her
verbo-gestural explanation by Loubna, which accounts for
the emblem she produces with both hands to ask the student
to stop speaking (frames d to g). This pragmatic function is
emphasized by the fixed gaze illustrated in frame i. She
holds her left arm extended to literally keep the student at
bay while she resumes her verbal-gestural explanation
where she had previously left it. The two-handedness
complementary functions are obvious in frames j and k: her
right hand produces an iconic gesture to inform the students

about the functioning of end-of-term school reports, and her
left arm prevents Loubna from speaking.

An interview | had with this teacher opens an enhanced
window onto this gestural action. She explained how useful
this two-handedness was both on a pedagogical level to
organize simultaneous interactions and on a more personal
psychological perspective since it helped her relieve her
voice and the inner turmoil she felt.

3.2 Shift of attention and co-enunciative' ubiquity

Nonverbal orchestration is made even more evident when
teachers’ actions are analyzed in a combined approach of
deictic gestures and gaze. In this paragraph | will examine
how the interplay of these media enables the teacher to
“multiply” herself so as to be the co-enunciator of several
students almost simultaneously. This ability, which | termed
co-enunciative ubiquity [39], is illustrated in the following
examples. They will enable me to demonstrate that besides
the interpersonal relationship it helps to build, this ability
has an impact on the interaction level.

This first extract of class interactions follows an excursion
the FL2 class had to the theatre the previous week. The
teacher is not pleased with the behavior her students had,
and she wants them to reflect over their attitude.

Corpus T-FL2

T the problem already happened in class
Omar | | know, Miss
T yes

Ericka | not quarrel
Maria | no right to [use the cellphone]
Omar | XXX

O WwN B

a) ' b) o) L)

Figure 3: Co-enunciative ubiquity in FL2 context, turns 2-6.

Three students speak out almost simultaneously. The
instructor’s initial gaze orientation (frame a) informs us
about the attention she pays to the utterance of a student
(Omar) seated at the back of the class. At the same time,
Ericka’s overlapping turn makes the teacher orient her gaze
towards her student and produce a deictic gesture to indicate
the interest she gives to her idea (frames b and c). This is
confirmed by the superimposed beat gesture (frames ¢ and
d). Finally, as she retracts her pointing gesture, she briefly
looks at Maria, who is acknowledged as a co-participant of
the interaction (frame d). This description aims to
progressively unroll the multimodal teacher’s action and to
show how this teacher copes with the intrinsic polyfocal and
polylogal dimensions of class interactions.

The following example taken from the FL1 class enables us
to pursue the demonstration of the teacher’s co-enunciative
ubiquity and its implications. Here, the teacher is working
on a short story about totalitarianism.

! The notion “co-enunciative” insists on the simultaneous
work of both participants of the interaction [40:44].
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First, she asks her students to describe the image they have
of the characters in the story. She then overtly allocates the
turn to one specific student, as confirmed by the use of the
student’s name and the orientation of her gaze (frame a). An
overlapping intervention coming from the left side of the
class draws her attention and makes her briefly shift her
head and eye orientation towards another student, Albert
(frames b and c).

Corpus T-FL1

1|E so why do you think the character is about
fifty years old (to Pierre)

2 | Albert | [he’s the average man in the street

3 | Pierre | no + I don’t know + about fifty or sixty |
don’t have a clue

4 | E XX ++ yes Albert] a little louder

5 | Albert | he’s the average man in the street

6 | E right ++ he’s the average man in the street

Figure 4: Shift of attention and co-enunciative ubiquity in
FL1 context.

While considering the frames, it is important to remember
that “no one would dispute the close connection between
movements of our eyes and shifts of attention” [41:5], no
matter how restricted it may be. Posner [42:26] subdivided
attention into three separate but interrelated functions: “(a)
orienting to sensory events; (b) detecting signals for focal
(conscious) processing, and (c) maintaining a vigilant or
alert state”. The first one is of some particular interest for
our understanding of the interaction under study. Indeed,
Lamargue-Hamel [43:10] explains that orienting to sensory
events is implied in the selection and focalization of relevant
pieces of information in a given task. Consequently, it is
possible to give the teacher’s re-orientation of her gaze and
head an intentional purpose that serves her pedagogical
interest. It also illustrates the ability to divide her auditory
attention: she seems to be constantly filtering external
stimuli according to their relevance for the current
interaction. Additionally, frames d, e and f illustrate the
almost simultaneous combined gesture/gaze disjunction. As
her gaze comes back to focusing on Pierre she starts a
pointing gesture with her right hand indicating Albert at the
back of the class. The beat she produces on her deictic
gesture (frame e) informs us about the relevance of his
intervention.

The first analysis we can make is that this action exemplifies
the instructor’s ability to pay attention to (at least) two
students at the same time. Additionally, the two channels
have two separate functions: her gaze has a managing
function (attributing the turn) while her pointing gesture

assesses Albert’s utterance. A second analysis concerns the
instructional technique the teacher uses. It corroborates the
divided attention we mentioned since the co-enunciative
ubiquity she performs helps her select the utterance that best
fits her lesson planning. Note that the hand gesture may also
serve as a way to “provide the recipients with a ‘forward-
understanding’, i.e., an anticipation, of what will come next”
[44:226]. In other words, it anticipates the following
exchange with Albert; and the other students are thus
informed about the next locus of interest.

This nonverbal action also has consequences on the
interactional level. Indeed, research on interaction has often
recognized the use of gaze as a means to indicate the ratified
interlocutor ([45], [46], [47]). It is here confirmed by the
teacher’s use of the name Pierre to overtly designate her
privileged interlocutor. Yet, the combined analysis of the
gesture/gaze disjunction and the teacher’s utterance tells us
what is really at stake in the extract. An interpretation that
can be hypothesized is that this hand gesture/gaze action
entails a “communicational trope” [45:92], i.e., the inversion
of the hierarchy of the interlocutors. Pierre’s utterance loses
its interest, the teacher hardly paying attention to the end of
his sentence (turn 4). Right from the beginning her attention
is polarized by Albert’s intervention which is more in
compliance with what she wanted her students to understand
and keep in mind.

4. Conclusion

To summarize, in this paper | have focused on how teachers
resorted to multimodal resources to cope with polyfocal
classroom interactions which require organizing turn-taking,
informing, and assessing several students simultaneously.

| first explored the production of two-handed independent
gestures. The results show that they serve distinctive yet
complementary teaching functions: assess verbal proposal
and allocate turn, or inform and assess unauthorized
intervention. By producing two independent gestures, the
teacher is able both to build an interpersonal relationship
and progress in her lesson plan. The teacher’s comments that
I collected during an interview enabled to expand this
analysis. They draw our attention to the importance of two-
handedness on a more intrapersonal and psychological level.
Secondly, | have examined the nonverbal orchestration a
step further by investigating the production of hand gestures
in collaboration with gaze orientation. | have paid attention
to what | termed co-enunciative ubiquity, i.e., the
multimodal ability to manage polyfocal and polylogal class
interactions. The interplay of gaze and deictic gestures also
served the teacher’s intention to have students anticipate the
next focus of attention. Additionally, reference to attention
theory enabled me to show how this ability attested the fact
that the teacher selected the intervention that best suited her
pedagogical purpose. This was confirmed by the
interactional consequence of this multimodal action, namely
a reversal in the hierarchy of the addressed which follows a
teaching goal: showing interest to the most appropriate
answer.

Interestingly, the results also show that the instructional
context has no impact on how the teacher handles this
nonverbal  orchestration. Two-handedness and  co-
enunciative ubiquity compose each instructor’s “teaching
style” ([48], [36]). This term refers to the fact that while
some teaching actions may be adapted to the specificity of a
given context, others may be recurrent from one pedagogical
context to another both in the form they take and in their



GESPIN

29

pedagogical intent. These unvaried actions compose the
“teaching style” of some teachers. In this perspective, and as
far as our teachers are concerned, no matter the instructional
context (FL1 or FL2), there is no difference neither in the
way they conduct this orchestration nor in the motivations
behind it. | believe these examples of orchestration are not
specific to the language teaching classes and may be
observed also in other instructional contexts.

Finally, this study corroborates the need to analyze teaching
gestures in natural teaching contexts. It enables the opening
of an enhanced window onto the complexity of teachers’
nonverbal actions.
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Abstract

The annotation of recordings is related to many Linguistics sub-
fields as Phonetics, Prosody, Gestures or Discourse... Corpora
are annotated with detailed information at various linguistic lev-
els thanks to annotation software. As large multimodal corpora
become prevalent, new annotation and analysis requirements
are emerging. This paper addresses the problem of exploring
annotations in order to extract multimodal data in the linguis-
tic field ranging from general linguistic to domain specific in-
formation. The answer choose to fulfill this purpose is a user-
oriented approach: the data can be extracted without any spe-
cific knowledge or skill. The paper exposes two ways to filter
the annotations by a predicative approach: 1/ single filters, i.e.
search in one tier depending of the data content, by the extrac-
tion of the time values and the duration; 2/ relation filters, i.e.
search on annotations of a tier in time-relation with annotations
of another one. This system is distributed in SPPAS software,
under the terms of a public license.

Index Terms: software, multi-levels annotations, filtering

1. Introduction

When people communicate: gestures, postural shifts, facial ex-
pression, backchannel continuers such as “mm-hmm”, spoken
turns and many more, all together work in concert to bring about
mutual understanding. Annotating recordings of people com-
municating may therefore involve many Linguistics subfields
such as Phonetics, Prosody, Gestures or Discourse... As a con-
sequence, the last ten years or so have witnessed a real increase
of linguistic annotated data. Whereas few years ago it was com-
mon to formulate linguistic models on the basis of rather lim-
ited data, today it is becoming more and more expected for lin-
guists to take into account large quantities of empirical data,
often including several hours of recordings. As a consequence,
a number of software for the manual annotation of audio and/or
video recordings have become available, such as Anvil [1], Elan
[2], Praat [3], Transcriber [4] or Exmaralda [5], to name just
some of the most popular tools, all of which are both free and
multi-platform. Furthermore, linguists need tools for the auto-
matic annotation, including the alignment of the speech record-
ing with a phonetic transcription of the speech, as SPPAS [6].

As large multimodal corpora become prevalent, new anal-
ysis requirements emerge. Multimodal analysis has become a
crucial part of research, teaching and practice for a wide range
of academic and practical disciplines. The difficulties of multi-
modal analysis are visible in most of the works that explore this
field. Multimodal annotation requires the possibility to encode
many different information types, from different domains, with
different levels of granularity [7].

”Corpora that include time-based data, such as video and
marking gestures, make annotation and analysis of language

jorane.saubesty@blri.fr

and behavior much more complex than analysis based solely
on text corpora and an audio signal” [8]. Thus, nowadays one
of the biggest barriers with which the linguists must cope, is not
the storage of data, nor its annotation, but rather its exploration.
In addition to annotation, some tools provide statistical analy-
sis capabilities. A minimum capability required is to search for
annotated entities and their relationships [8]. Generally, differ-
ent annotation tools are designed and used to annotate the audio
and video contents of a corpus that can later be merged in query
systems or databases [9]. With the help of multimodal corpora
searches, the investigation of the temporal alignment (synchro-
nized co-occurrence, overlap or consecutivity) of gesture and
speech has become possible [9]. ”Obviously, the raison d’étre
of annotation in general is to allow linguists to retrieve all and
only all instances of a particular phenomenon” [10].

The question of multi-levels filtering for linguistic anno-
tated resources covers different aspects. It firstly requires a
representation framework making it possible to compare, and
eventually merge, different annotation schemes from different
annotation tools. The basic structures of speech/video annotated
data are “tiers” or “tracks” of annotations. Thus, speech/video
annotation tools rely on this formalism because the Tier repre-
sentation is appropriate to any multimodal annotated data given
its genericity and flexibility and that it simply maps the anno-
tations on the timeline. In the context of such tools, a Tier is a
series of Annotation instances, each one defined by a temporal
localization (an interval or a point) and a label. Obviously, due
to the diversity of linguistic phenomena, annotation tools lead
to a variety of models, theories and formalisms. This diversity
results in heterogeneous description formats, each tool devel-
oping its own framework. Then, even if some are compatible,
none of the annotation tools are directly interoperable, each one
using a native format, some of them on top of XML, some oth-
ers developing an ad hoc markup language. The heterogeneity
of such annotations has been recognized as a key problem lim-
iting the interoperability and re-usability of Natural Language
Processing tools and linguistic data collections.

This paper focuses on the problem of searching and retriev-
ing data from multi-levels annotated corpora. After a review of
the main tools allowing to built queries in a multimodal anno-
tated corpus, this paper presents the specifications of a software
development according to eight criteria it must respect. The
system proposed in this paper is a component named DataFilter
in SPPAS software [6], described in Section 3. The method to
search and retrieve data is based on a predicative approach al-
lowing the definition of 2 types of filters: 1/ single filters, i.e.
search in one tier depending of the data content, by the extrac-
tion of the time values or the duration (Section 4); 2/ relation
filters, i.e. search on annotations of a tier in time-relation with
annotations of another one (Section 5). Finally, Section 6 shows
with a concrete study the benefit of the proposed software.
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2. Background and motivations

A query is a request for a subset of all annotation elements,
given some constraint. A query language (QL) is a program-
ming language allowing to write queries. In the context of
extracting multi-levels annotated data, multi-levels annotations
can quickly become cluttered, so that the user needs query func-
tionality to efficiently find relevant information. The following
explores some popular and freely available tools.

Praat allows to paint intervals in green color, labels match-
ing a given pattern with one of the following criteria: is equal
to, is not equal to, contains, does not contain, starts with, does
not start with, ends with, does not end with, matches a regular
expression.

EXAKT (EXMARaLDA Analysis- and Concordance Tool)
is the query and analysis tool for EXMARaLDA corpora, and
can also be used for corpora created with other tools as Tran-
scriber or Elan. Labels of annotations can be search in the cor-
pus using regular expressions. It allows to save query results
(HTML, text) or export them to other applications (e.g. Excel).

Elan proposes an advanced search form. It allows cascading
constraints on the labels of the annotations and/or on relations
between intervals. The relations are: is inside, overlaps, over-
laps only begin time, overlaps only end time, is within...around,
is within...around begin time of, is within...around end time of.
The result is a list of filtered annotations the user can click on
to visualize; it can also be saved as text file.

ANVIL internally maps the user’s annotations to a tempo-
rary SQL database that is kept in sync at all times. Constraints
can be formulated in SQL syntax. Labels of annotations can
be queried using regular expressions. ANVIL also implements
seven of the Allen relations [11] to compare intervals: equals,
before, meets, overlaps, starts, finishes and during. In addition,
the user can specify a tolerance limit in seconds. To spare the
user from using long and complex SQL expressions, it imple-
ments a special syntax to ask for annotations from two tiers that
are characterized by a certain temporal relationship.

The ANNIS?2 system [12] proposes a query language (QL)
including exact and regular expression matching on words
forms and annotations, together with complex relations between
individual elements, such as all forms of overlapping, contained
or adjacent annotation spans, hierarchical dominance (children,
ancestors, left- or rightmost child etc.) and more. Alternatively
to the QL, data can be accessed using a graphical query builder.
The result can be saved as text file or ARFF file.

To sum-up, the previously mentioned annotation tools offer
the possibility to search or to retrieve annotations given some
constraints. However, none of them fulfills the whole list of the
following specifications a system should includes:

e allowing to import multi-levels annotated data from most
of the existing annotation tools;

e providing the filtered result in the form of a new annota-
tion tier;

e dealing with interval tiers as well as point tiers;

e allowing to export the filtered tier(s) in most of the exist-
ing annotation tools;

e allowing to filter multiple files at once;

e proposing both a scripting language and a Graphical
User Interface (GUI);

e being powerful enough to meet the reasonable needs of
end-users;

e can be used without requiring any XML-related or QL-
related knowledge or skill;

3. DataFilter in SPPAS

The system proposed in this paper is implemented as a compo-
nent named DataFilter in SPPAS [6], a software for ” Automatic
Annotation of Speech” and distributed under the terms of the
GNU Public License. It is implemented using the programming
language Python. This software fulfills the specifications listed
in [13]: it is a linguistic tool, free of charge, ready and easy to
use, it runs on any platform and it is easy to install, the mainte-
nance is guaranteed and it is XML-based.

Our proposal is to use the simplest level of representation
, which is independent from the constraints of the coding pro-
cedure and the tools. Requests are based on the common set of
information all tool are currently sharing. Basic operations are
proposed and their combination allows the data to be requested,
even by non-experts. Such a system fulfills the eight specifica-
tions mentioned in Section 2.

The framework implemented in this software to represent
multi-levels annotated data is particularly suitable in the context
of this paper to compare bounds of intervals or points between
the various tiers: SPPAS solves the problem of the imprecision
of annotations for each domain. Indeed, it allows to represent
a bound as a tuple (M, R), where M is the midpoint value and
R is aradius value, i.e. the vagueness of the point, as described
in [14]. Consequently, each boundary of the annotations is rep-
resented as an uncertain time value: it makes it possible to ac-
count explicitly for the imprecision of input data. For example,
the radius value can be fixed to 40-80ms in case of Gestures
annotations and 5-10ms in case of Phonetics. This representa-
tion allows robust comparisons of multi-levels annotations over
time. SPPAS also allows annotations to contain more than one
label, each one associated with a score: the one with the highest
score is considered as the main label, and the others as alter-
natives. Moreover, labels can be of 3 types: string, number or
Boolean.

Actually, it is also quite easy to read some existing annota-
tion file formats and to instantiate them into the SPPAS frame-
work. Among others, it allows to open and save files from Praat
[31, Phonedit [15], Elan [2]; HTK [16] and Sclite [17] and some
subtitles formats. It also allows to import data from Anvil [1]
and Transcriber [4].

The common denominator of most of the file formats con-
sists in the basic building blocks (e.g. labels with start and end
times, or labels and one time point) plus the additional structural
entities (tiers). So, the system proposed in this paper is exploit-
ing only these information: it allows to request all annotations
regardless the input file format or the annotation type.

The exploration method is based on the creation of 2 differ-
ent types of predicates. These latter are then respectively used
in 2 types of filters:

1. single filters (Section 4), i.e. search in a tier depending
on the data content, the time values or the duration of
each annotation;

2. relation filters (Section 5), i.e. search on annotations of
a tier in time-relation with annotations of another one.
4. Filtering annotations of a single tier

The main principle here is to create a predicate Sel, or a com-
bination of predicates, that will be used as parameters to create
a filter on a tier, named Single Filter (predicate, tier).
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4.1. Filtering on the annotation labels

Pattern selection is an important part to extract data of a corpus
and is obviously an important part of any filtering system, as
shown in Section 2. Thus, if the label of an annotation is a
string, the following predicates are proposed:

e exact match: Sel(exact = P) is true if the label of an
annotation strictly corresponds to the pattern P;

e contains: Sel(contains = P) is true if the label of an
annotation contains the expected pattern P;

o starts with, Sel(startswith = P) is true if the label of
an annotation starts with the expected pattern P;

e ends with, Sel(endswith = P) is true if the label of an
annotation ends with the expected pattern P.

All these matches can be reversed to represent respectively: not
exactly match, not contains, not starts with or not ends with.
Moreover, this pattern matching can be case sensitive or not.
For complex search, a selection based on regular expressions is
available for advanced users, as Sel(regexp = R), where R
is the expected regexp. Moreover, in case of numerical labels,
we implemented: Sel(equal = v), Sel(greater = v) and
Sel(lower = v), and in case of Boolean: Sel(bool = v).
Finally, this pattern matching can be optionally applied either
on the label with the highest score, which is the default, or on all
labels of an annotation (i.e. the better label and its alternatives).

4.2. Filtering on annotations durations or on a time-range

Another important feature for a filtering system is the possibility
to retrieve annotated data of a certain duration, and in a certain
range of time in the timeline. Therefore, the same predicate Sel
can be used on match duration of an interval, compared to a
value v, as follow:

e lower: Sel(duration It = v);
e lower or equal: Sel(duration_le = v);
e greater: Sel(duration_gt = v);

e greater or equal: Sel(duration_ge = v);

equal: Sel(duration_e = v);

Search can also starts and ends at specific time values in a
tier by using Sel predicate with begin_ge and end_le.

4.3. Multiple selections

A multiple pattern selection as well as duration or time selec-
tions can be expressed with the operator ”|” to represent the
logical ”or” and the operator ”&” to represent the logical “and”,
for example:

Sel(startswith = P1) & Sel(duration_gt = v).

5. Filtering on relations between two tiers

Regarding the searching , linguists are typically interested in
locating patterns on specific tiers, with the possibility to relate
different annotations a tier to another. The proposed system
offers a powerful way to request/extract data, with the help of
Allen’s interval algebra. The main principle here is to create a
predicate Rel that will be used as parameter to create a filter on
atier: RelationFilter(predicate,tierl,tier2).

5.1. Framework: Allen’s interval algebra

In 1983 James F. Allen published a paper [11] in which he pro-
posed 13 basic relations between time intervals that are distinct,
exhaustive, and qualitative. They are distinct because no pair of
definite intervals can be related by more than one of the rela-
tionships; exhaustive because any pair of definite intervals are
described by one of the relations; qualitative (rather than quan-
titative) because no numeric time spans are considered. These
relations and the operations on them form Allen’s interval alge-
bra.

SPPAS extended Allen’s work to its framework that can
handle relationships between intervals with precise as well as
imprecise bounds. This results in a generalization of Allen’s 13
interval relations that are also applicable when the bounds of the
intervals are imprecise. Table 1 indicates the Allen’s relations
between Timelnterval X = [X~,XT]and Y = [Y, Y],
where X, X+ Y™, Y™ are TimePoint instances, as defined
in [14]. This generalization preserves the 3 properties of Allen’s
original algebra mentioned above.

X relation Y  Description

before (XT<Y)

after (X~ >YT)

meets (XT=Y")

met by (X~ =YT)

overlaps (X~ <Y )IAXT>SY )A(XT <YT)
overlappedby (X >Y JA(X <Y H)A(XT>YT)
starts (X" =Y ) )A(XT<YT)

started by (X =Y )AXT>YT)

during (X" >Y )A(XT<YT)

contains (X~ <Y )AXT>YT)

finishes (X" >Y )A(XT=YT)

finished by (X~ <Y )IAXT=YT)

equals (X" =Y ) )A(XT=YT)

Table 1: Allen’s relations between two imprecise intervals X, Y

The proposed framework was also developed to include
time annotations represented by a single TimePoint (mainly
used in the Prosody domain). The relations can be extended to
such time representation, as we propose in Table 2 between two
TimePoint instances. Tables 3 and 4 show relations between a
TimePoint and a Timelnterval. Each table considers all possible
relations (each table forms a complete relation system).

X relation Y Description
before (X <Y)
after (X >Y)
equal (X=Y)

Table 2: Relations between two imprecise points X and Y.

These relations can then be used to search annotations of
any kind in time-aligned tiers. It is particularly favorable in
the context of multimodal annotations, where annotations are
carried out thanks to various annotation tools, each one using
its own representation of time. The proposed framework solves
this problem in a clear, well-suited and well-defined way.
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X relation Y  Description
before (XT<Y)
after (X~ <Y)
starts (X~ =Y)
finishes (XT=Y)
contains (X~ <Y)AXT>Y)

Table 3: Relations between an imprecise interval X and an im-
precise point Y.

X relation Y Description
before (X <Y7)
after (X>Y")
starts (X=Y7)
finishes (X=Y7)
during (X>Y ) )A(X<YT)

Table 4: Relations between an imprecise point X and an impre-
cise interval Y.

5.2. Filtering with time-relations

For the sake of simplicity, only the 13 relations of the Allen’s
algebra are available in the GUI. We withal implemented in
Python the 25 relations proposed by [18] in the INDU model.
This model fixes constraints on INtervals with Allen’s relations
and on DUration - duration are equals, one is less/greater than
the other.

Moreover, both our experience while using the proposed
system and the user comments and feedback have led us to add
the following options:

1. a maximum delay for the relations ’before” and “after”,

2. aminimum delay for the relations “overlaps” and “over-
lapped by”.

All  the above mentioned relations were im-
plemented as predicates. With  this proposal,
a predicate can be for example predicate =
Rel(” overlaps”)|Rel(” overlappedby”) to find witch
syllables stretch across two words, and then by creating the fil-
ter RelationFilter (predicate, tiersyllables, tiertokens).

6. Illustrations

DataFilter of SPPAS has been already used in several studies as
to find correlations between speech and gestures [19], to find
which gestures are produced while pausing [20] or to extract
lexical feedback items [21] just to cite some of them.

While using the GUI, the user starts filtering tiers by run-
ning DataFilter and loading files of a corpus. The user selects
the tier of each file that will serve as basis, and click on the ap-
propriate “Filter” button (either Single or Relation). The user
has then to define the predicates and to apply such filters. The
program will generate new tiers with the matching annotations;
each one is automatically added to its corresponding file.

In order to illustrate possible queries using SPPAS, the fol-
lowing request is processed in this section: What speech and
hand gestures the locutor produces right before, during and
right after the interlocutor produces multimodal feedbacks ver-
sus verbal feedbacks only?

We performed this request on 6 files of a corpus created
by and belonging to the Institut Paoli-Calmettes (Marseille,
France). This corpus is an authentic corpus of training sessions
for doctors involved in role plays with an actor playing the role
of a patient. The corpus is annotated on different levels of gran-
ularity. Tiers contain annotations of vocabulary, hand gestures,
gaze, among other. In the context of this article, we will con-
sider only 3 tiers:

1. P - Feedback: feedback produced by the patient

2. M -IPUs: speech produced by the doctor and segmented
into Inter Pausal-Units

3. M - Dimensions: hand gestures produced by the doctor

To perform the illustration request, the first stage consists
in filtering the ”P - Feedback” tier of each file to create an in-
termediate result with a tier containing head and oral feedback
("P + T”) and oral feedback only ("P”).

While using the GUI, this predicates are fixed as repre-
sented in Figure 1. It allows to enter multiple patterns at the
same time (separated by commas) to mention the system to re-
trieve either one pattern or the other, etc.

¥ sSPPAS - 1.6.9 - LapeL FILTER - 0O x

I'7 | Label-based filter
—
string Number Boolean

Patterns to find (separated by commas):

P+T.P
Functions

(@) |exact O not exact

(O contains (O not contains
() starts with (O not starts with
O ends with O not ends with
) match (regexp) O not match

Case Sensitive

Search also in alternative labels
u Cancel

Figure 1: Frame to create a filter on annotation labels. In that
case, labels that are exactly matching ”P + T” or ”P” strings.

_‘ Apply

So, here the patterns are ”P + T, P”. Finally, the user has to
select the tier name for the result as shown in Figure 2 and must
click either to ”Apply all” or "Apply any”. The user has now
one filtered tier by file, each one containing only oral feedbacks
and oral and head movements feedbacks.

To complete the original request, the previous tiers must be
unchecked. The user must now find annotations of speech and
hand gestures that occur right before, during and right after the
feedbacks previously filtered. To do so, the newly filtered tiers
must in turn be checked and the user must click on the "Rela-
tionFilter” button. Then, he/she selects "M - IPUs” in the ”X”
windows, and the filtered tier previously created in the ”Y”” win-
dow in the list of proposed tiers, as he/she wants to filter speech.
Finally, the Allen’s relations must be selected: see a glimpse
in Figure 3. Regarding the example, quite every relations are
needed. Though, the relations "Before” and ”After” must be
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customized. The user needs to extract IPUs before and after the
feedbacks. Customizing the delay allows the user to chose the
exact delay between the feedback utterance and the nearer IPUs
the user wants to take into consideration. To complete the filter-
ing process, it must be clicked on the ”Apply filter” button and
the new resulting tiers are added in the annotation file(s).

In order to answer the question firstly asked, the user must
complete the filter loop once again. He/she must click again
on the ”Relation Filter” button and select "M - Dimensions”
in the ”X” windows, and the previously filtered tier in the ”Y”
window, as the user wants, this time, to filter hand gestures in
the list of proposed tiers. Then, the relations must be selected
afresh. As the user does not want hand gestures produced out of
the IPUs window, the user must check: Starts, Started by, Fin-
ishes, Finished by, Contains, During, Overlaps, and Overlapped
by. Then, it must be clicked one last time on the ”Apply filter”
button and the new resulting tiers are added in the annotation
file(s). The last resulting tier therefore contains the annotations
of hand gestures produced by the locutor while speaking, right
before, during and right after the interlocutor produced oral or
oral and head movements feedback.

The user can keep or delete intermediate tiers and click on
the ”Save” button. The files are saved in their original file for-
mat and can therefore be opened in the annotation tool used to
create the files in the first place. They can also be opened by
”Statistics” component proposed in SPPAS.

7. Conclusions

This paper described a system to filter multi-levels annotations.
It is based on the definition of predicates that are used to create
filters. These later are applied on tiers of many kind of input
files (TextGrid, eaf, trs, csv...). The search process results in a
new tier, that can re-filtered and so on. A large list of predicates,
applied on a single tier, is available and allows to filter annota-
tions of various label types (string, number, Boolean). The full
list of binary relations of the INDU model are also available to
filter the annotations of a tier in relation with the annotations
of another one. Moreover, this request system can be used ei-
ther on precise or unprecise annotations. It is available as a
Python Application Programming Interface, and with a GUL
Since the proposed system has been developed in a constant ex-
change with users from various Linguistics fields, we expect it
to be especially intuitive.
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Abstract

Speakers adapt their speech to their interlocutors and when
they talk to an elderly person, they tend to engage in elderspeak.

In this paper, we explore with a new approach how
caregivers adapt their use of gesture space in a vocabulary
explanation task with older and younger adults. Preliminary
results on one caregiver show that she tends to occupy a larger
gesture space when speaking to a senior than when addressing
a younger partner. Thus, caregivers could spontaneously
accommodate their discourse and their gestures to help
interlocutors when they have difficulties or when caregivers
think seniors have difficulties.

Index Terms: use of gesture space, elderspeak, caregiver,
senior, gestural accommodation

1. Introduction

The proportion of the world’s population over 60 is projected
to double to reach 2 billion in 2050. The number of people aged
80 or older will have quadrupled over the same period®. Thus,
the amount of research on normal and pathological aging? is
increasing. Nowadays, studies focus on caregivers®, their
training and their health. That is why we focus our research on
communication between caregivers and older adults, assuming
that if caregivers adapt their speech verbally when addressing a
senior, they should also adapt their gestures, especially in terms
of use of gesture space.

1.1. Accommodation theory

Social interactions occur in everyday situations and
speakers adapt their discourse depending on their interlocutor.
For example, if an adult speaks to a baby, s/he will use a
specialized speech called baby talk [1]. If s/he speaks to a
foreigner, s/he will use a specialized speech called foreigner
talk [2].

Concerning accommodation with elderly persons, there are
different models that attempt to understand how adults adapt
their discourse during inter-individual interactions [3]. These
models are closely related to social identity theory [3] because
speakers adapt their perceptions, their attitudes and their
behavior. Thus, communication strategies of speakers change

! World Health Organization,
“http://www.who.int/ageing/about/facts/en/”

2 Older adult : conceptualizations of old age is defined by three
specifications : chronological age (measure in years from the
date of birth), functional age (psychological state) and social
age (reflects the image of people). In this paper we will use
“adult” to refer to individuals aged between 18 and 59.

depending on the social representations they have of their
addressees.

The Communication Predicament of Aging Model (CPA) is
a reference in research on intergenerational communication [4]
with a downward spiral. The CPA is a cyclical and patronizing
speech that is often produced in response to age stereotypes ;
younger adults produce an inadequate accommodation, and
older adults cannot answer correctly. Thus, the inadequate
response perpetuates negative stereotypes of the elderly.
However, two important critics can be addressed to this model.
First, older adults can answer appropriately even if adults
produce an inadequate accommodation when they speak to
them. Secondly, adults have both positive and negative
stereotypes of seniors Thus, positive cycle can be achieved and
patronizing speech can be reduced.

The Communication Enhancement of Ageing Model (CEA)
[5] was developed to provide with a solution to the CPA- model
limitations. This model focuses on positive stereotypes of
aging. It proposes that when adults assess seniors individually,
appropriate communication strategies can be selected and
positive stereotypes of aging can be developed and reproduced.

Last, the Age Stereotypes in Interactions Model (ASI) [6] is
an extension of the CPA model. Adults can develop stereotypes
according to personal characteristics (age, cognitive complexity
and quality of contact), interlocutors’ characteristics
(physiognomic cues to age, personal appearance, physique) and
the context of the interaction. These stereotypes (positive or
negative) influence beliefs about communication with older
adults and negative stereotypes lead to use a specialized speech
style.

1.2. Elderspeak

Elderspeak* is a particular speech style used by younger
adults when addressing older adults [7]. It is characterized by
simplified grammar and vocabulary, slower speech, higher
pitch, exaggerated intonation, increased loudness, use of
repetitions, endearing terms and tag questions [8].

In addition to verbal features, non-verbal characteristics are
present and “include gaze, such as a lack of eye contact, eye
rolls, or winking; proxemics, such as standing too close to a
person or standing over a person who is sitting or lying in bed;
facial expressions and gestures, such as frowns, exaggerated
smiles, head shakes, shoulder shrugs, hands on hips or crossed
arms; and touch, such as patting the older person’s head, hand,
arm, or shoulder.” (p.5, [9]). Even if non-verbal accommodation

3 Caregivers can be professional or familial, they help another
person in need.

4 In this study, we employ these terms as synonymous :
elderspeak, patronizing speech, secondary use of baby talk and
overaccommodation
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when interacting with seniors has been studied, the adaptation
of coverbal gestures to older partners remains unexplored.

1.3. Gestural accommodation

As far as gestures are concerned, we view the relationship
between gesture and speech through a McNeillian perspective
[10]. Thus, when adults accommodate their speech to their
interlocutor, they should also adapt their gestures. In terms of
gestural accommodation, speakers adapt their gesture according
to whether they share common knowledge with their addressees
or not [11] ; whether speakers see their interlocutors or when
they are on the telephone [12, 13] ; when addressing to a human
versus a machine [14] ; when they talk to a native partner or a
non-native partner [15] or according to their partner’s location
in space [16].

More specifically, Tellier and Stam [15] have studied
gestures produced by future teachers when explaining words to
native and non-native partners®. They found that future teachers
adapted their discourse and their gestures depending on their
interlocutor. They analyzed gesture rate, gesture dimensions,
duration and the use of gesture space. Results showed that
future teachers tended to use gestures that were more
illustrative, larger and lasted longer when they explained words
to non-native listeners than when they addressed native
interlocutors. This adaptation takes place to facilitate the
decoding of speech by non-native interlocutors because they
may encounter difficulties in oral comprehension. The future
teachers adapt their gestures by projecting needs and potential
difficulties onto their partner (they can be based on stereotypes
of experience of communication with a non-native).

Since seniors interlocutors may also encounter
comprehension problems (due to weak audition or slower
reaction time for feedback, for instance), our research goal is to
find out whether the same gestural adaptation occurs when
caregivers address older partners (as opposed to young our
middle-aged adults).

In this paper, we focus specifically on the use of gesture
space, which has been hardly addressed in terms of gestural
accommodation.

McNeill [10] developed a gesture space diagram (Figure 1)
based on data collected during a narrative task to analyze where
the stroke® of gestures was produced. He found that the use of
gesture space was different depending on the dimensions of
gestures. Iconics are congregating in the Center-Center space,
metaphorics are produced in the Center space, deictics extend
into the Periphery and beats do not have a specific space.

Classfication, Transcription, and Distribution

EXTREMI H
ERIFIERY i g

CENTER [
§ G [

Figure 3.1 Drawing of the typical pestire space of an adult speaker

Figure 1 : Gesture space (p.89, [10])

5 This accommodation is named Foreigner Talk.

Coding the position of gestures in space also indicates the
size of gestures. Gesture size varies across cultures [17-19]. In
spontaneous situations in everyday environments, Efron found
that Italian immigrants used larger gestures than Jewish
immigrants [20], and Cavicchio and Kita compared gestures of
English and Italian speakers, finding that Italian speakers
produced larger gestures than English speakers and that
bilinguals' gestures were larger than those of monolinguals [17].
In a natural conversation task, Miiller showed that the use of
gesture space is spatially more expansive for native Spanish
speakers than for German speakers [19].

Asymmetrical interactions can also lead to a change in
gesture space. Indeed, in the study by Tellier and Stam [15]
mentioned above, future French teachers produced gestures
more in the Center-Center and the Center areas when
addressing a native interlocutor and they extended to the
Periphery and Extreme Periphery when addressing non-natives
[15].

McNeill’s diagram is interesting for coding gesture space
but only works for speakers sitting and facing a video camera
(which is the display used in McNeill’s narration tasks).
Therefore, several researchers have suggested variations of the
diagram to account for the tridimensional use of space [15, 19]
and for standing and moving speakers like teachers in a
classroom [20]. Speakers can produce gestures in front of them:
“They reach into the space in front of them, move their hands
further away from their body, bring them closer to their body or
even touch their opponent.” (p.20, [21]). So, Tellier and Stam
[15] added one category: arm stretched in front of the speaker
that has been also used by and Tellier, Guardiola & Bigi [22].
Bressem [21] used a more detailed schema with four categories:
speaker’s own body, close distance, middle distance and far
distance to the body. He added one interesting particularity;
when arms are produced in the back of the body he employed
the sign “-”.

Moreover, McNeill [10] analyzed where the gesture stroke
occurred, but recent studies tend to use the most extreme
location of a gesture during any part of the phase [15, 22-24].

In spite of these changes, the main failure of this coding
process is that it focuses on the location of the gesture at one
specific moment (the stroke or the most extended part) and thus
does not take into account the occupation of space. Therefore,
a small gesture produced at knee level and one produced above
the head will both be coded the same (in extreme periphery)
whereas they have different sizes, degrees of visibility and
occupation of gesture space.

For this research, we created a new annotation scheme to
code the use of gesture space. We tested this method with the
corpus described below to find out whether caregivers adapt
their gestures when addressing a younger adult vs an older
adult. If gesture and speech are one system as stated by McNeill
[10], then when caregivers adapt their discourse they should
also adapt their use of gesture. Since they tend to articulate more
and speak louder (as elderspeak is defined), they should also
make their gestures more visible to help their older partners by
using a larger space.

2. Methodology

2.1 Corpus

To collect data we used a semi-controlled methodological
approach which consisted of collecting oral data from different
participants who received the same instructions and were tested

6 Stroke : the meaning unit of gesture
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under the same conditions. Compared to controlled data,
participants had a certain freedom in production. This approach
has many benefits, including the ability to compare productions
in different conditions and analyze data quantitatively and
qualitatively [25].

2.1.1. Participants

There are three types of participants in this study. Seven
caregivers (the main participants), seven seniors (healthy and
independent) and seven younger adults whose characteristics in
terms of age are presented in Table 1.

Table 1 : Mean age and mean level of education (in
years) (standard deviation in parenthesis)

Caregivers Adults Seniors
Age 50 (8,44) 46,71 (8,92) | 85,14 (12,86)
Level of
education 12,29 (3,45) | 12,86 (1,77) 5,29 (0,76)
2.1.2. Design

In this study, we replicated the protocol used by Tellier and
Stam [15] in the Gesture and Teacher Talk study (GTT). It
consists of a lexical explanation task of 12 French words (3
names, 3 verbs, 3 adjectives and 3 adverbs with two concrete
and one abstract concept for each category). Caregivers had to
randomly draw the words from a box and successively explain
the words to senior and younger partner. The interlocutors had
to guess the words.

The order of explanations was counter-balanced ; four
caregivers first explained the words to a younger adult and three
caregivers first to a senior. Each participant signed an informed
consent. Once the participants were installed, we gave them the
instructions for the task. There was only one constraint :
caregivers were not to use any words from the same word
family. They could use any verbal and non-verbal means to
explain.

2.2. Coding scheme

Data was coded and analyzed using software called ELAN
[26]. We transcribed the speech of all interlocutors, segmented
gestures, annotated gesture space, gesture phases, handedness
and gesture depth.

2.2.1. Annotation of gestures

Then, we segmented each coverbal gesture produced by
caregivers. Gestures begin when they leave their rest position
and end when they return to the rest position or when the next
gesture is initiated.

2.2.2. Annotation of gesture space

The goal of this research is to analyze the use of gesture
space depending on the interlocutor. To reach that goal, we do
not look at where the gesture is produced but how the gesture
space is occupied by gesture production. With this method, we
do not focus on where gestures are located but how large they
are. Thus, the more zones crossed (such as center-center, center,
periphery and extreme periphery), the larger occupation of
gesture space.

We edited a systematic approach. We added McNeill’s
diagram [10] on a video. For that, we used photographic editing
software (Photofiltre 7) to draw the diagram and we used video
editing software (Wondershare Video Editor 3.5.1) to add this
drawing to the video. The scheme must be thoroughly placed,
and for that we used the same criteria as McNeill [10]. The first
square is placed in the center of the speaker. The second is
placed at the level of the shoulders and the third is placed at eye
level. Some studies simplify this gesture space with only two
zones [17] or with the four main zones [15, 22]. However for
our research it is important to keep all the zones of this scheme.

Once the diagram is set on the video, we can import it into
ELAN for annotation. The coding of gesture space is simplified
thanks to this scheme placed on the video. To code a gesture’s
occupation of gesture space, we count how many zones are
crossed by each gesture, from its beginning to its end.

If a gesture is produced with one hand or two hands in the
same zone, we code one zone (Example 1).

Example 1 : The left hand holds a paper but does not move. The
right hand moves, so we count how many zones are crossed.
During the production of this gesture, the hands remain in the
same zone.

If a gesture is produced with one hand that moves through
several zones, we count the number of zones including the first
one (from where the gesture starts) (Example 2).

Example 2 : The left hand does not move. The right hand leaves
from the middle zone to go up, crossing 4 zones. In this example,
the gesture ends when the speaker has her hand in the air, which
is a typical phenomenon when there are many consecutive
gestures. If the gesture returns to the rest position, we count the
number of zones crossed during retraction.
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If a gesture is produced with two hands in different zones,
we add up the number of zones crossed by each hand including
the starting zone (if both hands are in the same zone at the
beginning of the gesture, this zone is only counted once)
(Example 3).

Example 3 : The left hand moves slightly to the left and the right
hand draws an arch. If both hands form the same gesture, the
first zone is counted only once (3 gesture zones in this example).

On top of the number of zones, we added three
characteristics to the coding of the occupation of gesture space.
The first is to indicate if gestures are produced in front of or
behind the speaker. We use the sign “+” when the arms are
moving in front and “-” when the arms are moving behind the
body. This is an important point and must be described as
precisely as possible, even though lateral gestures (on a right to
left axis) outnumber sagittal gestures (on a front-back axis)
[27].

The second characteristic focuses on handedness. We coded
whether the gesture was produced with one hand (OH) or both
hands (BH) [28, 29] because as we take into account all the
crossed zones, gestures with both hands are larger than gestures
with one hand.

The third characteristic deals with gesture phases. We did
not segment gesture in phases but we took into account when
gestures included a preparation (P), a retraction (R) or a
preparation + retraction (P+R) because gestures with these
phases are larger than gestures consisting of only a stroke.

2.3. Research questions and hypothesis

In this study, we hypothesize that gestures produced with
older interlocutors will be larger than those addressed to
younger adults. Caregivers may adapt their use of gesture space
to older partners in order to help them understand speech by
making their gestures more visible. We also hypothesize that
caregivers will produce more gestures with two hands when
addressing older partners to occupy a larger portion of gesture
space and to make their gestures more visible. We also predict
that there will be more gestures produced in front of the
caregiver when addressing to the older adult to reduce space
between them [9].

7 (4) so it's a verb / of the first group / uh / when you have you
have a ladder / and you want to climb a tree / a synonym of
climbing

(5) when you have to gather some cherries at the top of your

3. Results

3.1, Inter-annotator agreement

Inter-annotator agreement enables one to find out whether
several annotators make the same decision in terms of coding
and thus reduces subjectivity. To assess reliability, three coders
(two experts and one naive) annotated gesture size. Each
annotator had to count how many gesture zones were crossed
for each gesture in the same sample of the corpus with the same
guidelines. The Fleiss coefficient based on the three annotators
was 0.74. This k-score is a “substantial agreement” according
to Landis & Koch [30]. We are satisfied with this result because
the value of annotations is free and this affects the magnitude
of the Kappa value. We compared the mean of the three
annotators with an ANOVA and found no significant difference
between them [F(2,102)=0.342 ; p>0.05]. Thus, the difference
between annotators is present but small.

3.2. Results

The results must be considered as preliminary since they
only concern one pair of speakers. Results should be confirmed
with the analysis of the other dyads of the corpus.

To begin with, it is important to note that there is a
difference in terms of duration of explanation across the
conditions. The task is easier with a younger adult interlocutor,
as in this condition the task was shorter than in the older
interlocutor condition.

3.2.1. Verbal characteristics of elderspeak

Concerning verbal accommodation, speech rate is similar
with both interlocutors (114 words per minute with the senior
partner vs. 128 words per minute with the younger adult
partner). Thus, the caregiver did not significantly change their
habitual speaking speed depending on the interlocutor even if
she spoke a bit more slowly with the older interlocutor than with
the younger adult interlocutor.

In a descriptive analysis, we focused on different verbal
strategies for explaining the same word in both conditions [15].
For instance, the caregiver’s speech was more illustrative when
addressing to older partner, adding a contextualized example
whereas she employed metalanguage with the younger adult
partner (Example 4 & 57).

(4) With the younger adult : « alors c’est un verbe / du
premier groupe / euh / quand tu as tu as une échelle / et

tu veux monter sur un arbre / un synonyme de monter »

(5) With the older adult : « quand tu dois ramasser tes

cerises en haut de ton arbre / quand t- tu dis tu dis quoi »

Moreover, the caregiver adjusts her register of language,
employing casual language with the younger adult and formal
language with the older adult (Example 6 & 7¢).

(6) With the younger adult : « alors / le contraire de /

doucement / euh un bolide il est tres »

(7) With the older adult : « c’est comment / ¢’est euh une

voiture / elle peut aller euh trés trés vite »

tree / when y- you say you say what
8 (6) so / the opposite of / slowly / uh a racing car it is very
(7) how is it / it is uh a car / it can go uh really really fast
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3.2.2. Gestural characteristics of elderspeak

Concerning gestural accommodation, the caregiver
produced fewer gestures with the younger adult partner (70
gestures) than with the older partner (100 gestures). However
gesture rate (the number of gestures produced divided by the
number of words) is the same in both conditions (0.16).
Concerning gesture duration, results are similar (gesture
duration mean was 1.48 seconds with the younger adult partner
and 1.66 seconds with the older partner).

In terms of the use of gesture space, Figure 2 shows that
gestures were larger with the older partner (n=2.43, SD=1.48)
than with the younger partner (u=3.19, SD=2.28). We used a
Student’s t-test and found a significant difference on occupation
of gesture space depending on the interlocutors [t=-2.4578 ;
df=169 ; p<0.01]. Thus, our hypothesis of larger occupation of
gesture space with the older interlocutor is validated for this
specific dyad.

Use of gesture space

Age of interlocutor

Figure 2 : Use of gesture space depending on age of
the interlocutor

Moreover, in both conditions, the caregiver used more
single-handed gestures than bimanual gestures. This can be
attributed to the fact that the caregiver cannot produce gestures
with the same hand that is holding her paper. Figure 3 shows
that gestures were more bimanual in the senior condition than
in the younger adult condition and the use of gesture space was
significantly different depending on handedness with a
proportion test [y*(1) =4.239 ; p <0.05]. As we counted all the
crossed zones, gestures made with both hands were
significantly larger than those made with one hand. Thus, two-
handed gestures were more visible than one-handed gestures
even if the opposite can sometimes be observed.

Adult Older adult

Percentage

Manuality

Figure 3 : Percentage of handedness depending on the
interlocutor

Furthermore, the presence of initial or final phases has an
effect on the use of gesture space. Indeed, gestures produced

with preparation and retraction were larger than gestures
produced with preparation or retraction phases. However, there
is no significant difference concerning utilization on initial or
final phases depending on interlocutor (Figure 4).

Concerning gesture depth, there was only one occurrence in
the younger adult condition whereas there were 10 occurrences
with the older partner. Thus, gestures in front of the speaker
were most often used with the senior interlocutor. However, this
difference is not significative but only a tendency [y*(1)=
3.6828 ; p=0.06].

Adult Older adult

without P and/or R
with P

with P+R

Fercentage

with R

e

Phases of gestures

Figure 4 : Percentage of phases of gestures depending
on the interlocutor

4, Discussion

This study is a preliminary step to rethinking the use of
gesture space in terms of occupation of space rather than the
location of gesture at one point of its production.

This methodological reflection must continue for two
reasons. First, this scheme is used for a semi-controlled
approach; the two speakers sit on chairs and cannot move. Thus,
it is not adapted for all types of corpora. For example, Azaoui
and Denizci [20] readapted the zones defined on McNeill’s
diagram because they used ecological data of teachers in action,
and amplitude is larger when speakers are standing than when
they are sitting. Moreover, if speakers move, we must replace
the diagram. Secondly, the use of gesture space decreases in
consecutive gestures because not all gestures have all the
phases; only the stroke is obligatory [10] and gestures with
initial and final phases are larger than others.

Another interesting possibility would be to annotate as
Tellier & Stam [15] did in terms of location to see if there is any
difference between the two approaches of coding the use of
gesture space.

Finally, it would be helpful to know whether the older
partners are aware of these gestures and if it really helps them
to understand speech. For that, we could analyze the gaze of the
interlocutor to know if s/he more often looks at gestures when
they are larger than when they are small.

5. Conclusions

This study is a methodological reflection on the
readaptation McNeill’s [10] gesture space diagram to code the
size of each gesture and not its location. For that, we created a
new way of conceptualizing gesture space and we tested this
method on a semi-controlled corpus that involves caregivers in
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an explanation task of 12 French words to both an older
interlocutor and a younger one.

Preliminary results show that there is a difference in the
occupation of gesture space when caregivers are addressing an
older interlocutor vs. a younger one. Gestures are larger with an
older younger partner. These results confirm our hypothesis that
the caregiver accommodates her use of gesture space depending
on the age of her interlocutor. It seems that gestures are more
intentionally addressed to the older interlocutor to help when
they have difficulties in guessing the word. However, these
results are based on just one caregiver. Thus, we must be
careful with these results and we need to analyze the other
dyads to find out whether these tendencies are hold.

Therefore, to solidify our preliminary results we will code
all data in the seven dyads and analyze the size of gestures
depending on their dimension, duration and rate. This research
has the potential to confirm the results obtained by Tellier &
Stam [15] and reinforce the view that accommodation cannot
only be defined by verbal and non-verbal characteristics but
also in terms of coverbal gestural characteristics.
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1. Abstract

Head gestures play an integral role in human communicative
action. Speakers regularly employ head movements to convey
approval, disagreement, or uncertainty, or to modulate the
meaning of their utterances in other ways. Head gestures may
also serve as backchanneling signals from the listener to the
speaker. Due to their diverse discourse functions, head gestures
have been investigated with a variety of foci (e.g., [1], [2], [3].
[4]). This paper presents a novel methodology employing
motion-capture technology to investigate the forms and
functions of head gestures. The focus is on a) the extraction and
analysis of specific physical and dynamic features found in
head gestures and b) possible differences between speaker and
listener head gestures.

1. Introduction

Head gestures are an integral part of communicative action
performed by both speakers and listeners. Since they may
modulate meaning expressed verbally and serve multiple
discourse functions, head gestures have been analyzed with a
variety of foci. As Heylen [2] states, “[w]hen one turns to the
literature on head movements [..], one is faced with a
bewildering list of functions and determinants of all the kinds
of head gestures [...]* Despite this broad spectrum, however,
head shakes and nods are the most commonly observed,
conventionalized head gestures, exhibiting different forms and
functions depending on the conventions of a given culture (e.g.,
[31; [3D).

Combining qualitative and quantitative research methods,
this paper investigates the basic form parameters of head
gestures accompanying German discourse. It presents a
methodology implementing motion-capture-technology aided
extraction and analysis of these physical parameters. Special
attention is paid to the difference in communicative action
performed by speakers and listeners, as well as to the specific
nature of listeners’ versus speakers’ head gestures. Motion-
capture technology has proven apt at capturing and analyzing
comparatively small manual movements and head gestures ([6],
[7]). Our data set stems from the HumTec Multimodal Speech
& Kinetic Action Corpus (MuSKA), consisting of multiple
stream recordings (Motion Capture (MoCap), video, audio) of
dyadic communicative situations in which participants
performed three different tasks designed to engage them in
natural conversation.

To account for the kinematics of the head movements and
to derive initial motion-capture data profiles for distinct kinds
of head gestures, the data analysis included basic physical form
parameters such as amplitude, velocity and duration. For this
pilot study, only conventional head gestures, namely head nods,
shakes and tilts (towards the shoulder), were considered and
coded. Speaker and listener gestures were distinguished

depending on the local conversational role of person who
performed the head gesture in question. Cross-referencing form
parameters with the type of head gesture and their
characterization as speaker or listener gesture allowed us to
establish preliminary profiles for the communicative head
action performed by speakers and listeners in dialogic
exchanges.

Preliminary results show that both listeners and speakers
use head nods frequently, albeit with a stronger predominance
in the listener role. Moreover, the assumption of relatively
higher complexity of speaker head gestures in comparison to
listener head gestures was supported. Listener head gestures
showed a shorter mean time of execution compared to speaker
gestures; the latter more often consisted of composite gesture
events exhibiting sequences of different gesture types. These
first findings call for a more in-depth analysis of speaker and
listener gestures. Subsequent work shall include the numerical
analysis of spatial parameters of head gestures and their
semantic and pragmatic relation to both the synchronously
produced speech and manual gestures.

The paper begins by reviewing previous research on head
gesture, and then presents the research question and
methodology developed for the present study. In the final
section, the first insights provided by this work are discussed,
and avenues for follow-up studies are laid out.

2. Insights from previous research on
head gestures

To date, much more research has been done on manual gestures
as compared to head gestures. Previous work on head gestures
has often focused on the form and function of prototypical or
emblematic gestures such as head nods and head shakes.
Kendon [3], for instance, suggests that — at least in Western
cultures — head shakes seem to be tightly connected to “a
‘theme’ of negation” and modulate the meaning of utterances
without being easily translatable into speech. Head nods
represent another highly conventionalized and culture-specific
communicative practice, which may be used emblematically for
‘yes’ or to generally express affirmation ([8], [9]). In his paper
“Motor signs for “Yes’ and No’”, Jakobson [10] put into relief
the relation between the central European convention of ‘nod-
for-yes’ and the opposing system used in Bulgaria, where nods
are associated with negation. Other research into the linguistic
functions of head movements has shown various ways in which
they may serve deictic expressions, feedback requests, or as
modality markers of uncertainty [5].

Head movements have also been ascribed the function of
backchanneling: “Backchannel signals were initially identified
in Yngve’s study of turn-taking and were conceptualized as
vocal or gestural expressions of the listener that do not signal
his desire or intention to assume the floor” [5].
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Motion-capture technology has been previously employed
in head gesture research. Utilizing motion-capture aided
methods, Kousidis et al. [11] observed a comparatively wide
range of gesture inventories in co-speech head gestures
produced by speakers in contrast to those performed by
listeners. The authors further proposed a more fine-grained
differentiation between head gestures produced by participants
holding the floor in conversational exchanges and those
produced by participants assuming the listener role. In spite of
the often found focus on conventionalized and quasi-
emblematic uses, Kousidis et al. [11] called attention to the fact
that, similarly to manual gestures, head gestures tend to occur
in concatenated units with up to 10 individual phases
comprising different gesture types. It follows that these
composite head gestures should also be treated as complex
gesture units [12]. Furthermore, Ishi et al. [13] argue that, at
least for Japanese speakers, the incidence rates for head
gestures may also vary depending on the social relationship
between the dialogue partners.

3. Motivation and research objectives

The aim of this research is to enhance our understanding of the
form variants and communicative functions head gestures may
exhibit in dialogic exchanges. Combining traditional video
annotations with motion-capture data analyses opens up new
avenues in gesture research in that we may analyze both single
events in great detail (i.e., to the level of the millisecond and
millimeter) and also search for patterns emerging from more
extensive data sets.

By cross-referencing the temporal and spatial parameters of
head motion provided by the numerical motion-capture data
with the main types of the head gestures, head nods, shakes and
tilts, our aim is to systematically investigate differences in the
kinetic parameters of these different communicative behaviors.
We are interested in how exactly, for instance, “[h]ead shakes
vary in terms of the amplitude [...], in the number of rotations
and in the speed [...]. There is no doubt that these variations in
performance intersect with and modify the meaning of the
gesture“ [3]. In addition, our approach allows us to look for
systematic  differences in the distribution of these
conventionalized head gestures and to correlate their
occurrence with the gesturer’s role as assumed in the
conversation, that is, to distinguish between speaker and
listener gestures. Based on the numerical data, differences in
the kinematic characteristics of head gestures can be extracted
and related to the conversational role as well, for example
pertaining to a shorter/longer duration or lower/higher
amplitude of head movements. Drawing on previous work
([11], [6]), our assumption is that nods are typical listener
gestures, while speakers tend to employ a higher variety of head
gestures.

It could further be observed that speakers seemed to cluster
gestures and concatenate different types of head gestures into
sequences, a practice that is a lot less frequently observed in
listener gestures. This again raises the question whether there
are systematic differences in the utilization of head gestures
depending on the communicative role of the performer. The
present study will provide first insights into these issues. We
are aware, however, that to arrive at a well-founded conclusion,
a larger dataset needs to be be analyzed in follow-up studies.
This would also compensate for the idiosyncratic differences
that are common and extensive in gestural behavior [7].

4. Methods of data collection and
analysis

The video and motion-capture data used for this study stem
from the HumTec Multimodal Speech & Kinetic Action Corpus
(MuSKA). The corpus consists of recordings (MoCap, video,
audio) of dyadic communicative situations in which different
tasks were designed to encourage free conversation between the
participants. Video and MoCap data were recorded by fourteen
infrared cameras in the Vicon Nexus optical Motion Capture
System, two Basler high-speed cameras (100Hz), two HD video
camera and one SD video camera. Each participant wore a
wireless microphone to record audio and a set of thirty-one
infrared reflecting markers to track body movement with the
help of the MoCap system.

Figure 1: Position of participants in the MoCap volume

For this study, data from four head markers, one neck marker
and two shoulder markers were extracted and analyzed. The
head markers are connected to a head band for easier
application and are aligned with the neck and sternum markers.
This is to simplify the calculation of the head’s direction in
further studies. The participants were positioned opposite each
other with a distance of about 1.2 m between their chairs. This
relatively close setup was chosen to also encourage interactive
gestures, thus creating a shared gesture space. Generally, the
MoCap system delivers more accurate results for a confined
region of interest rather than a larger volume. The corpus
encompasses recordings of conversations in both American
English and German. For the study reported on here only
German data were used.

For the first unstructured task, participants were asked to
become acquainted with one another, should they not have met
before, or to collaboratively remember a shared experience if
they knew each other rather well. For the second task, the
participants were instructed to collaboratively plan an Interrail
journey through Europe. The conditions they had to work with
were a limited budget, a three-week time limit and a maximum
of 5 stays in places of their choice within the given time span.
The participants were asked to agree on the itinerary of the trip
and to discuss what kind of vacation they would prefer: for
example, a sightseeing tour, a beach vacation or a hiking trip.
As part of the third task, each participant was shown a short
movie that they had to retell to their conversational partner. The
data analyzed in this study only stem from the first two tasks.

For analysis, the video data were first viewed and annotated
in ELAN for head movements regardless of their
communicative function. These annotated gestures were
reviewed for their predominant form and categorized as
predominant nods, shakes, or tilts. A gesture was annotated
from the beginning of the movement phase until the head
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stopped. In case of multiple cycles, for example in prolonged
head shakes, they were counted as one occurrence of a gesture
of the type head shake. An analysis of the number of cycles
shall be part of further studies. Gestures that did not fit into the
three categories were disregarded and will be investigated in a
subsequent study. Body posture shifts and self-adaptors were
not annotated.

The next step involved dividing all annotated gestures into
speaker and listener gestures. A gesture accompanying ongoing
speech production was considered a speaker gesture, while
listener gestures typically were produced by the person not
holding the floor. The latter are neither accompanied by speech
nor aligned with the onset of speech. The timestamps of the
beginning and end of each of these qualifying gestures were
then used to identify the periods of interest in the motion-
capture data that were subsequently analyzed in terms of the
head’s six degrees of freedom, velocity and amplitude. These
degrees are composed of three axes and two types of movement,
translations and rotations on each of them. Figure 2 illustrates
the six degrees. Translations along the three translation axes
result in the typical directions forward—backward, up—down,
right—left. The three rotational movements around the
respective axis are pitch, yaw and roll; these are equivalent to
the movements that are more commonly called nod, shake and
tilt in head gestures. To compensate for upper body movements
(ventral/dorsal and lateral), e.g. posture shifts or repositioning
on the seat, simultaneously to performing a head gesture, the
head marker’s motion was calculated relative to the motion of
the neck marker. To compensate for rotational body movement,
the shoulder markers were also used to generate a time dynamic
representation of the body’s orientation. The shoulder markers
build a moving axis throughout the recording for each frame
and in combination with the neck marker they constitute a
moving coordinate-system. The head movement is always
calculated relative to the adapting coordinate system. The
amplitude of each gesture equaled the difference between the
maximum and minimum coordinates on each axis for a given
time period.

Up

e

Down

Figure 2: Six degrees of freedom

In addition to the video data, the MoCap system recorded
all occurrences of head gestures in high temporal and spatial
resolution, allowing for a numerical analysis of the form
parameters of single gestures, as well as of recurrent types of
gestures. Using the numerical data provided by the MoCap
system, all identified gestures were coded in terms of the head’s
six degrees of freedom, velocity, amplitude and duration of
motion. By coding all speaker-turns, we were further able to
subdivide the observed behavior into speaker and listener head
gestures, thus comparing the respective form parameters and
deriving first profiles for each group.

5. Results

For this study, about 30 minutes of dialogue from four
conversational tasks were annotated and labeled as described.
This resulted in a total of over 740 occurrences of head gestures
that qualified for further analysis.

Figures 3, 4 and 5 show examples of each gesture type. In
particular, a listener’ head tilt gesture, a listener nod and a head
shake performed by a speaker. The system draws traces of
selected markers for the period in which the gesture occurs.

Figure 3: Trace of a tilt gesture performed by a listener

m

Figure 4: Trace of a nod gesture performed by a listener

—

N

Figure 5: Trace of a shake gesture performed by a speaker

Of these head movements 130 were considered listener
gestures. A more detailed distribution of head gesture type and
mean duration is presented in Table 1 below. Each gesture type
was separately categorized as a speaker or a listener gesture. So
the total of 611 speaker gestures is subdivided into 327 nods,
191 shakes and 93 tilts. For each subcategory, the mean
duration of all occurrences was calculated as well.
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Mean duration

Type Quantity [seconds]
Speaker nods 327 0,78
Speaker shakes 191 0,79
Speaker tilts 93 0,65
Speaker total 611 0,75
Listener nods 93 0,61
Listener shakes 11 0,62
Listener tilts 26 0,66
Listener total 130 0,62
Total 741 0,72

Table 1: Quantity and mean duration of head gestures

Head nods were the most frequent gesture type with a
comparably stronger predominance in listener behavior. A
distinctive feature of this data set was the low number of head
shakes attributed to the listener role. A possible explanation
might be that the participants are instructed to get to know each
other and to work collaboratively in order to come up with a
joint solution to the travel task. In light of the “‘theme’ of
negation” that Kendon [3] attributes to head shakes,
participants might have been inclined to reduce them to a
minimum to avoid slowing down or compromising the ongoing
activity.
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The amplitude of the analyzed gestures varied greatly for
all axes and for all gesture types. As such, the question
regarding the range of motion of listener head gestures in
comparison to speaker head gestures remains open. However,

the data did show a tendency towards stronger, longer and more
articulated speaker gestures. Figures 8 and 9 show data
examples of a multi-cyclic head nod respective head shake
performed by a speaker. The data show the velocity of one head
marker over the duration of the head gesture. The time
resolution is 100 frames per second; the velocity is split into the
three axes. Nods and shakes show stronger activation on their
primary axis.
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The speakers’ tendency towards a more active employment
of head gestures also presents itself in the utilization of complex
head gesture units [11]. Complex head gesture units are
concatenations of two or more gestures without pause. 45 of
those units were identified. Even with this small data sample it
becomes apparent that these units have a strong predominance
in the speaker role. About 85% of these units corresponded with
the speaker role, and they were rarely identified in the listener
role (see Table 2). This assumption fits with the observed slight
tendency toward shorter mean duration in listener gestures,
making listener gestures appear overall more subtle and
singular in their execution.

Type Quantity Percentage
Complex HGU

Speaker 61 84,7
Complex HGU

Listener 11 15,3
Total 72

Table 2: Distribution of complex head gesture units
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6. Discussion

Our analysis has revealed differences in listener and speaker
gestures not only in terms of their frequency and distribution,
but also regarding their manner of execution. However, the
results obtained in this pilot study only reveal tendencies. In
particular, the strong variation in the range of motion makes it
difficult to draw conclusions concerning systematic, form-
specific distinctions between head gestures that depend on the
performer’s conversational role. Specifically, the observed
listener and speaker gesture characteristics for frequency and
distribution, in addition to the observed relatively higher
complexity of speaker head gestures, calls for further in-depth
analyses of the internal structure and multiple functions of both
speaker and listener gestures. As a first step, the methods should
be adapted to account for larger data sets and to tackle the strong
variation in the amplitude of the gestures.

Furthermore, the analysis of concatenating head gestures
should be extended to sequences, since this phenomenon was
observed to show a regular and strong bias towards the speaker
role. The segmentation of all the annotated head gestures into
different phases that can be analyzed individually might be one
approach, as has also proven useful in the case of manual
gestures ([14], [15]). This would further improve the integration
of concatenated head gestures and enable a more fine-grained
analysis of their relation to the synchronously produced speech
as well as manual gestures. Moreover, the analysis of a larger
data set would enable us to test for statistical significance and
allow for the investigation of smaller subsets, such as head
shakes and tilts performed by the listener. Finally, extending the
numerical analysis of dynamic spatial parameters to head
gestures that do not exactly fit the conventional types or consist
of combined profiles is a promising avenue for further research
in the domain of communicative action performed with the
head, arms and torso by both speakers and listeners.

7. Concluding remarks

Motion-capture aided tracking of head gestures and the
subsequent generation of head gesture data profiles showed
promising results. Firstly, the numerical data reflects the
conversational role in which the gesture was uttered.
Differences in the data profiles for listener and speaker head
gestures occurred systematically and encouraged the separate
analysis of these conversational roles. Secondly, the data
profiles of gesture types within one conversational role are
employable to distinguish singular gesture types.

Through further elaboration of the data extraction and
profile generation methods these profiles may be employed for
semiautomatic segmentation or structuring of conversations as
well as fine-grained qualitative analysis of singular gesture
occurrences. However, the overlapping of gesture units, the
high variation in amplitude and velocity as well as idiosyncratic
gesture styles make a fully automated characterization of these
gestures difficult. Moreover, the inventory of head gestures
reaches beyond the scope of the simplified selection presented
here. The method propsed in this paper can nonetheless be
adapted to a more fine-grained analysis with a larger inventory
of gesture types and their respective data profiles. The next
steps of this research will include the refinement of data profile
generation, with a focus on the normalization of the data and
the development of methods to analyze larger datasets to enable
further statistical analysis.
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Abstract

Based on a study investigating gestures used for the
expression of refusal, rejection, exclusion and negation in
Savosavo, a Papuan language spoken in Solomon Islands in
the Southwest Pacific, the article discusses how a particular
type of pragmatic gesture, the holding away gesture, may
highlight and structure the spoken utterance. It will be shown
that the holding away gesture assumes three functions on
different levels of discourse: It emphasizes the speaker’s focus
on the conclusion and change of a topic. It highlights the
contrast between two propositions or emphasizes that the
speaker is inserting additional information. The article
demonstrates that holding away gestures operate on the
spoken utterance and take over speech-performative function
as they draw attention to the communicative act the speaker is
engaged in and, at the same time, make this communicative
action visually accessible to the hearer.

Index Terms: multimodality, speech, pragmatic gestures,
discourse markers, discourse structure, Savosavo

1. Introduction

Particles fulfill a range of functions in spoken language.
Modal particles, such as denn, halt, or eben in German, for
instance, operate on the pragmatic-functional level of the
utterance and “integrate utterances into the realm of
interaction. [With modal particles], speakers can refer to
shared knowledge, to assumptions or expectations of speakers
or hearers, a particular reference to a preceding utterance can
be marked or the significance that the speakers attest to the
utterance can be marked. Modal particles thus modify
illocutionary types in particular ways” [1: 2, translation
authors]. Furthermore, particles assume a major function in
the regulation of interactional processes and display the
discursive structure of the utterance. In English, discourse
particles or discourse markers, well, but, unless, or then, for
instance, are expressions connecting parts of discourse.
Similar to modal particles, they do not express propositional
content but rather contribute to the interpretation of the
utterance because “they signal a relationship between the
segment they introduce, S2, and the prior segment, S1” [2:
950]. They connect messages and may either emphasize
contrast (but), a quasi-parallel relationship between messages
(furthermore) or they mark elaborations (wel/) and inferences
(then). Furthermore, discourse particles may not only connect
messages but rather topics and as such are of importance for
managing discourse. ‘Topic change markers’ [2] highlight a
thematic excursion or the reintroduction of a previous topic.
These functions can, as Schiffrin notes, not only be realized by

verbal expressions but also by paralinguistic elements (e.g.,
prosody) and gestures [3].

Research has shown that gestures with pragmatic functions are
able to “relate to features of an utterance’s meaning that are
not a part of its referential meaning or propositional content”
[4]. As such, gestures fulfill performative function by
indicating a request, a question or refusal [e.g., 4, 5, 6].
Furthermore, they may “serve in a variety of ways as markers
of the illocutionary force of an utterance, as grammatical and
semantic operators or as punctuators or parsers of the spoken
discourse.” [4: 5]. By taking over modal function, gestures
indicate the speaker’s stance towards the proposition uttered
[4-8]. They qualify something as negative, obvious or
particularly noteworthy and thus operate on the speaker’s own
utterance. Accordingly, researchers have argued that such
gestures show functional analogies with modal particles [7-9].
However, gestures with pragmatic function may not only be
an indication for the speaker’s attitude towards the proposition
of the utterance but also have the capability of highlighting
properties of discourse. By taking over ‘parsing’ [4] or
‘interactive’ function [10], gestures contribute to the marking
of various aspects of the structure of spoken discourse and
provide visible anchor points for connecting or separating
parts of discourse [see also 11]. Accordingly, Kendon [12:
248] has discussed pragmatic gestures with discursive function
as ‘discourse unit markers’, highlighting the fact that gestures
may be able to “mark discourse units differentially as topic in
contrast to comment” and may serve to “mark discourse units
which are 'focal' to the theme or argument of what is being
said”. In doing so, gestures with pragmatic functions may have
the same functions as discourse markers or rising intonation in
spoken language [10].

The present article ties in with existing research on the
discursive nature of pragmatic gestures. Based on a study
investigating gestures used for the expression of refusal,
rejection, exclusion and negation in Savosavo, a Papuan
language spoken in Solomon Islands in the Southwest Pacific
[13, 14], the article discusses how a particular type of gesture,
the holding away gesture (see Figure 1), may highlight and
structure the spoken utterance. The holding away gesture has
been discussed in a range of studies on pragmatic gestures.
Bressem and Miiller [15] present an analysis of the gesture as
part of the away family, gestures used by German speakers to
express negation, refusal and negative assessment. The authors
show that the holding away gesture is used to reject topics of
talk, to stop arguments, beliefs or ideas from intruding into the
realm of shared conversation and to stop the continuation of
unwanted topics. Moreover, it qualifies the rejected topics as
unwanted ones.
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Figure 1: Holding away gesture in Savosavo

In a similar vein, Kendon discusses the holding away gestures
as part of his account of gestures used by speakers of English
and Italian “in contexts where something is being denied,
negated, interrupted, or stopped” [4: 248]. With the Open
Hand Prone VP, the speaker establishes a barrier, pushes back
or holds back things moving towards him- or herself. The
gesture indicates the speaker’s “intent to stop a line of action”
[4: 262]. Depending on the position of the hands, the gesture
specifies the kind of action to be stopped: 1) close to the body:
stopping ones own action, 2) in front of the body: stopping the
action of the speaker and the interlocutor, 3) movement
towards the interlocutor: stopping the action of the
interlocutor. Also for speakers of English, Harrison identifies
different variants of the gesture by which speakers may refuse
or interrupt themselves or others (PJVraise), express positive
evaluation, apology or negation (PVoscillate, PVhorizontal)
[16]. For speakers of French, the gesture is also documented
as carrying the semantics of rejection and being used by
speakers to actively refuse something [17: 200].

Research thus demonstrates that the holding away gesture is
characterized by a variety of forms and functions across
different Indo-European languages. However, these studies
have primarily concentrated on its performative or modal use.
The gestures’ relevance for marking various aspects of the
structure of spoken discourse has not yet been addressed in
detail. The present article aims to fill this gap by presenting a
first analysis of the discursive function of holding away
gestures in Savosavo.

2. Savosavo language

Savosavo is the easternmost of only four (at best distantly
related) non-Austronesian (Papuan) languages spoken among
more than 70 Austronesian languages in Solomon Islands. The
Savosavo speech community comprises about 3,500 people
living on Savo Island, a small volcanic island approximately
35km northwest of the capital Honiara.

3. Database and methods

The holding away gestures were identified in a corpus
consisting of 68 hours of video recordings from 84 different
speakers (52 male, 32 female), ranging in age from about 20 to
about 85, collected during Wegener’s PhD fieldwork and the
Savosavo Documentation Project (see [13] and the project
website  http://dobes.mpi.nl/projects/savosavo/ for more
detail). It is stored in the DoBeS archive at the Max Planck
Institute for Psycholinguistics in Nijmegen, and can be
accessed under
https://corpus1.mpi.nl/ds/imdi_browser/?openpath=MPI55379

9%?23. For the analysis of the holding away gestures, 6 hours
of video recordings from the total of 68 hours of video
recordings were chosen, consisting of mostly narratives, some
procedural texts as well as a few interviews. The corpus
comprises monologic, dyadic as well as group constellations
of altogether 14 male speakers ranging in age from 39 to about
80. Altogether, 56 instances of the holding away gesture were
identified. The holding away gestures were analyzed within a
form-based linguistic approach also adopted for analyses of
holding away gestures in German [15]. Accordingly, the
analysis of the sweeping and holding away gestures in
Savosavo consisted of a 4-step procedure [18]. The gestures
were first annotated and coded in their form. Subsequently, the
gestures were analyzed in relation to the verbal utterance.
Here the gestures’ meaning and function was examined with
respect to the sequential, syntactic, semantic as well as
pragmatic information given by speech but also by semantic
and pragmatic information conveyed by adjacent gestures. In a
next step, the analysis of the local context, i.e. the interactive
environment of a gesture, was combined with an analysis of its
context-of-use, the broader discursive situation in which a
recurrent gesture occurs [4, 19]. The determination of the
contexts-of-use built the basis for the fourth step, i.e. the
distributional analysis of the gestures, the identification of
gestural variants and the detection of a systematic correlation
of context-of-use and variations of form [20]. The gesture
annotation was either incorporated into existing ELAN files
with morpho-syntactic annotations [13] or new ELAN files
were set up. In the latter case, morpho-syntactic annotations
for Savosavo were later added at and around those points in
time where the gestures under investigation occurred. The
distributional analysis was done using an Excel data basis.

The analysis of the gestures in relation with speech and the
determination of the different contexts-of-use were conducted
in collaboration with a native speaker of Savosavo, because
non-linguistic context, such as background information on
cultural, geographic, historical and other specific aspects of
the life on Savo, is crucial to the understanding of speech and
gestures. Moreover, in particular for the analysis of gestures
with pragmatic functions, native competence of the language
is indispensible in order to catch all of the gesture’s relevance
and function for expressing the illocution of the utterance.
According to this procedure, different context variants of the
holding away gesture and, in particular, specific functions of
the holding away gestures for highlighting and structuring
discourse were identified.

4. Holding away gestures in Savosavo

The holding away gesture in Savosavo is characterized by a
particular formational core that is kept stable across speakers
and contexts-of-use: The (lax) flat hand(s) with the palm
oriented vertically away from the speaker’s body are held in
the center of the gesture space. This formational core can be
varied, so that the hands may be moved away from the
speakers body (cf. [4]) or moved downwards (see example 1,
2). The palm of the hands may be oriented diagonally
downwards and the hands can be positioned in different
regions of the gesture space (see [14] for more details). In
accordance with existing research we assume that the
formational core of the holding away gesture is derived from
an underlying everyday action, such as the action of holding or
pushing away an object, stopping a door from smashing into
the face, or an unwanted person from intruding into the
personal space. The vertically oriented hand(s) create a
blockage, which either keeps objects from moving closer or
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pushes them away [15]. As a result, annoying or otherwise
unwanted objects are hindered from entering the space around
the body. This effect of action is semanticized in the holding
away gesture: Something wanting to intrude has been or is
being kept away from intrusion. As such, the gesture is used to
“reject topics of talk, to stop arguments, beliefs, or ideas from
intruding into the realm of shared conversation, to stop the
continuation of unwanted topics” [15: 1598].

We documented 56 holding away gestures, which are used in
3 different contexts-of-use (see Table 1): explanation (34,
61%), request (20, 36%), and description (2, 3%). In
descriptions, speakers describe the characteristics and
processes of (historical) events, fishing techniques or rituals,
for instance. In explanations, speakers add one or more
statements to clarify or explain something (e.g., a particular
cultural aspect potentially unknown to a foreigner) or to give a
reason or justification for an action (e.g., the end of a war or
the duration of a particular event). In the context-of-use
‘request’, speakers fulfill the speech act of asking for
something. Here, the gestures function as ‘performatives’ as
they “aim at a regulation of the behavior of others” and
‘perform’ the illocutionary force of an utterance [8].

Context-of-use Function of gesture Number of
instances

speech- topic 17
performative  shift

explanation contrast 10

insert 5 34

abstract- n=56
referential 2

request performative 20
speech- topic 1 2

description performative __ shift
abstract- 1

referential

Table 1: Overview of contexts and functions of holding away
gesture

In the examples from the context-of-use ‘request’, gestures are
executed in temporal overlap with speech and request others to
stay in a particular place (e.g., “don't you come ashore here”
ak biti 630) or are used as an appeasement (e.g., “I am not
harming anyone” ap_cs_kabulabu_552). When used without
speech, the holding away gesture requests someone to be
quiet, to stop an ongoing action (e.g., talking while someone
else is talking), or to keep someone from starting an action
(e.g., to give further information on a topic) [for more detail
see 14].

As shown in Table 1, the holding away gesture is most
common in the context-of-use ‘explanation’. 34 instances of
the gestures are used when speakers provide explanatory
statements or justify actions or events. In 2 instances, speakers
employed the gestures to enact the stopping of events or
actions that are in progress or are about to start. However, the
majority of holding away gestures takes over speech-
performative, discursive function. We will discuss this use in
detail in the following section.

5. Structuring and highlighting discourse

94% of the gestures in the context-of-use ‘explanation’ (32
instances) fulfill speech-performative function and thus act
upon the speaker’s own utterance [8: 1544]. In these cases,
“gestures are aligned with what the speaker is presently doing,
and convey something about it” [21: 74]. They display the
communicative act of the speaker and visualize the structure

of the spoken utterance. In our corpus, holding away gestures
take over three different functions for marking aspects of the
spoken discourse: They mark a conclusion and change of
topic, highlight the contrast between two propositions or
emphasize that the speaker is inserting additional information.

In the first example, we see an instance in which the holding
away gesture visually marks the conclusion of one topic, and,
at the same time, marks the change to another topic. While
talking about the last war on Savo and an important warrior,
speaker DE explains the Sepe dance, which was inspired by
this warrior and is performed on the island of Savo. After
having finished describing the dance, its characteristics and
explaining who performs the dance, the speaker utters “that is
the Sepe dance” and at the same time produces a holding away
gesture encompassing almost the whole phrase (see example
1). Afterwards, he continues his narration with another aspect
of the story about the last war on Savo. In this example,
speech and gesture work together in marking the closing of a
topic and indicate that the speaker’s explanation about the
Sepe dance has come to an end. The vertically oriented hand,
which is movement downwards with a short accentuated
movement, sets up a barrier in front of the speaker’s body,
blocking any requests for further explanations of the topic of
the Sepe dance. The gesture takes over meta-communicative
function by operating on the concurrent speech and displaying
the communicative act of the speaker, namely his intention to
end the story of the Sepe dance and his goal to move on to a
different aspect of the overall topic.

(1) Lole lo Sepena.
lo=le lo Sepe=na
3SG.M=EMPH.3SG.M DET.SG.M  Sepe=NOM
PP ART N

Gl Gl

“That is the Sepe dance.” (de_torolala 425)

G1: The left flat hand, palm oriented diagonally
vertically away from the speaker’s body, is moved
downwards in the lower center of the gesture space.

Example 1: Holding away gesture highlighting the conclusion
and change of topic.

In doing so, the gesture takes over a similar function as
observed for discourse markers in spoken languages: The
gesture functions as a topic-relating discourse marker [2]:
Through the holding away gesture, the topic of the present
utterance (the Sepe dance) and the topic of the following
utterance (last war on Savo) are set in relation. The gesture
helps to structure the discourse in terms of topic management.
This is an interesting difference to studies of other languages,
which usually show how pragmatic gestures operate on the
topic-comment structure of one utterance (e.g., [12]). In our
corpus, the holding away gesture does not indicate the topic or
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comment portion of one particular utterance, but rather sets
two different discourse topics in relation, marking the change
from one topic to another. In this and other examples, when
speakers use the holding away gestures with the function of
indicating a change of topic, it is accompanied by a closing
statement on the present topic (e.g., “that is the Sepe dance”,
“that is what they say” si_kuarao 1532, “that is a different
story” jn_lotu_103) before picking up another topic.

A second function can be observed in the following example,
in which the gesture does not function as a topic-relating
discourse marker, but focuses on the message and is used to
set up a contrast between two propositions. In example 2,
speaker PNG talks about the length of the Second World War
in Solomon Islands. He counts the years during which the
fighting went on and concludes that it was only three years.
While uttering “only for three years”, the speaker performs a
one handed holding away gesture by which he sets up a visual
barrier blocking off any objection from his interlocutors and
metaphorically holds away possible arguments or counter-
examples meant to contradict his explanation. Here again, the
gesture operates on the speaker’s own utterance, yet this time
it indicates that the speaker is setting up a contrast between his
utterance and a contradicting alternative: The gesture
establishes a contrast between the actual duration of the
Second World War in Solomon Islands mentioned by speaker
PNG and a potentially expected longer duration as compared
to other countries, for instance. The gesture operates on the
message of the utterance and not, as in example 1, on the
topic.

2) Omalo gneqai ata; kede
oma=lo gneqa-i ata kode
no=3SG.M.NOM  be.long-FIN here only.NSG
NEG=PP v LOC QUAN

Gl
ighia eleghoghalalo te
ighiva elegho=gha=la=lo te
three year=PL=LOC=3SG.M.NOM EMPH
QUAN  N=PP PA
Gl
ata palei.
ata pale-i
here stay-FIN
LOC v

"It wasn't long here, only for

three years it stayed here.” (png WWIIL 1 _628)
G1l: The left flat hand, palm oriented diagonally
vertically away from the speaker’s body, is moved
downward in the upper center of the gesture space.

Example 2: Holding away gesture setting up a contrast
between propositions

In other examples of this kind in our corpus, speakers set up a
contrast between a fishing taboo mentioned in the present
utterance and other potential fishing taboos (“The only taboo
is that which I said earlier, stepping over the string and (all)
that.” si_kurao 746) or between different types of custom
money owned by people of different status (“not the custom
money that the young people or the normal people would own,
the important people only” ap seka 547). In all cases, the
holding away gesture seems to show a functional analogy to
contrastive discourse markers in spoken languages by which
an “explicit message of [an utterance] is in contrast with an
[...] implied message [of another utterance]” [2: 947].

In example 3, we see the third discursive function of the
holding away gestures documented in our corpus. Here, the
gesture indicates that the speaker is departing from his main
story line and is inserting additional information.

(3) Pozogho dologhu pai kia
pozogho dolo-ghu pai kia
basically be.friend-NMLZ or.maybe
ADV N CONIJ

Gl
zughuzughu abagnighu
zughu~zughu abagni-ghu
NMLZ~disagree argue-NMLZ
N N

"basically, peace, or otherwise

disagreement and arguments(, or

otherwise anything)” (jn_lotu_349)
G1: Both hands, palm oriented vertically away from
the speaker’s body, are moved downwards in the
center of the gesture space.

Example 3: Holding away gesture setting up a contrast
between propositions

Speaker JN tells the story of the first arrival of missionaries on
Savo Island and describes how a group of elderly women
communicates with two missionaries. As neither of the groups
speaks the language of the other, the elderly women and the
missionaries communicated by using their hands. After having
uttered “because of that they only used their hands to make
signs”, the speaker inserts some further information,
explaining what could have been the topic of their
conversation. While saying “basically, peace, or otherwise
disagreement and arguments, or otherwise anything, only with
the hands did they talk about it on that day”, he produces a
holding away gesture in temporal overlap with “peace”. Here,
the hands visually mark the point in time where the additional
information is added. After having uttered “peace”, speaker
IN lists some further topics of talk (disagreement, arguments).
By being executed in temporal overlap with the first item
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listed, the holding away gesture highlights the part of the
utterance inserting additional information and thus visually
foregrounds the insertion. In spoken English, for instance,
discourse markers such as furthermore, in addition or namely,
highlight that the present utterance is “adding yet one more
item to a list of conditions specified by the preceding
discourse” [2: 948]. Considering example 3, a similar function
can be attested to the holding away gesture. Here, the two
vertically oriented hands visually mark the point in time where
additional information is given to provide some further
elaboration on the possible topics discussed by the women and
the missionaries. In another example in our corpus, the gesture
is used when a speaker talks about magic and adds an aside,
specifying a particular type of magic (“vele magic, that
custom thing, vele magic they took” png WWII 3 1616).

All of the discussed examples above illustrate that the holding
away gesture is able to operate on the level of the message,
when setting up a contrast or inserting information. Yet it can
also be used as a topic-relating discourse marker when
emphasizing the speaker’s focus on the conclusion of a topic
and the subsequent topic change. By doing so, holding away
gestures relate discourse segments and do not contribute to the
propositional meaning of either segment. Rather, they operate
on the pragmatics of the spoken utterance by embodying
communicative actions and discourse structure. The holding
away gesture displays the communicative act the speaker is
engaged in and, at the same time, provides a clue to the
listener on how to treat the respective information and to
refrain from possible counter arguments. The meaning that is
expressed by the gestures is thus mainly a procedural one,
specifying how segments of an utterance are to be interpreted
relative to the each other. Following Kendon, it can be
concluded that pragmatic gestures, or in the present case,
holding away gestures “appear to serve as if they are labels for
segments or units within a discourse, thereby indicating the
part these units play within the discourse structure” [12: 264]
for the speaker and the hearer.

6. Conclusion

Based on an analysis of a particular type of pragmatic gesture
used by speakers of Savosavo, the article elaborated on the
relevance of pragmatic gestures for highlighting and
structuring  discourse. Taking up Fraser’s pragmatic
classification of discourse markers, it was shown that the
holding away gesture assumes a diverse function on different
levels of spoken discourse structure in Savosavo. The gesture
may operate on the level of the message of the utterance or it
puts topics of different utterances in relation to each other. By
doing so, holding away gestures act on the spoken utterance
and take over speech-performative function as they highlight
the communicative act the speaker is engaged in and make this
communicative action visually accessible for the hearer.
Holding away gestures with discursive function thus take over
particular communicative relevance as they not only regulate
discourse but also clarify discourse structures for speaker and
hearers by drawing attention to speech act sequences, cohesion
and thematic relations.

Taking up the analysis presented in this article, a comparison
of the functions identified for the holding away gestures in
Savosavo with other languages would be particularly
interesting for gaining further insights into the nature of the
holding away gestures, pragmatic gestures in general and their
discursive potential. Regarding performative functions of the
holding away gestures, a cross-cultural and cross-linguistic
distribution can be identified. Speakers of Savosavo use the
gestures in a very similar way as speakers of German, English,

or French, for example. Their formational features as well as
their semantic and pragmatic characteristics match those
described by other researchers (see [4, 15-17]). The
documented forms, meanings, and functions thus seem not to
be restricted to their use in Indo-European languages but
might have a rather wide cross-linguistic and cross-cultural
distribution [see 14 for more detail]. Investigating the
discursive function of the holding away gestures across a
range of different languages would provide a further puzzle
piece for language specific or possible universal functions of
pragmatic gestures. Examining the relevance of gestures for
discourse structure thus poses an interesting field of research
by which further insights into the nature of pragmatic gestures
can be gained and, furthermore, on the relevance of gestures
for establishing multimodal utterances.
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The social nature of cognitive—semiotic processes in the semantic expansion of
gestural forms
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Abstract

This paper gives a social-semiotic account of five gesture
families. It examines semantic  expansion  and
conventionalization in the form-meaning relations of gesture
families in the gestural repertoire of speakers of urban
varieties of Zulu and South Sotho. Gestural forms vary in the
extent to which they undergo semantic extension and
conventionalization. Gestures that depict concrete objects
have limited related semantic possibilities. ~Where
conventionalization of gestures occurs, this process is
motivated by the interaction of both visual cognitive image
scheme and social communicative needs. In the case of
imagistic schema, these can be expanded based on underlying
metaphorical abstract semantic cores. However, these
expansions are not only cognitively motivated. They are
culturally shaped by norms and values underlying physical
and social conventions as well as communicative expressive
needs. The paper argues for a socio-semiotic framework for
the cross-linguistic analysis of gesture families.

Index Terms: gesture family, semiotic, semantic expansion,
metaphor, conventionalization, socio-cognitive

1. Introduction

The analysis and classification of gestures has been a frequent
topic in the gesture literature [1]. Various differences have
been emphasized. For example, from a functional perspective,
pragmatic gestures that convey speech acts or mark discourse,
are distinguished from representational gestures that express
content [2]. Another important distinction has been made
between co-speech gestures and gestures that can convey
meaning independently of speech. This distinction is
connected to the notion that some gestures are spontaneous,
idiosyncratic and improvisatory while others are highly
conventionalized [3].

As the number of studies of spontaneous gesture use has
increased, these distinctions appear less clear-cut. For
example, representational gestures can function pragmatically
and pragmatic gestures can convey propositional content [4].
Although some co-speech gestures may appear to be
improvisational, the gestural forms re-occur with similar or
related meanings and functions and therefore must have
underlying cultural conventions governing their use [5], [6].
Similarly, highly conventionalized gestures such as quotable
gestures or emblems co-occur with speech and can function
like co-speech gestures [7].

A semiotic approach to the analysis of gesture provides an
alternative starting point for the analysis and classification of
gestures. It takes a gesture’s core kinesic feature(s) and
examines how various components such as form, location,
movement, and combination of body parts vary from one
context of use to another and how these features express
variations in meaning and function [8]. Accordingly, several

scholars have proposed categorizing gestural forms into
gesture families [8]. A gestural family consists of different
iterations of a common core gestural form and meaning. The
core form expresses related meanings based on its physical
variation (i.e. location or movement) and spoken verbal
context [5].

The semiotic nature of gestural forms and their meanings have
largely been explained in terms of cognitive and embodied
motivations of gestural production [9]. Speakers map abstract
ideas onto the physical domain (shape, movement and
location), and these metaphorical mappings are conceptual
metaphors grounded in our physical experience of the world.
For example, the open hand supine gesture is grounded in the
fundamental physical actions of giving and receiving. It occurs
in many cultural groups and can convey many different
meanings and functions [1], [10].

But one gestural form may not have the same metaphorical
meaning across cultures nor express the same number of
functions and meanings [11]. We can see how cognitive
metaphors are produced through the mapping of abstract
concepts onto the physical through visual cognitive schema.
These schema may sometimes be common across cultures
because of similar embodied experiences of the physical
world. If there are differences, the source of this variation may
lie in the socio-cultural aspects underlying gestural
production? Much of the semantic analysis of gesture
describes the semiotic motivation of gesture as an internal
process of the mind based in physical experience through the
body. However, sense-making is not only an internal cognitive
process, but a process that occurs in social interaction where
both thought and socio-cultural values and behaviors impact
each other.

In this paper, I analyse and compare five gesture forms and
their families from the repertoire of gestures in use among
urban Zulu and South Sotho speakers in Johannesburg. I
examine: 1) how the referent is depicted in gestural form, 2)
its analogical literal or metaphorical character, 3) the way it is
used with speech, 4) whether it has related established gestural
polysigns[8]/messages, and 5) the number of possible
meanings each gesture family conveys. I demonstrate how
socio-cultural ~metaphors contribute to the semantic
productivity and conventionality of gestural forms. I argue that
visual cognitive image schema are not only cognitively
motivated but also shaped by social and cultural
communicative needs. In the light of these findings, I explore
1) the usefulness of using the concept of gesture families to
account for the full repertoire of gestures; 2) the conventional
rather than the improvisatory nature of co-speech gesture; and
3) the relationship between recurrent gestures and emblems.
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2. Gesture families

Urban Bantu language speakers, in and around greater
Johannesburg, have a large repertoire of conventional gestural
forms. These are used both independently and with speech.
These gestures have been documented and some have been
analysed based on elicited and filmed data in spontaneous
contexts of use [12], [13], [7], [14], [15]. The analysis
presented here is a first attempt to examine these gestures
from a semiotic perspective using a gesture family framework.
The gesture families selected represent different sizes of
gesture families based on the extent of their semantic
repertoire and degree of conventionalization.

2.1. The sleep gesture

We begin with the gesture for sleep in which the palm of the
hand is held parallel towards one side of the head with the
head and hand slightly inclined to the side. In some instances,
only the head is tilted to the side and the hand is not used. The
form is visually analogous to the position of the head resting
on something when sleeping. In this sense, it is metonymic in
that it represents one aspect of the act of sleeping (See Figure

1.

Figure 1: The sleep gesture.

The sleep gesture occurs in every day talk with its spoken
equivalent or synonyms thereof. A commonly observed use is
for someone to ask where a person is and for the interlocutor
to answer in South Sotho, O robetse ‘He’s sleeping’ with a tilt
of the head to the side on the word sleeping. When used
without speech, it either gives information that someone is
sleeping or asks if someone is sleeping. Its performative
function as a statement/comment or question can be deduced
from context. For example, a person walks down the road with
his friend and points to someone sleeping on the sidewalk and
does the sleeping gesture.

The gesture has no variation in form other than the optional
use of the hand. The use or non-use of the hand does not
change the meaning, and there are no additional meanings that
the gesture conveys. It makes literal reference to the action of
sleeping and does not have any additional meanings or
functions. The sleep gesture can be considered to be a gesture
family with only one member.

2.2. The money gesture

If a gesture represents an object or action that plays a
prominent social role in every day life, we often find that
speakers use the gesture with related spoken concepts. An

example in this community is the gesture for money in which
upturned tips of thumb and first two fingers are held and
sometimes rubbed together (see Figure 2). The gesture is
visually analogous to holding or showing money.

rd

Figure 2: The money gesture.

Speakers use this gesture in similar ways to the sleep gesture.
Independently of speech, it can convey a request, an offer or
express a comment about a person’s financial state, but this
interpretation depends on context. With speech, speakers may
use it while describing a person who is rich, to comment on
how much money a person might have, to express that
something costs a lot of money or they spent a lot of money,
to ask how much a person has or how much they owe and to
request money [see [7] for examples].

Unlike the sleep gesture, it can occur with many spoken
synonyms and related concepts to do with money. It appears
that the money gesture co-occurs with a wider range of
meanings in conjunction with speech because of its
significance in every day life. However, it there is no distinct
variation in form that equates to a different meaning. For
example repeatedly rubbing forefinger and thumb together
does not necessarily mean ‘very rich.” It could convey the
intensity of a request for money. There is no physical
distinction that makes an established difference in meaning.

2.3. The talk gesture

While gestures for objects and actions like sleep and money
have a limited semantic range and set of communicative acts
that depend on context for their interpretation, some gestural
families have an established related gesture - similar in form,
but with stabilized inflections usually in the movement of the
stroke and/or the orientation or positioning of the hand - that is
an established message. One example is the gesture for talk, in
which thumb and extended abducted fingers make an opening
and closing motion in front of the mouth. The gestural form is
visually metonymic depicting the movement of the mouth. See
Figure 3.
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Figure 3: The talk gesture.

Similar to the money gesture, the talk gesture can occur with
related spoken topics. It can also convey different messages
without speech but these depend on the context such as ‘Let’s
talk,” ‘They’re gossiping,” ‘Talk quietly’ and ‘Talk louder.’ In
the latter two cases, the opening between the thumb and finger
may, but not always, be smaller or wider. However, the
gesture conveys an established message when speakers
increase the amplitude between the fingers and thumb to the
maximum as they open and close them, to express the
established spoken gloss, O na wede wede ‘You talk too
much.’

Like the money gesture, it appears to accompany a range of
spoken meanings all connected to the notion of ‘talk’ because
of the significance of ‘talk’ and related activities in every day
life. At the same time, a particular variation in form has
become an established comment/insult. The ‘talk too much’
gesture can be understood in terms of Calbris’ [8] concept of
the polysign with two components, the movement of the
thumb and fingers in front of the mouth and the widening of
the movement that combine to form an established sign
associated with a specific spoken phrase. Here we have a
gesture family with at least two established related forms and
perhaps two slightly less well-established variations in talk
quietly and talk louder.

2.4. The child gesture

Another gesture that has a related established polysign is the
gesture for child in which the fingers and thumb of an
upturned hand touch at the tips in a finger bunch (see Figure
4).

Figure 4: The child gesture.

Speakers usually gloss the form as child and commonly use it
with speech to indicate a child’s age by holding it out to the
side to indicate the child’s height from the ground without
expressing this information in speech. Speakers also use it
when talking about a sibling to indicate whether the brother is
older or younger. The gesturer positions the hand (held out to
the side) in relation to the self either below head height to
indicate a younger brother or sister or above head height for an
older sibling again without expressing this information in
speech. However, it has a related quotable form. When held
out in front of the speaker at stomach level and moved
sideways back and forth it is an established and recognizable
insult meaning You re a small boy in other words, you are as
ineffectual or useless as a small boy.

The finger bunch no longer analogically depicts the referent
directly. One can surmise that the finger bunch could be
depicting something small, and therefore we can say the form
is metonymic and abstract representing a key characteristic of
a childhood. At the same time it is metaphorical in that
childhood is being depicted in terms of size. Alternatively, it
could be suggesting the ‘essence’ or ‘core’ of humanity, or out
of childhood comes adulthood. This interpretation could be
plausible especially in the light of the taboo on using a flat
hand parallel to the ground to depict a person’s height. A flat
hand can only be used to show the size of an animal and it is
taboo to use it to show a person’s size.

It has a related established gestural form and meaning that
involves three combined physical components, the bunched
fingers upward, in front of the stomach, with lateral transverse
movements. These components make up an established
polysign involving two analogical links, a form shape sign for
smallness and a movement sign. Transverse movements have
been noted in the Open Hand Supine gesture in this context
when two hands are held with palms up and moved laterally
across one another to show something is lacking, there is
nothing to hold or receive.

The same gestural form, prominent among Italian speakers,
has a different set of meanings and functions based on how it
is metaphorically understood in that speech community. While
there may be some semantic similarity in the physical form
depicting the ‘extraction of the core or essence’ or essential
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core equals small versus child equals small, its semantic
application is quite different. Among Italians, its underlying
form-meaning relation allows it to have multiple pragmatic
functions in relation to speech [1]. Among Bantu language
speakers, it represents a concrete object. The possibility of
‘personhood’ is there, but the gesture does not co-occur with
many concepts related to that notion. Neither does the gesture
occur with concepts related to ‘essence’ or ‘smallness.’ Its
core form-meaning relation is with ‘child.’

2.5. The clever gesture

The last gesture family to be presented here is the gesture for
clever ‘streetwise.” Its core form involves pointing the
extended index and fourth finger towards the eyes of the
speaker (See Figure 5). Its core meaning relates to ‘seeing.’
Analogically it metonymically depicts ‘seeing’ by pointing to
the eyes. However, the ‘seeing’ is metaphorical as Cienki [16]
points out suggesting that with the clever gesture ‘seeing’
metaphorically equals ‘knowing.” In this cultural context, the
particular notion of ‘seeing’ is related to being open to the
new, forward looking, progressive and urban. The clever
gesture can be understood in contrast to the gesture for ‘a
stupid’ in which the flat palm is drawn diagonally across the
face to show ‘not seeing,’ sight being cut off or a person with
a closed mentality. The common spoken word with this
gesture is bari ‘a stupid/backward/rural person (country
bumpkin)’. It comes from the old Afrikaans word baar
meaning ‘raw native.” The clever gesture is culturally
metaphorical in that it connotes ‘seeing’ in terms of ‘knowing’
in the urban environment. It describes a person who is alert,
streetwise, urban and progressive/modern encapsulated in the
term clever that does not mean intelligent in the local spoken
varieties but ‘streetsmart and city slick.’

Figure 5: The clever gesture.

This gesture can be used in conjunction with speech with its
spoken equivalent and synonyms thereof as well as with other
related words and phrases that describe the characteristics of
what  constitutes ‘a clever’ or metaphorically a
‘seeing/knowing person’ such as being witty, entertaining,
verbally skillful, sophisticated, urban and able to be ahead of

everyone else as well as thwarting the system.

This gestural form also expresses a range of established
meanings independently of speech that are all related to the

concept of ‘seeing/perceiving.” The basic form is combined
with other physical components to make different established
polysigns. When directed towards the eyes, the gesture
expresses ‘look/see.” If the eyes are open wide, then the
gesture is a warning to “Watch out.” When there is a
movement of the hand with first and fourth fingers extended
diagonally up and down across the face, it expresses that
someone is clever ‘streetwise and city slick.” If this movement
is combined with wide-open eyes and/or vigorous movements
of large amplitude of the hand, then the person is extremely
streetwise. However, if the gesture is done with minimal
amplitude of the stroke and eyes are wide open, the gesture
means the person is a crook. If the extended index and fourth
finger are held towards the interlocutor or up in the air it
expresses the meaning ‘I see you’ which is a common
greeting. If the index and fourth finger are held close against
the body in a particular direction, the meaning is a warning
that someone in a certain location (opposite to where the two
fingers are pointing — in other words the direction that the
person is looking) is watching the person to who you are
making the gesture.

In this case, we see that the although there is a literal use of
the gesture as in ‘see,” its metaphorical nature and the cultural
meaning of the metaphor underlie the gesture’s polysemy
allowing it to generate many different but related meanings
that have become established polysigns and emblems.

3. Discussion

Gestural forms that have a limited semantic range, in other
words, they express a single meaning, are often literal
metonymic depictions of every day objects and actions. These
gestures are visually analogous to their concrete referents.
Where objects or actions play a greater social role, their
gestural representations often occur with semantically related
spoken words and phrases. Thus the gesture may express
different but related meanings determined either by speech or
context, but not from the form (or a well-formed physical
distinction) of the gesture. Where a particular phrase or
message such as a common state or an insult becomes socially
established by frequent use and consequently contiguity of
spoken phrase and distinct well-formed gestural components,
an established gestural message or emblem results. Where the
gestural form becomes metaphorical, it can generate a number
of related or polysemous meanings. If the metaphor is
grounded in socio-cultural and historical concerns, it can
generate more meanings in which the components of the
gesture become contiguous and established signs result. The
extent to which the analogic components become contiguous
and result in an established form-meaning relation depends on
the extent to which they are needed and used among a group
of speakers. What appears to extend and conventionalize a
gesture family is the combination of both potential conceptual
and sociocultural metaphor.

In previous work on gesture families (for example [1], [4],
[10]), the semantic theme of the gesture family is abstract.
Here I argue that there is a concrete literal meaning to the core
form of all gesture families that then becomes abstracted
through metaphorical processes. The extent to which a form
generates variation and abstraction depends on the conceptual
potential of the gestural form and social communicative needs.
In other speech communities, a gesture for ‘look/see’ may not
transform into the metaphor of knowing and the abstract
notion of ‘streetwise knowledge’ for example. Speakers could
have extended the sleep gesture to mean dull and boring.
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Instead the stupid gesture is used with metaphorical phrases
such as bekalele ‘sleeping [dull and boring]’ to talk about a
person who lacks the communicative skills to be entertaining
and therefore a clever ‘streetwise.’

4. Conclusions

Some gesture forms have more iterations than others. A
gesture family can consist of a single gestural
expression/meaning. Gestural families vary in their semantic
possibilities based on the analogic and metaphorical nature of
their gestural forms and their social significance. Within a
gesture family, some iterations are less well established than
others. In other words, they do not conform to well-
formedness [11]. Sometimes a particular iteration of a gesture
comes to have an established meaning or expression based on
communicative needs and frequency of use. Metaphoric
processes provide the mechanism by which gestures have the
possibility of expanding semantically but these expansions are
shaped by sociocultural concerns that determine semantic
productivity and emblematic establishment. While the idea
that metaphor is a primarily a cognitive phenomenon and
thought is grounded in embodied experience, socio-cultural
notions and communicative requirements shape how visually
embodied concepts are mapped onto the physical gestural
domain.

Using the concept of ‘gesture family’ allows a coherent
account of a speech community’s gestural repertoire and also
allows for more systematic and empirically grounded cross-
linguistic comparisons. There appears to be continuum of both
semantic and functional expansion and conventionalization
within each gesture family so that the same core form can on
some occasions be pragmatic and on others representational,
on some occasions less context dependent and others quite
well established. Some of these iterations may involve
changes and combinations in the physical shape, location and
movement of the core gestural form.

Finally, in analyzing the core form of a gesture as part of a
gesture family, the term recurrent gesture has been introduced
to describe the discovery that many co-speech gestures have
features such as location and movement that demonstrate an
underlying cognitive and cultural conventionality [4], [5], [6].
With the ability to capture co-speech gestures on video and
build up a database of the in situ uses of particular gestural
forms, we see that co-speech gesturing is less idiosyncratic
and improvisatory that first thought. Recurrent co-speech
gestures share similar functional and structural characteristics
to emblems/quotable gestures. Perhaps an emblem can be
considered as one step further along the continuum towards
iconization within a gesture family based on social
circumstances that involve either practical or abstract
ideological concerns.
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Abstract

Anecdotal evidence suggests that both pitch range and
gestures contribute to the perception of speakers’ liveliness in
speech. However, the relation between speakers’ pitch range
and gestures has received little attention. It is possible that
variations in pitch range might be accompanied by variations
in gestures, and vice versa. In second language speech, the
relation between pitch range and gestures might also be
affected by speakers’ difficulty in speaking the L2. In this
pilot study we compare global pitch range and gesture rate in
the speech of 3 native Italian speakers, telling the same story
once in Italian and twice in English as part of an in-class oral
presentation task. The hypothesis tested is that contextual
factors, such as speakers’ nervousness with the task, cause
speakers to use narrow pitch range and limited gestures; a
greater ease with the task, due to its repetition, cause speakers
to use a wider pitch range and more gestures. This
experimental hypothesis is partially confirmed by the results
of this study.

Index Terms: pitch range variation, gesture rate, story
telling, English L2, Italian L1

1. Introduction

One of the goals of public speaking classes is to teach students
to use a ‘lively’ voice when delivering a speech. This means
that students should speak with a voice that varies in
intonation, rthythm and volume. This is because by varying
intonation, rhythm and volume speakers can emphasize
important points of their discourse and deemphasize others,
and thus help listeners follow the information flow. In other
words, variation in speech helps listeners maintain their focus
on the speaker’s message and not wander away [1, 2].

In addition to voice, public speaking classes emphasize the
importance of body language in discourse: students are told to
maintain an open body position and to use gaze and gestures
to highlight parts of speech. This contributes to maintaining
the listeners’ attention by providing them with a visual
channel, in addition to the audio channel, that helps them
follow the information flow.

For second-language learners, speaking in public involves
planning thoughts, discourse structure and words, together
with intonation and gestures, in a language that is not their
own. This results in a very heavy cognitive load that may
impair one or all levels of output: linguistic, prosodic, and
gestural. As a result, second-language learners’ delivery of
speeches in public may appear incongruent or tedious, with an
effect on the successful outcome of their presentations.
However, in L2 as in L1, performance can be improved
through preparation and rehearsal, which can contribute to
reducing the contextual factors, such as nervousness, that
affect speakers’ congruence and delivery.

The worldwide success of public speaking classes shows
that students can —in fact— learn to modify their voice and
body language habits in discourse, and give oral presentations
that are effective in holding the audience’ attention.

However, though the dynamics of successful speaking
attract the interest of many, there is a lack of scientific
research focusing on the quantitative measurements of
performance.

This paper reports on a preliminary study aimed at
investigating how contextual effects, such as nervousness for a
speech delivery, may affect speakers’ use of pitch range and
gestures. This is done by presenting an investigation of the
global pitch range and gestural characteristics of 3 Italian
speakers of English engaged in a story-telling task in Italian
and English.

2. Pitch range, gestures and common
ground

It is known that in most languages meaning and emphasis are
created by means of variations of the fundamental frequency
(or Fy) of the human voice. The range over which these
variations may occur is called pitch (or Fy) range. Typically, a
voice that is heavily inflected, that is, has a wide pitch range,
will sound animated; a voice that has a narrow pitch range will
sound monotone. Thus, pitch range has been used as a
measure of speaker’s perceived liveliness [1, 2, 3] —though the
use and interpretation of pitch range may vary depending on
language [3, 4, 5] and sociocultural/ sociophonetic factors [6].

It has been suggested that L2 speech may be characterised
by limited pitch variation and a narrower pitch range than L1
speech [1, 2, 3, 4, 8, 9, 10, 11]. It is possible, in fact, that
prosodic information is processed differently by native and
non-native speakers because of their different levels of
competence in the L1/L2. For example, as suggested by [7],
non-native speakers may rely more on segmental, as opposed
to prosodic, information to get their meanings across, given
the fact that they lack the amount of extra-linguistic
knowledge that native speakers can rely on when
communicating. Differences in pitch range in L1 and L2 may
also be more conspicuous in particular speaking styles, such as
formal presentations [1, 2, 12], during which non-native
speakers may be particularly focussed on getting their
meanings across, at the expense of prosody.

A framework for measuring global pitch range cross-
linguistically was first established by Ladd [13], then
elaborated by Patterson [14], and finally by Mennen et al. [3;
4]. Within this framework, a number of measures are used to
quantify differences in pitch level (i.e., the speaker’s overall
pitch height or register) and pitch span (i.e., the speaker’s
range of frequencies in a speech sample). These include Fy
max, min, mean and median, as well as linguistic measures,
linked to specific linguistically-defined landmarks in the FO
contour.

A different measure of pitch range was used by Hincks [1,
2] to compare speakers’ liveliness over long stretches of
speech. Hincks looked at the normalized standard deviation of
Fy, and found that a value of pitch variation, which she called
pitch variation quotient (PVQ), strongly correlates with
perceived speakers’ liveliness, though only weakly with
speakers’ proficiency level. Pitch variation appeared to be a
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stronger perceptual cue to liveliness in male speech than in
female speech. She concluded that pitch variation may not be
the only measure of speakers’ liveliness (rhythm and intensity
being also measures of liveliness), but it is certainly an
important one.

Research has shown that speech and gestures are
interconnected [e.g., 15, 16]. According to McNeil [17, 18],
speech and gestures are synchronous at the semantic level, as
they are co-expressive of the same underlying meaning; at the
pragmatic level, as they co-occur to express the same
pragmatic function; and at the phonological level, as gestures
are temporally coordinated with the phonology of the
utterances.

A number of studies have examined the relationship of
prosody and gestures, focussing in particular on the
investigation of the temporal alignment of gestures with
prosodic prominence [e.g., 19, 20, 21, 22, 23]. Evidence has
been found that gestures are coordinated with prosodic stress,
but there is little consensus as to how exactly gestures are
aligned with prominent parts of speech [e.g., 24, 25, 26, 27,
28, 29]. Beat gestures might have a stronger influence on
speech production than representational gestures [30]. It is
possible that some gestures have an effect on the perception of
speech prominence. For example, the realization of a visual
beat in association with a prosodically prominent word has an
effect on the acoustic realization of the word, and causes that
word to be perceived as more prominent than the neighboring
words [30].

While research has focussed on the synchronization of
gestures with prosodic prominence, the relationship between
speakers’ global pitch range and gestures has received little
attention. Anecdotal evidence suggests that there might be a
relation between the amount of pitch variation in speakers’
speech and the extent to which speakers gesture when they
speak. In fact, it is highly likely that speakers convey
paralinguistic meanings through their voices as well as
through their gestures.

Co-speech gestures seem to fulfill a number of functions,
and may in fact be multifunctional [reviewed in 31, 32, 33].
Gestures have been shown to facilitate speakers’ cognitive
processes during speech production; for example, they seem to
help speakers conceptualize, retrieve lexical items, manage
cognitive loads, organize information into syntactic
constituents. Gestures also seem to be planned and produced
with the addressee’s needs in mind, and so play a role in
communication. For example, speakers produce more and
larger gestures when they see their interlocutor(s), than when
they do not (e.g., when they are talking over the phone) [34].
Speakers’ gestures are also affected by common ground, that
is the amount of knowledge that is shared between the
participants in a spoken interaction. It has been shown that
assuming common ground causes speakers to use less words
in their narratives than when no common ground can be
assumed (because in the first case speakers can rely on their
interlocutors to understand implicit references); on the other
hand, common ground produces an increase in the use and
extent of gestures during speech, possibly to enhance
communication with the interlocutors [31, 32, 33]. Finally,
gestures may be constrained also by contextual factors,
accounting for individual differences, speakers’ emotional
involvement, etc. These, however, are still largely unexplored.

In L2 communication, L1 gestures appear to have an effect
on L2 gestures at all stages of language development. In fact,
L2 acquisition is characterized by processes of transfer and
interference of gestures from the L1 to the L1 that should be
studied, together with verbal language, as part of the
interlanguage [35, 36, 37, 38, 39, 40, 41].

Some studies suggest that bilingual speakers might gesture
more than monolingual speakers because gesturing helps them
formulate their spoken message and is a way to compensate
for the reduced proficiency in their L2 [42]. In addition,
speakers with low levels of competence might use more L1-
specific gestures than speakers with higher levels of
competence [40]. L2 speakers’ greater use of gestures than L1
speakers might be explained on cognitive grounds, that is, due
to the cognitive complexity that speaking a foreign language
requires [43].

However, studies do not support unambiguously the idea
that bilinguals use more gestures than monolinguals. Other
factors besides reduced proficiency in the L2 may account for
the differences between the use of gestures in L1 and L2.
Communication and contextual factors might affect gesture
use in L2 speakers as they do in L1 speakers. For example,
common ground might have an effect on L2 speakers’ gestures
and lead to increased gesturing that is unrelated to L2
speakers’ proficiency level [31, 32, 33]. Contextual factors
such as task expressiveness, nervousness, as well individual
factors might also affect L2 speakers’ gestures. Nicoladis et al.
[44] examined the relationship between gesture use, L2
proficiency level and task complexity in a story recall task.
They found only weak evidence supporting the idea that
increased task complexity leads to increased gesture use, and
suggest that gesture use might also be related to expressivity,
as well to the speaker’s gender.

What happens when L2 speakers speak in front of an
audience? A number of factors may determine how L2
speakers’ use their voice and gestures in a public presentation.
Public speaking training classes insist that speakers can
improve their non-verbal communication skills by learning the
basics and rehearsing before they give their speech in public.
It is assumed that rehearsal may help the speaker lessen the
tension, sound and look less stiff, more natural during the
presentation, and be more pleasant for the listener to hear. For
L2 speakers, reducing the tension may significantly impact on
the verbal and non-verbal production in L2, and bring about an
improvement in both.

There is little scientific research to support the beliefs and
assumptions of public-speaking training classes. To fill this
gap, this paper reports a preliminary study of students’ non-
verbal behavior in a presentation in front of a class. The study
is part of an investigation aimed at understanding speakers’
use of voice and body language in public speaking as well as
how non-verbal communication can be enhanced though
formal instruction. The study examines the pitch range and
gestural characteristics of 3 Italian speakers of English
engaged in a story-telling task in Italian and English. The
hypothesis tested is that contextual factors such as
nervousness or performance anxiety will cause speakers to use
narrow pitch range and reduced gesturing; greater ease with
the task (because of rehearsal and/or greater familiarity with
the task) will cause speakers to use wider pitch range and
more gesturing.

3. Experiment

To test the experimental hypothesis, this study compares the
pitch variation quotient (PVQ) [2] and the overall number of
gestures of three Italian speakers telling the same story, once
in Italian and twice in English, as part of an in-class oral
presentation task.

3.1. Subjects, Method and Materials

The subjects were part of a larger group of (10) subjects
who took part in the experiment. They were all English L2
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learners, participating in a public-speaking class, master-
degree level, taught by the first author. All subjects were
female, mean age 22.75, speakers of Italian L1 and students at
the University of Padova, with a competence of English at the
B1 level of the CEFR. The data of the remaining 7 subjects are
under analysis.

The speakers had to tell the class a fable, Aesop’s “The
Fox and The Crow”, that they had previously read at home.
The speakers told the story a first time in Italian, and right
afterwards in English. They then repeated the story in English
a second time a week later. Thus, the first time the speakers
told the fable in Italian and English they had little time to
prepare for the task; the second time they had much more time
to prepare the story at home before repeating it in class. The
speakers were video-recorded by the teacher. Each recording
lasted about 90-120 seconds.

The three data sets will be referred to as Italian (=Italian
L1); English 1 (=English, repetition at time 1) and English 2
(=English, repetition at time 2).

Out of the whole material, the authors selected 10
utterances that were used by all the subjects telling the fable.
In these utterances the concepts expressed were the same,
though the words and type of sentences used by the speakers
were different. The purpose of selecting only the utterances
that were used by all speakers was to compare, for any given
utterance, the possible co-occurrence of one or more gesture.
The selected utterances are reported in Table 1.

z

Utterance

Once upon a time

It was flying around

On the shelf of a window

It flew down

It picked up the cheese

It went to the top of the tree
The crow opened its beak
The cheese fell to the ground
The fox caught it

It ran away

NS S N AW N~

S

Table 1: List of utterances selected for the analysis.

3.2. Data Analysis

The audio signal was extracted from the videos using the AVC
software (available at http://www.any-video-converter.com/).
The audio signal was imported in Praat (www.praat.org), and
pitch was measured setting the pitch floor to 75 Hz, and the
ceiling to 500 Hz (since all the speakers were female). The
boundaries of the selected utterances in the audio files were
marked on a text grid. To calculate the PVQ, following a
procedure indicated in [2], the pitch listings were extracted
from each audio file, the outliers were removed, mean and
standard deviation were calculated, and the data were
normalized dividing the standard deviation of F( by the mean.
This procedure was carried out on both the whole audio files
and the selected utterances. The statistical significance of the
results was tested with one-way ANOVAs with task as a
factor, and post-hoc Tukey HSD tests.

The audio signal was then imported in Elan
(https://tla.mpi.nl/tools/tla-tools/elan/). An analysis was
carried out to annotate each gesture co-occurring with the
selected utterances in the three data sets (Italian, English 1 and
English 2). At this preliminary stage of analysis, the aim was
only to get a total count of the gestures, per speaker and data
set, so as to verify if there exists any relation between the
variation in the speakers’ PVQ and their overall gestures.

Because of this, for this analysis, we grouped together all
iconic and non-iconic gestures. An analysis of the speakers’
gestures classified by type will be carried out in the next phase
of the study.

Gesture rate was calculated for each data set following a
procedure used in Nicoladis et al. [44]. Gesture rate is a
measure of the percentage of word tokens accompanied by
gestures, and is calculated by dividing the number of gestures
by the total number of words multiplied by a hundred. The use
of this measure controls for individual differences in speech.

To calculate the gesture rate for this analysis we counted
all the words used in the selected utterances for each speaker.
Speakers’ disfluencies, repetitions and corrections were
computed as part of the total number of words. However, they
were also counted separately, as they may reflect grammatical
or lexical difficulties that speakers may tend to compensate
with their gestures.

4. Results

4.1. Pitch Variation

Tables 2 and 3 show the PVQ data for the three speakers, as
calculated, respectively, for the whole story and the selected
utterances.

Table 2 shows that all speakers vary their pitch more in
the English 2 task than in English 1 or Italian. Interestingly,
for all speakers the PVQ of Italian is comparable to the PVQ
of English 1, showing that, at time 1, the speakers did not use
a very varied pitch in English or Italian. This difference is
greater for speaker C than for A or B.

At the ANOVA test, the difference in pitch values in the
three tasks was highly significant for all speakers: for speaker
A: F(2, 21421) = 337.06, p <.0001 —though the difference
between PVQ in Italian and English 1 was not significant at a
Tukey HSD test; for speaker B: F(2, 17022) = 936.12, p
<.0001; for speaker C: F(2, 24426) = 1724.9, p <.0001.

PVQ- Italian English 1 | English 2
story
Speaker A 0.17 0.18 0.21
Speaker B 0.22 0.23 0.24
Speaker C 0.20 0.20 0.26

Table 2: Pitch variation quotient for the three speakers in
the entire story in Italian, English 1 (repetition at time 1)
and English 2 (repetition at time 2).

utfe\r]a?lc-es Italian English 1 | English 2
Speaker A 0.18 0.20 0.18
Speaker B 0.22 0.22 0.24
Speaker C 0.23 0.19 0.25

Table 3: Pitch variation quotient for the three speakers in
the selected utterances in Italian, English 1 (repetition at
time 1) and English 2 (repetition at time 2).

Table 3 shows the PVQ data for the utterances only. Speaker
A appears to vary her mean pitch more in English 1 than in the
other two data sets, but the difference in PVQ in the three data
sets is not significant at the ANOVA test. Speaker B varies her
mean pitch more in English 2 than in Italian and English 1
[F(2,22) = 11.73, p = 0.000341], with a difference between
Italian and English 1 that was not significant at the post-hoc
Tukey test. Speaker C has higher mean pitch values in Italian
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and English 2 than in English 1, but the difference between the
three data sets is not significant at the ANOVA test.

4.2. Gesture rate

Figure 1-3 show the gesture rate and percentages of
disfluencies, repetitions and corrections for the three speakers
in Italian, English 1 and English 2, respectively.

The data show that for two speakers gesture rate increases
from Italian to English 1 to English 2; for the third speaker
gesture rate is highest in Italian, and then slightly higher in
English 2 than in English 1. Disfluencies and corrections are
most frequent in English 1, but they occur, for two of the
speakers, also in English 2; two speakers show some
disfluencies and corrections also in Italian.
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Figures 1-3. Gesture Rate, Disfluencies, Repetitions and
Corrections in Italian (top), English 1 (center), and English 2
(bottom).

To test the correlation of the present data with the data on the
pitch variation we ran Spearman correlation tests, but they did
not yield positive correlations, probably because of the limited
data provided. However, the data show some trends. Overall,

speaker C and A gesture more than speaker B. Speaker C has
the highest gesture rate and PVQ in Italian; her gesture rate
decreases in English 1 to rise slightly in English 2; her PVQ
also decreases in English 1 to rise considerably in English 2.
This speaker also has the highest percentage of disfluencies
and corrections in the data sets. Speakers A and B show a
considerable increase in gesture rate from Italian to English 2.
For speaker A, this increase in gesturing cannot be clearly
linked to her (non significant) variations in PVQ in the three
tasks; however, this speaker shows a high percentage of
difluencies, especially in English 1, which might be related to
the increase in gesture rate and requires further investigation.
Speaker B has the lowest gesture rate in Italian; this rate
increases in English 1 and English 2; in English 2 she has
shows an increase in PVQ.

5. Discussion and Conclusion

This study is a preliminary investigation of the relationship
between speakers’ global pitch range and gestures, based on
the assumption that their combined effect might contribute to
the perception of speakers’ liveliness in speech. The data from
this study allow us to draw only tentative conclusions, which
await confirmation in future studies.

Global pitch range and gesture rate were compared in the
speech of 3 native Italian speakers. The speakers told the same
story in Italian and in English and then, a week later, in
English again. The presentations were part of the students’
activities in a public-speaking class.

The analysis shows that when the speakers repeated the
story in English the second time their pitch was more varied
than when they told the story in Italian and/or English the first
time. This is interesting since speakers are expected to show a
wider variation in pitch in their native language and not in the
L2 —as reviewed in § 1, L2 speech tends to be characterised by
limited pitch variation and a narrower pitch range than L1
speech. It is possible that the speakers used a wider pitch
range in the second repetition in English due to stylistic and
contextual factors. That is, they had more time to prepare, put
a greater effort in performing well, had less tension in
accomplishing the task, etc. It can be hypothesized that
knowing the task, being able to prepare and rehearse for it
creates the conditions for sounding more lively in speech.
However, we realize that to really evaluate the impact of
rehearsal on global pitch range, the experimental design needs
to include also a second repetition of the story in Italian. This
would allow us to compare the students’ performances in the
second repetition in Italian and English, and see how pitch
range changes with respect to the first repetition in both
languages. This will be done in future work.

The gesture data show, as expected, individual differences
in the use of gestures. The three speakers show quite different
gesture rates in Italian. Also, for speakers A and B gesture rate
is lowest in Italian, increases in the first repetition in English,
and is highest in the second repetition. For speaker C gesture
rate is highest in Italian, it is lowest in the first repetition in
English, and rises again in the second repetition in English.
Speakers A and B’s increased gesture rate in the first
repetition in English can be explained on both cognitive and
communicative grounds [31, 32, 33]. The speakers may
gesture more in English than in Italian because gestures help
them tell the story in English L2, which is a complex cognitive
activity. At the same time, the speakers may gesture more in
English than in Italian because they are adapting their gestures
to addressees with whom they share common ground: the
speakers are telling the story in front of the class, and the class
has heard the story before. Speaker C’s lowest gesture rate for
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the first repetition in English cannot be attributed simply to
cognitive or communicative factors —which would both lead to
increased gesturing. Contextual or individual factors, such as
the speaker’s tension for the task, might have affected her
gestures.

Finally, the data show that, in general, speakers’ wider
pitch co-occur with higher gesture rate, providing preliminary
support to our hypothesis.

This study has some obvious limitations, which will be
corrected in its continuation. One relevant aspect that this
study does not tackle concerns the nature of the gestures
produced by the speakers. Future work might show that, for
example, L2 speakers produce more deictic gestures in L2
than in L1, as has been shown in much previous research [e.g.
45]. The use of iconic gestures in this task is also worth
investigating. Classifying the types of gestures produced by
the speakers is indeed important for drawing conclusions in
this type of study.

The investigation will be expanded with the addition of
more subjects as well as the analysis of other acoustic
parameters that might contribute to the perception of speakers’
liveliness. Also, the subjects will be tested a second time also
in Italian to obtain data that are comparable with second
repetition in English.

In spite of its limitations, we believe that this study shows
that investigating the relation between global pitch range and
gestures in first and second language speech is worth
pursuing.
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Abstract

In Alzheimer’s disease (AD), studies on language production
do not treat aspects of speech and hand gestures in a
concomitant way. However, many studies describe either
apraxia of speech, or orofacial apraxia, or upper limb apraxia,
or aphasia. This paper reports an original protocol exploiting
speech, singing and hand gestures to evaluate the correlation
between upper limb and speech apraxia in spoken and sung
modalities in 4 AD patients paired with 4 control participants.
We did not evidence any speech apraxia in our AD patient
population, unlike upper limb apraxia. However significant
differences were observed on productions of hand gestures and
speech between the patients and the control participants.
Regarding patients, the movement, configuration and
orientation of hand gestures were slightly altered. The hand
gestures alteration seemed to depend on their value but not on
the spoken vs. sung modality. The simultaneous repetition of
connected hand gestures affected also both vocal and speech
productions. More specifically, hand gestures seemed to impact
the production of speech. The modality (spoken vs. sung) also
seemed to influence speech productions at different degrees:
patients made more errors in singing, and the more with
connected hand gestures showing a double task effect.

Index Terms: Alzheimer’s disease, gesture, speech apraxia,
upper limb apraxia, voice quality, singing, speech

1. Introduction

According to the World Health Organization (WHO),
Alzheimer’s disease (AD) is the most frequent cause of
neurocognitive disorder [21]. This neurodegenerative disease
includes symptoms, such as amnesia, agnosia, attention
disorders, apraxia, aphasia and dysphonia [17, 21, 22, 23, 26],
which impact communication. This paper focuses on aphasia
and apraxia in AD. Aphasia consists in the impairment of
perception and production of language. It has been the main
focus of most studies on communication disorders in AD as
aphasia is easier to spot than apraxia [1, 26]. Apraxia is an
impairment in the ability to program motor execution, like
articulatory or upper limb movements [17, 22]. Speech and
orofacial apraxia are part of articulatory movements
impairment. Speech apraxia is a programming disorder of
articulatory gestures used to produce phonemes [17]. While
orofacial apraxia is a type of ideomotor apraxia in which the
impairment concerns voluntary non-verbal movements of the
face, lips and tongue [18]. Both speech and orofacial apraxia
are often described in the semiology of AD [17]. Yet the study
of apraxia has often been neglected [17, 22]. As for upper limb
apraxia, it is defined as an impairment of non-verbal

movements of the upper limbs, and notably hand gestures [22].
Thus, studies on bimodal language production of people with
AD (such as [2], [21] and [23]) underlined speech and upper
limb apraxia, but not in a concomitant way. However, the
multimodal nature of communication has been widely reported
(e.g. [6], [8] and [25]). An argument in favor of ontogenetic
links between hand gestures and speech is the fact that around
12 months old babies begin to use pointing, which announces
the emerging of first words, and then of syntax [6]. Later,
between 2 and 5 years, children produce iconic gestures
together with speech [13]. Recent studies [16] show ontogenetic
links between music and language, which could explain the
impact of music, and notably singing, on people with AD, in
particular on attention, communication and motor disorders
([5], [10]). In this context, comparing communicative
productions in spoken and sung modalities could help better
understand the underlying effects of music on communicative
productions of people with AD.

The aim of this study is to investigate communication
impairments of persons with AD. Here, supported by the results
obtained from a previous case study ([3], [4]), we assumed that
the communication impairments would include a concomitant
upper limb and speech apraxia, and a deterioration of hand
gestures quality and of speech to a degree depending on the
modality. We also hypothesized that deictic gestures would be
better preserved than iconic ones. As deictic gestures develop
first in speech ontogeny ([8], [9]), they could be better anchored
than iconic ones. In view of these elements, the developed
protocol is presented below.

2. Methodology

2.1. Experimental design

An original experimental protocol, approved by Grenoble
CERNI ethic committee (Comité d’Ethique pour les
Recherches Non Interventionnelles, 24/09/2013), was designed
to study aphasia, speech and upper limb apraxia in a repetition
task. This protocol was first tested and improved through a pilot
study ([3], [4]).

Participants were asked to repeat 8 nursery rhymes composed
of 6 sentences of 8 syllables each. Nursery rhymes were divided
into spoken and sung modalities equally. In each kind of
modality, two nursery rhymes were completed with four iconic
and two deictic gestures each. The experimental protocol was
completed with several clinical tests in order to evaluate speech
and orofacial apraxia (which may impact speech), and upper
limb apraxia (which may impact upper limb gestures, such as
hand gestures).

Speech apraxia was evaluated by means of the MT86 clinical
protocol [11], which consists in repeating words, pseudowords
and sentences presented by the experimenter to the participants.
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The MBLF (Motricity Bucco-Linguo-Facial) software was
adapted to test the orofacial motricity [7]. Orofacial praxis,
which may have an impact on speech production, was tested,
namely of lips, tongue, cheeks and mandible. Instructions were
given orally to the participants, then the articulatory gestures
were presented. Upper limb apraxia was evaluated by the
Mahieux’s battery [18]. This battery includes three subtests
consisting of the production of symbolic and mimetic gestures
on verbal instructions by the experimenter, and abstract
gestures on imitation of the ones produced by the experimenter.
Finally, the NSE (Niveau Socio-Educatif) test was used to
evaluate the participants’ socio-educational level, as its impact
on the results to the MMSE (Mini-mental state examination)
has been proven [12]. Those tests are independent variables that
would help to verify if our results are coherent with normalized
tests, and to discuss the results obtained in the nursery-rhymes
repetition task.

2.2. Data collection

All the recordings were performed by the same experimenter at
the participants’ home, using two camcorders (front and profile
views), and a lapel microphone. The experimenter and the
participant sat face to face on chairs, with a free space between
them. In order to avoid the experimenter to converge
phonetically with the participant and to minimize variation, the
stimuli were preliminary recorded by the experimenter, played
on a laptop and then repeated by the experimenter to the
participant.

2.3. Data analysis

2.3.1. Evaluation of cognitive impairment

The score to the MMSE was calculated on a 30 points scale. A
score greater or equal to 27 points indicates a normal cognition.
Below this, scores can indicate mild (19-24 over 30), moderate
(10-18 over 30) or severe (<9 over 30) cognitive impairment.
The MMSE was evaluated by our hospital partner (Dr. Olivier
Moreaud’s team, Department of Neurology, Grenoble Hospital)
for the patients group. For the control participants, the MMSE
was evaluated by the experimenter.

2.3.2. Evaluation of socio-educational level

The score to the NSE test was calculated as 1 point for no
diploma, 2 points for a secondary school level, 3 points for a
graduation level and 4 for higher education.

2.3.3. Evaluation of upper limb apraxia

In the Mahieux’s battery [18], the scores for symbolic gestures
and abstract gestures were calculated on a 1-point scale: 1 point
when the gesture was recognizable and 0 when it was not. The
score for mimetic gestures was calculated on a 2-point scale: 2
points for a normal realization of the gesture, 1 point for a
persisting one-side body assimilation to the object, and 0 point
for a false gesture or a bimanual body assimilation to the object.
The performances of symbolic gestures were considered as
abnormal when more than four out of five gestures were
improperly executed (score of 4/5); for the abstract gestures,
when six gestures out of eight were not well reproduced (score
of 6/8); for the mimetic gestures, when eight out of ten gestures
were not well produced (score of 8/10).

1 http://www.r-project.org/

2.3.4. Evaluation of orofacial apraxia

The orofacial gestures were observed through the video
recordings of the MBLF repetitions to calculate a score on a 3-
point scale: 3 points for normal gesture, 2 points for an ample
yet unmaintained gesture, 1 point for a flicker of contraction
and 0 for an absence of contraction [7].

2.3.5. Evaluation of speech apraxia

The apraxia of speech was evaluated thanks to the words,
pseudowords and sentences produced by the participants in the
MT86 test, which were annotated using Praat®software in order
to fill the scoring table in the most accurate way [11].

2.3.6. Analysis of hand gestures quality

The 8 deictic and 16 iconic gestures produced during the
nursery-rhymes repetition task were annotated via ELAN®
(EUDICO Linguistic Annotator software). Four criteria were
selected as essential to determinate the hand gestures quality
score, namely: emplacement, movement, configuration and
orientation of the gesture. For each of them, a 2-point scale was
used: 2 points for identical repetition, 1 point for non-identical
repetition and 0 point for no repetition. As four criteria were
evaluated on these 2-point scales, the total score was calculated
on 8 points.

2.3.7. Analysis of speech

For the nursery-rhymes repetition task, the participants’ speech
production was annotated and analyzed with Praat®. Their
errors were identified and classified in substitutions, omissions,
or additions of phonemes and words, autocorrections, trials and
repetitions of words.

2.3.8. Statistical analysis

Statistical significance was tested by means of the analysis
software RY. For assessing differences between patients and
controls, the Welch two-sample T-test was applied.

2.4, Participants

Eight right-handed French-native female speakers participated
to this study (see Table 1). Four speakers were diagnosed with
AD by our hospital partner. Their MMS score was comprised
between 19 and 24 over 30, which corresponds to a mild
cognitive impairment (mean score 21.7). These patients with
AD were paired by age and socio-educational level to four
control participants, which did not have a cognitive impairment
according to their MMS score between 28 and 30 (mean score
29.5).

Code Type Age MMS NSE
pfl  patient 67 20 2
pf2  patient 70 24
pf3  patient 67 24
pf4  patient 81 19
cfl  control 62 28
cf2  control 63 30
cf3  control 67 30
cf4  control 77 30

A A B o0ODNDBEDN

Table 1: Description of the tested population.



GESPIN

69

The mean ages of the patients and the control participants were
of 71 and 67, respectively. The age difference between the two
groups was not statistically significant (t=-0.8379, p=0.43),
while the difference in MMSE score was significant (p<0.01).
Professional musicians were excluded from the trial. Socio-
educational level, as evaluated by the NSE test, ranged from 2
to 4 for the speakers, with a mean score of 3.1 for the controls,
and 2.5 for the patients. This difference was not statistically
significant  (p=0.08), which suggests the control group could
serve as a reference for the patients.

3. Results
3.1. Production of hand gestures

3.1.1. Upper limb apraxia

The evaluation of upper limb apraxia, and more specifically of
hand gestures, using the Mahieux’s battery, is reported Table 2.
The mean score was found to be higher in the control group
(20.7/23) than in the patient group (15.50/23). However, the
difference was not statistically significant (1(3.4)=2, p=0.1)
because of group heterogeneity. Thus, only the performances of
symbolic gestures of one patient (pfl) were considered as
abnormal, all the other participants of the study produced
correctly the symbolic gestures. For the mimetic and abstract
gestures, the performances of the control group were evaluated
as normal, while the productions of three out of four patients
were out of the norm. One of the patients (pf3) obtained a high
score, similar to the ones of the control group, and even better
than some of the control participants. For both groups, symbolic
and mimetic gestures were reproduced more successfully than
abstract gestures, which could be due to the fact symbolic and
mimetic gestures were produced on verbal instructions and
more linked to language than abstract gestures [19].

Code Total Symbolic Mimetic  Abstract

/23 /5 /10 /8
pfl 17 4 08 5
pf2 09 5 03 1
pf3 21 5 10 6
pf4 15 5 08 2
cfl 21 5 09 7
cf2 21 5 10 6
cf3 19 5 09 6
cf4 22 5 10 7

Table 2: Mahieux test results for each participant.

3.1.2. Hand gestures quality in nursery-rhymes
repetition task

The patients with AD were able to repeat all the 8 deictic and
16 iconic gestures of the nursery-rhymes repetition task with
good quality. For all criteria together, there was no task effect
on the capacity to repeat hand gestures, although patients had a
lowest mean score (6.5) than control participants (7.6).

For each criteria the quality was slightly lower for the patients,
as assessed by the quality of hand emplacement (mean score
1.8/2), hand movement (mean score 1.5/2), hand configuration
(mean score 1.5/2), and hand orientation (mean score 1.6/2),
than for the control group’s hand emplacement (mean score
2/2), hand movement (mean score 1.9/2), hand configuration
(mean score 1.8/2), and hand orientation (mean score 1.9/2).
Statistical differences were found between the two groups for
the four quality criteria: ‘movement’, ‘configuration’, and

‘orientation’. Thus, patients only drafted the movement and
produced their configuration was often lacking accuracy. About
orientation, the patients’ errors concerned mainly deictic
gestures. One criterion had a celling effect: the ‘emplacement’
(p < 0.01). Figures 1, 2 and 3 illustrate the quality scores
measured for the three criteria ‘movement’, ‘configuration” and
‘orientation’. Whereas the average score was high for both
controls and patients, heterogeneity was observed within the
patients, unlike the controls. A slight effect of the modality was
seen for the ‘movement” and ‘orientation’ criteria, however not
significant.
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Figure 1: Movement quality score in singing and speech.
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Figure 2: Configuration quality score in singing and speech.
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Figure 3: Orientation quality score in singing and speech.

Concerning the type of gestures, the patients had no difficulty to
repeat accurately deictic gestures, as illustrated in Figure 4. The
repetition of iconic gestures was more difficult for both groups.
The patients’ scores were lower and more heterogeneous than
the scores obtained by the control participants.
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Figure 4: Total score quality for deictic and iconic gestures.

3.2. Speech production

3.2.1. Orofacial apraxia
Code Total Lips Tongue Cheeks & mandible

196 27 139 130
pfl. 72 24 33 15
pf2 76 18 34 24
pf3 96 27 39 30
pfa 74 24 30 18
cfl 68 25 31 12
2 96 27 39 30
o3 96 27 39 30
cfd 93 27 38 28

Table 3: MBLF test results for each participants.

Patients did not show an orofacial apraxia, as assessed by the
MBLF test (see Table 3). Though they obtained a lower average
score (79.5/96) than controls (88.2/96), the difference was not
statistically significant (t(5.7)=0.9, p=0.35). This can be
explained by the scores of one of the controls (cfl) who got a
lower score than all the participants. Also, one of the patients
(pf3) got a ceiling score (96/96), which may be due to the fact
that she practiced diction in acting classes for ten years.

3.2.2. Speech apraxia

Patients made more errors (25.5) than controls (27.7) in
repeating words and pseudowords in the MT86 test, yet with no
statistically significant difference (t(5.5)=1.5, p=0.17). All
participants made the same types of errors, namely: phonemic
substitutions first (e.g. /bifu/ for /bizu/ ‘bijou’), then phonemic
omissions (e.g. /&stytees/ for /estsyktees/ ‘instructeur’) and
phonemic additions (e.g/kapandj/ for /kapan/ ‘campagne’).

3.2.3. Speech errors in nursery-rhymes repetition tasks

Patients made more errors (204) in repeating the nursery
rhymes than the control participants (49). Regarding phonemic
and word errors, a significant difference (p<0.001) between
patients’ productions and the productions of the control
participants was found. Patients made 61 phonemic errors, 83
word errors, and 60 other types of errors, when controls made
24 phonemic errors, 10 word errors and 4 other types of errors.
As shown in Figure 5, patients’ phonemic errors concerned first
phonemic substitutions (45/61), omissions (13/61) and
additions (3/61). In comparison, the control participants made
firstly phonemic substitutions (13/24), omissions (11/24), and
no additions. Most phonemic substitutions corresponded to a
devoicing of consonants in a cluster (e.g. /plykgd/ for /plykead/
‘plus grand’) or in an intervocalic context (e.g. /dapor/ for

/dabor/ ‘d’abord’). Phonemic omissions concerned the last
segment of a consonant cluster, most of the time the fricative
(e.g. lapy/ for /laply/ ‘la plus’). Phonemic additions consisted in
the pronunciation of [2] before a vowel (e.g. /tomatsavek/ for
/tomatavek/ ‘fomates avec’) or in the addition of a consonant
before another consonant (e.g. /past/ for /pat/ ‘pdte’).
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Figure 5: Number of segmental errors in function of type.

As shown in Figure 6, word errors made by the patients
concerned first substitutions of word (41/83), before additions
(23/83) and omissions (19/83). Words substitutions consisted in
using synonyms (e.g. /swa/ for (mwa/ ‘moi’), or in suppressing
or adding segments, for example prefixes (e.g. /depoze/ for
/poze/). The controls produced only 10 errors of words: 5
omissions, 4 substitutions and a single addition.
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Figure 6: Number of word errors in function of type.

As shown in Figure 7, other types of errors were also observed
(60 for patients and 4 for control participants): 22/60 tryouts
(compared to 2/4 ones for control participants), 19/60
autocorrections (compared to 2/4 ones for control participants),
and 19/60 repetitions for patients (no repetition for controls).
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Figure 7: Number of other types of errors.
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Moreover, for each type of errors, the patients score was higher
in repeating the nursery rhymes with gestures (116/204) than
those without gestures (88/204), as shown in Figure 8. This task
effect, however less strong, was observed for the control
participants as well, who made 13/24 errors in repeating the
nursery rhymes with gestures and 11/24 errors in repeating the
ones without gestures. Figure 8 also shows the effect of spoken-
sung modality: for each type of errors, the patients made more
mistakes while singing the nursery rhymes (114/204) than while
speaking them (90/204). In comparison, the control participants
made slightly more errors in singing (13/24) than in speech
(11/24). The patients produced more errors in sung nursery
rhymes with gestures (60/204), in spoken nursery rhymes with
gestures (56/204) and in sung nursery rhymes without gestures
(54/204), than in spoken nursery rhymes without gestures
(34/204). The control participants made more errors in the
spoken nursery rhymes with gestures and the sung nursery
rhymes without gestures (7/24), and fewer in spoken nursery
rhymes without gestures (4/24). As we noted, both groups made
more mistakes in the nursery rhymes with connected gestures
and the fewest in the spoken modality without gestures.
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Figure 8: Number of errors in function of hand gestures
production.

4. Discussion

No orofacial nor speech apraxia was evidenced by the following
logopedic tests ([7], [11]), as the differences between patients
and controls’ scores were not significant. However the nursery-
rhymes repetition task showed slight differences between
patients and controls oral production. Mahieux’s battery
evidenced an upper limb apraxia, which can explain the results
obtained at the analysis of hand gestures quality in the nursery-
rhymes repetition task.

Concerning hand gestures quality, significant differences
appeared on hand movement, hand configuration and hand
orientation between patients and control participants. The fact
that patients drafted the movement and that the configuration
was produced with less accuracy could be an early sign of an
upper limb apraxia. About the fact the errors produced by
patients concerned mainly the deictic gestures could be
explained by a decentering disorder typical of AD [23].
Although deictic gestures were more easily reproduced than
iconic ones, which could be explained by the fact pointing
develops before iconic gestures in speech ontogeny, and would
be more anchored cognitively. Concerning the modality, neither
speech nor singing did alter significantly the quality of hand
gestures, which is not in line with our hypothesis.

An individual behavior can be pointed out: the patient (pf4)
with the lowest score in the MMSE (19/30) and the Mahieux

test score also had the lowest score to the nursery-rhymes
repetition task, suggesting that cognitive impairment and upper
limb apraxia could have an impact on the quality of voluntary
hand gestures execution.

Our study showed hand gestures execution affects oral
productions of AD patients. This phenomenon could be
explained by a double task effect due to a cognitive overload,
more important for people with AD who suffer of divided
attention disorders. Those results are in contradiction with the
positive effect of gestures on spontaneous speech production,
notably on lexical retrieval ([6], [13]), which can be explained
by the fact this study is based on a controlled task of repeated
speech. Those results give rise to the automatic-voluntary
dissociation [16], which besides is used to evaluate apraxia.
Moreover, a modality effect was observed for both groups: the
sung modality with connected hand gestures was the task with
most errors, and the speech modality without connected hand
gestures was the task with fewer errors. In effect, the nursery
rhymes were not known by the participants nor learnt prior to
the repetition tasks; they were only presented once by the
experimenter, and then repeated by the participant. Those
results are opposed to the ones obtained in different previous
works ([5], [10]), that only studied the impact of well-known
songs, which implicate long-term memory and not working
memory as in repeating tasks of unknown songs.

Regarding more precisely the errors made by the patients in the
nursery-rhymes repetition task, they are in line with the MT86
scores, and with the literature on AD’s oral communication
impairments ([1], [15], [17] and [22]). Thus, words’ omissions
concur with word finding, the first disorder described in apraxia
in AD. Words’ substitutions could be caused by verbal
paraphasia, and repetitions by palilalia. Concerning segment or
prefixe additions, they could correspond to a verbal paraphasia.
Phonemic omissions could be due to a phonemic disintegration
or to a simplification process, as they concerned mainly liquids
in clusters. Phonemic substitutions could be a consequence of a
phonemic paraphasia, or of a dysphonia, which is coherent with
literature on AD [22], as most of phonemic substitutions
produced by patients corresponded to a devoicing of consonants
in intervocalic context. As the MBLF score’s difference
between patient and control groups was not found to be
significant in our study, errors made by patients could not be
attributed to an orofacial apraxia. In particular, the patient pf3
had even a MBLF score similar to the control ones, but still
made significantly more phonemic errors than the controls.
These preliminary results call for further exploration on a larger
population, to avoid, or at least minimize, the effect of
interpersonal variability. This study is still in progress, in
particular with persons with AD showing more severe cognitive
and hand gestures impairments, in order to keep investigating
multimodal communication disorders at different stages of the
disease. In summary, however no concomitant upper limb,
speech and orofacial apraxia was preliminary evaluated thanks
to the following logopedic tests ([7], [11], and [18]), an impact
of hand gestures execution on oral repetitions was found in this
study. This motor phenomena could be an argument in favor of
a co-expressivity between hand gestures and speech that would
go further than the semiotic dimension put forward by McNeill
by involving an articulatory link [19].
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Abstract

Compositionality — the combination and recombination of
meaningful units to create more complex structure, — is a
defining property of human language. Here we seek the
foundations of this property in a more basic form of
communication: the expression of emotion. We collected 300
pictures of athletes, moments after winning or losing a
competition. We annotated face and body displays in detail,
and checked prototypical displays in winning and in losing
contexts. We identified features of face and body reliably used
in each situation, and some used in both, paving the way for a
theory of compositionality in the expression of emotions.
Index Terms: emotion theory, compositionality, multimodal
communication

1. Introduction

Language is a compositional system in which the meaning of a
complex structure is determined by the meanings of its
constituent components and the way they combine.. This
property characterizes all human language, whether spoken [1]
or signed [2]. Here we seek to determine whether nonverbal
communication has compositional properties as well.
Specifically, we hypothesize that compositionality transcends
language and is rooted in the most "primitive" of the human
communication systems: the expression of emotions. To this
end, we ask whether facial expressions and body postures are
combined and recombined to convey different emotional
meanings in extreme displays of emotions. Specifically, we
consider two approaches, each of which makes different
predictions for our data. The compositional approach predicts
that individual components can be reliably associated with
particular interpretations and may recombine, lending their
interpretations to different arrays. The holistic approach
makes the opposite prediction, that multi-component
configurations are interpreted as gestalts. Here we take a first
step toward distinguishing the two by identifying prototypical
face and body elements present in victory and defeat
situations, each of which often triggers an array of intense
emotions.

Since Darwin's seminal work [3], many models of
emotion have attempted to explain the concept of emotion and
how the body “contributes a content that is part and parcel of
the workings of the mind” [4]. Broadly speaking, there are
currently two main approaches to the description of emotion:
the Basic/Prototypical Emotions approach ([5], [6], [7], [8])
which we call here the holistic approach, and the
Dimensional/Appraisal approach ([9], [10], [11], [12], [13]).
As we will show, the dimensional approach is conceptually
closer to our notion of compositionality, though the
motivations and methodologies differ.

In the holistic view, emotions are “affect programs” and
facial expressions are residual actions of more complex
behavioral responses combining vocal, postural, gestural and
skeletal muscle movements. For example, a basic emotion
such as fear is a hardwired response to a threatening stimulus

that activates a certain brain area (or brain circuit) associated
with a "fight or flight" response, which in turn activates
particular facial expressions and body postures. Facial
expressions of emotion may also be modified or inhibited by
cultural display rules. All the other emotive states beyond the
basic set are considered to be "blends" of basic emotions.
Facial expressions are usually coded using the Facial Action
Coding System (FACS, [14]), which annotates each
observable facial movement as an Action Unit (AU), so that
all displays perceived as facial expressions can be coded in
terms of their constituent AUs. In the holistic view, although
the facial expressions of basic emotions are comprised of a
number of action units, they are considered to be gestalts.

On the other hand, dimensional models of emotions, such
as 2D circular models of valence and arousal [9], do not view
basic emotions as biologically hardwired gestalts, but rather as
phenomena that emerge from combinations of behavioral
responses. For example, in the expression of fear, a complex
facial expression involving a number of action units, the
specific characteristic, widening of the eyes, (AU 5), is
hypothesized to have evolved from the attempt to widen the
visual field in response to threatening stimuli ([15], [16]).

Another group of emotion models that adopts the
dimensional approach are appraisal models. Appraisal theories
of emotions propose a model according to which the final
emotive status (and the consequent facial expression) is a
product of a series of appraisals checks on the part of the
experiencer ([17], [18]). Appraisal models go beyond the
classic valence and arousal distinction to propose that several
dimensions are at play when we appraise an emotion-inducing
stimulus, and that these are reflected in different facial
movements. These dimensions are: relevance of a stimulus,
intrinsic pleasure, implications in terms of goal conduciveness,
coping potential and norm compatibility. These five
dimensions are appraisal domains that can be decomposed by
appraisal check. For example, relevance can be decomposed
into two appraisal checks, novelty and pleasantness. These
move along the continua sudden/familiar (for novelty) and
pleasant/unpleasant (for pleasantness). Appraisal theories do
not endorse the idea of a small number of basic emotions, but
rather propose that there is a large number of different
emotions which may combine with one another ([17], [18],
[19]).

To test this hypothesis, Scherer et al [20] analyzed the
facial expressions of four positive emotions in the GEMEP
corpus using FACS. In the GEMEP (GEneva Multimodal
Emotion Portrayal, [21], [22]) corpus, 10 actors expressed 18
emotions, uttering the same meaningless speech strings in
different emotional contexts. For this study, the authors
selected a subset of the emotions portrayed in the corpus:
interest, joy, pride, and pleasure. Results of the FACS coding
showed that the frequency and patterning of the AUs could not
be explained using holistic emotional categories such as these.
The facial expressions did not show significant differences
between joy and pride, for example. Instead, contrasting
emotions for appraisal checks was a more accurate predictor
of different facial displays. In particular, the appraisal
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dimension of novelty in interest and joy was reflected in the
degree of eye opening (Action Unit 5 of FACS), whereas
cheek raise (AU6) was characteristic of intrinsically pleasant
emotions (such as joy and pleasure), and eyelid tightening
(AU7), of goal conduciveness (as in pride).

Though Darwin’s observations included the whole body,
body posture in the expression of emotions has not received
the same attention as facial expression. In fact, it has long
been assumed that, whereas a number of facial muscle
configurations are reliable indicators of specific emotions,
body movements or postures provide information of intensity
only ([23], [24], [25]). However, recent studies show that
variations in body movement and posture convey specific
information about emotional states ([26], [27], [28], [29]), and
that a change in body context ([30], [31]) or in the external
context in which the body and face are inserted ([32], [33])
changes the way in which the emotion is perceived and
categorized. As noted, only a limited number of studies have
measured the physical cues that express emotion in the body
([341], [351, [36], [37], [38]). The main reason for this dearth of
research is the lack of an established coding system for the
body that would be comparable to the face and voice
measurement techniques (e.g., [39]) that have facilitated
systematic research on emotion expression in those modalities.
Another problem is that the few systems that have been
developed to investigate body expressions (e.g. [37], [40])
have usually relied on displays of actors rather than on
spontaneous emotional displays. For example, Dael et al.[41]
explored a subset of the GEMEP corpus using 49 behavioral
categories belonging to 12 emotions, both basic and subtle,
representing the two poles of the valence and the arousal
continua. They found that hot anger, amusement and pleasure
were characterized by distinct patterns of body behaviors, such
as forward body movement for hot anger, self-touching and
neutral head position for amusement, and head tilted up for
pleasure. In contrast, many emotions considered basic, such as
joy, panic and fear, were not reliably represented by any
specific body pattern. What emerged instead were two bi-
dimensional patterns grouped around the arousal and valence
dimensions, which were not sufficient to explain all the body
displays. Distinct clusters of behaviors also emerged for
emotions having the same potency (on a strong vs weak
continuum) and attentional activity (interesting vs not
interesting). Those results are consistent with previous
findings on facial expressions of emotions [42]. Results
showed that an emotion could be encoded by a variety of
behavior patterns, suggesting that emotion dimensions such as
valence, arousal, power and attention - and not classic affect
programs like fear, happiness, etc. - drive the bodily
expression of emotions. It is interesting to note that Dael et al.
[41] also found that some displays were shared by different
emotions: panic fear and elated joy share symmetry of arm
actions and knee movements; sadness and relief had the same
"arm along the body" posture; and interest and irritation share
asymmetrical one-arm action and trunk leaning forward
movements. These results suggest to us that the same body
behaviors with different combinations of face and head
movements may convey different emotional meanings in a
compositional fashion, a hypothesis we wish to test.

In the present study we try to overcome the limitation of using
actors to pose stimuli by investigating the facial expressions
and body postures of athletes' pictures taken moments after
they won or lost a high-stakes competition, in order to capture
expressions that were extreme and spontaneous. We assume
that emotional displays that are both extreme and spontaneous
are less likely to be filtered by social or cultural conventions
and inhibitions than other expressions of emotion. Following

Aviezer et al. [30], we collected 300 pictures of athletes shot
seconds after their victory or defeat. These two contexts
ensure both spontaneity and emotions of opposite valence in
high arousal contexts. We annotated the facial expressions
using FACS, and the body features using a similarly motivated
coding scheme that we developed and validated, which codes
25 different components of body positions. We found that
specific sets of facial and body features were highly correlated
with winning and losing contexts, respectively, whereas other
features were mildly correlated with each context. Finally, a
small set of facial and body features were shared by the two
contexts, and we hypothesize that they share particular
dimensions of emotion contributing to the interpretation of
these displays. Our data show that particular face and body
actions combine in the expression of emotions, paving the way
for the development of a compositional model encompassing
the whole human form. We aim to incorporate insights from
the dimension approach by explicitly evaluating the
interaction of face and body features in ongoing perception
experiments.

2. Method

2.1 Data Collection

Following Aviezer et al. [30], we searched Google Images for
strings of text such as "reaction to win" and "reaction to lose",
but, unlike Aviezer et al [30], who restricted his research to
180 pictures from tennis matches, we collected 300 pictures
from badminton, boxing, fencing, judo, rugby, tennis, table
tennis, football, volleyball, and track and field, most of them
from the 2012 London Olympics. Of these 300 pictures of
athletes taken seconds after winning or losing a competition,
136 images pictured defeat, and 164 victory. For the defeat
category, 50 pictures portrayed women and 86 men, and for
win, 70 images portrayed women and 94 men. Athletes'
country of origin varied, including both Western and Eastern
countries. To ensure extreme, spontaneous displays, we sought
pictures of athletes in high stakes competitions moments after
their victory or loss was determined (and not when medals are
awarded for example). To verify that the pictures were taken
a few seconds after the event, we Google searched for the
corresponding videos of the sport events and confirmed that
the pictures were taken in a time span no longer than 10
seconds after the win or the loss. In this study, pictures were
preferred to videos because the quality of videos taken from
the Internet was often too poor for accurate coding of facial
expressions.

2.2 Data Coding

To code facial expressions, neck tightening and head
positions, a certified coder used FACS. To code the body
features we developed our own coding scheme, the Body
Arrangement Coding System (BACS), which focuses on the
position of different parts of the body with respect to the main
articulators and joints. Our system also facilitates coding of
interaction among articulators. For example, we coded the
type of interaction between hands and head/face/body (when
applicable), using labels such as hand in front of the face,
covering mouth, covering eyes, on top of the head, on the back
of the head, on the knees, on the chest etc. Each body
articulator was coded separately: head, neck, shoulders, arm
position along the X, Y and Z space axes; chest, torso, leg
split, knees, palm direction, hand shape. Right and left
articulators were coded separately to capture asymmetries (e.g.
right arm vs left arm, right shoulder vs left shoulder etc.). To
assess coding scheme reliability, 4 coders independently
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annotated 40 pictures taken from the corpus. The 12 categories
yielded an intercoder agreement with kappa scores between
0.73 and 0.95, which are considered good for multimodal
annotation of emotions [43].

2.3 Data Analysis

A total of 305 features distributed over 29 categories were
used to code facial expressions, head positions, hands to head,
neck and body posture. To reduce the data dimensions, we
performed a Multiple Correspondence Analysis (MCA), a
particular type of Correspondence Analysis suited to multiple
categorical variables. The MCA model collapsed and
simplified the data by reducing the number of parameters in
our dataset and finding the ones that were significant for the
descriptions of win and loss in terms of face and body
features. We ran two separate statistical models: one included
all units of the face and head: facial expression, head position,
and neck tightening, as well as hands to head/face The other
included all the body features beneath the neck. As we were
interested in the facial expressions and body postures in Win
and Loss contexts, we tagged each picture according to Win or
Loss context of occurrence, and included Win and Loss in the
statistical analysis, to see whether there was a high correlation
between these contexts and the face and body features coded.
We tagged pictures for Gender as well, as a potentially
correlated factor. MCA models were run using FactoMineR
package implemented in R 3.0.3 [44].

A first MCA was run on the whole set of pictures (N=300)
for the face and head: facial Action Units (divided according
to upper face, lower face and nasal area Action Units), Head
Position AUs and Neck AUs, and position of the Hands on
Face/Head. The first component of the MCA accounted for
15.7% of the total variance of the data, and the second
component for 10.5%. Correlations are observable according
to the proximity of features/tags that occur together.
Surprisingly, Gender was correlated neither with the first nor
the second component, whereas Win and Loss were highly
correlated with the first component.. As shown in Table 1,
particular groupings of facial AUs of different parts of the face
-- the lower face, the nasal area, and the upper face -- were
highly correlated with the first component and described most
of the data variability (R*>0.5). Neck AUs and head position
AUs were fairly well correlated with the first component
(R*~0.5). Hand to Face/Head was highly correlated with the
first component (R?>0.5). In the table, coded features appear
above the line, and tagged features of Win/Loss and Gender
appear below the line.

Specific features typically clustered with win, and others
with loss, with a few overlapping between the two contexts.
Winning athletes typically produced a more complex set of
facial expressions than losing athletes, exemplified in Fig 1. In
particular, for upper face, AUs 4 (brow lowerer), 6 (cheek
raiser) and 7 (lid tightener) were frequently found in
combination with other AUs. For lower face, AUs 25 (lips
part) and 27 (mouth stretch) were found in many of the
combinations. In contrast, loss was typically characterized by
neutral or “not visible” facial features (see Fig. 1). However,
some features correlated with both win and loss. We found
that closed eyes (AU43) occurred with both victorious and
defeated athletes, but in defeated athletes it occurred without
other upper face AUs, while in winning athletes, it occurred in
combination with AUs6 and 7 (cheek raise and lower lid
tightening). Lip parting (AU 25) was also found in winning

and losing athletes, but each context contributed different
additional features of mouth opening.

Table 1. Correlation coefficients and p values between
the face, neck, head and hands to head variables and
the first component of the MCA.

R? p-value
Lower Face_AUs 0.9 >0.001
NasalArea_AUs 0.8 >0.001
UpperFace_AUs 0.8 >0.001
LeftHandtoFace/Head 0.8 >0.001
RightHandtoFace/Head 0.8 >0.001
Neck AUs 0.5 >0.001
HeadPosition AUs 0.4 >0.001
Win_Loss 0.7 >0.001
Gender 0.01 0.6
Win Loss
=) @ : & %
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AUs 20+25+27 (mouth)
AUs12+25+27 (mouth)
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Figure 1. Estimate values of the Face and Neck Action Units
for the first component. AUs with positive estimates belong to
the winning context. A selection of the AUs that yield an
Estimate >0.5 are reported.

Regarding head position, winning athletes had their heads up
(AUS53) in combination with other head positions such as head
forward (AUS7) or turned left (AUS1, see Fig. 2).

Interestingly, head up (AUS3) is found in defeated athletes
too, but alone, not in combination with other head features.
Losing athletes often had head down (AU54) sometimes in
combination with head forward (AUS57). Regarding hands to
face/head, winning athletes tend to put their hands away from
the face, or to place their hands on the mouth or on top of the
head, whereas defeated athletes tend to cover the whole face
with their hands or place one or both hands on the upper face
and eyes area, or (less often) on the back of the head. When
only one hand touches the forehead, winning athletes tend to
place their right hand on the forehead, whereas athletes that
just lost tend to cover their forehead with their left hand.
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Figure 2. Estimate values of the Head Movement
Action Units and Hands to Body/Face for the first
component. A selection of the features that yield an

Estimate >0.5 are reported.

For the body features, we have coded 80 pictures so far. A
second MCA was run on the results of this coding. The first
component explained 16.7% of the variability and the second
component explained 8.4% of the total variability. Table 2
reports the R? and p. values of the body features that were
found significant.

Table 2. Correlation coefficients and p values
between the body features and the first

component of the MCA.
R? p-value

ArmRight&Left Z 0.6 >0.001
ArmRight&Left XY 0.5 >0.001
ArmForearmR&L 0.45 >0.001
ShoulderR&L 0.3 >0.01
PalmR&L 0.45 >0.001
PalmDirectionR&L 0.2 >0.001
HandTouchBodyR&L 0.15 =0.01
Chest 0.4 >0.001
Torso 0.4 >0.001
LegR&L 0.2 >0.01
TouchingGround 0.4 >0.01
Win_Loss 0.6 >0.001

Gender 0.01 0.3

Win/loss is fairly well correlated with the first component.
Again, Gender was not correlated significantly with either the
first or the second component of the model. We found that the
arm position was fairly well correlated with the first
component, as were the shoulders, chest and torso positions
and the palm configuration. The position of lower parts of the
body was less correlated with the first component, but the
athletes' proximity to the ground was well correlated
(standing, sitting, touching the ground with the hand(s),
forehead, etc.)

In Fig. 3 we report the body features along the win and
loss axis. Broadly speaking, winners’ bodies are open and
extended while those of losers are closed and diminished in
size. Winning athletes are typically standing, and stretch their
arms up over their heads, shoulders raised, palms clenched and
directed away from the body. Defeated athletes typically hold
their arms down and bent more than 90 degrees at the elbow,
often to cover their face with their hands. Shoulders forward,

chest closed and torso and legs bent; palms touching in the
praying position or stretched (fingers are stretched with
respect to the palm and separated from each other) and
directed towards the body. We are now in the process of
coding the remaining 220 pictures to test our initial findings
for robustness.

Win \ Loss

=)
&
<

Loss
ChestClosed

Win

ShoulderRaised
PalmsClenched
TorsoForward>45
PalmsStretched

HandsAwayFromBody

Figure 3. Estimate values for body. Features with
positive estimates belong to the winning context. A
selection of the body features that yield an Estimate

>().5 are reported.

3. Discussion and Conclusions

In the previous section we reported the face and body features
that were highly correlated with winning and losing contexts.
A small set of such features was shared between the two
contexts. In particular, eye closure, mouth opening, and head
forward were found in both win and loss sets of pictures. Head
up is another component shared between the two emotion
contexts, as was touching the upper part of the head, though
on different parts of the head, with different hands, and in
combination with different units in each context. While
Aviezer et al’s [30] study uses very similar pictures and
contexts, it only reports judgments of positive or
negative/winning or losing and did not analyze the face and
body displays themselves. Our results may help to explain
why participants in that study were not able to judge the
outcome of a tennis match by looking only at the athlete’s
facial expression: features shared by winning and defeated
athletes may have confounded their judgements. It is possible
that precisely those features that are shared are more salient
than those that we found to reliably distinguish the two
displays, a suggestion that we will follow up in ongoing
research.

On the other hand, Aviezer et al. [30] found that
participants were capable of correctly discerning a winning
from a defeated tennis player from the body posture alone. In
our study no components of the body that were highly
correlated with either winning or losing were shared between
the two contexts, explaining the participants’ success. In short,
facial displays can be ambiguous while body displays are not
(or are less so). Our preliminary interpretation is that the
correspondence between positions of the large, salient
articulators of the body and the emotions that prompt them is
both more clearly perceivable and less complex and therefore
less ambiguous than that between articulations of the face and
their corresponding emotions. As we have said, there have
been few studies of body displays, and those that have been
conducted were in different contexts. The body displays we
found in our 80 pictures are quite different from the ones
found by Dael et al. [41], where, for example, head up was a
distinctive characteristic of pleasure, while in our contexts we
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found that head up was a feature shared between win
(presumably pleasurable) and loss. It is too early to say
whether such differences are due to the different coding
schemes, the use of posed vs. spontaneous displays,
differences in extremeness/intensity of emotion, or differences
in the head and face units with which they combine.

As regards the emotion models, our results are in contrast
with the basic emotion (holistic) theory, which holds that
whole configurations of facial action units characterize each
basic emotion. Although some units overlap between different
emotions in the holistic model (e.g., brow lowerer and upper
lid raise in both prototypical anger and fear), their contribution
is not compositional; i.e., neither the individual units nor
groups of units on different parts of the face are analyzed as
making independent contributions of meaning on the holistic
approach.

Our results are partially compatible with the dimensional
model of emotions. For example, as high stakes winning and
losing are potentially both high arousal events with opposite
valence, one could hypothesize that the shared components
such as those mentioned above might be linked to the degree
of arousal and not to the nature of that arousal, i.e., not to
valence. Our working hypothesis is that individual units, or
minimal combinations of units of the upper face, the lower
face, and the upper and lower body, will distinguish
interpretations of corporeal expression; i.e., the displays are
compositional.

Comparison of findings in the contexts we are examining
with those of other studies is expected to elucidate what these
units and combinations are, and how they contribute to
interpretation. Interesting contrasts in this direction emerge
when comparing facial features associated with contexts of
opposite valence such as elated happiness and sadness/despair
in Scherer and Ellgring’s study using actors [18] with those in
our study of spontaneous reactions to victory and defeat. For
example, AU4, brow lowerer, is common in sadness and
despair in [18], but it is common in winners (and not losers) in
our study. Brow lowering in winners is problematic for the
dimensional/appraisal approach, because this AU is predicted
to be present in appraisals of unpleasantness, relevant
discrepancy, or lack of coping control, none of which is
compatible with victory. The presence of brow lowering in
spontaneous victory displays in our study, as well as in the
unpleasantness contexts of the laboratory study suggests that
this feature, whatever its ‘meaning’, is not part of a holistic
display, thus lending support to our compositionality
hypothesis.

In sum, our initial results show that a compositional
approach to understanding corporeal displays of emotion is
crucial for investigating emotion. Importantly, we are now
conducting experiments to determine how participants
categorize the emotions conveyed by different combinations
of features in the same naturally occurring displays of
emotion. To further test how the facial and body features re-
combine and whether they convey meanings alone or in
combination with other features, we are working to create new
stimuli in which body and facial expressions highly correlated
to win will be combined with lower correlated ones or with
facial and body expressions of loss, to try to isolate and test
the contributions of individual features and feature groupings.
We expect these studies to lead to the creation of further
complex stimuli to use in interpretation experiments. By
comparing the results of these different lines of research, we
aim to derive testable hypotheses about compositionality in
the expression of emotion.
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Abstract

Pursuing the goal to study interpersonal coordimatiom

a more ecological point of view we conducted a wtod
interpersonal coordination using a MoCap systenntal

of 20 female and 16 male undergraduates (ages 28)to
were randomly matched in 18 couples for having a
conversation. Each couple was randomly assignezhéo

of three conditions: empathic, non-empathic andseoi
We found three main results. First, in all condiso
correlation is maximum at a delay near zero. Sectivel
magnitude of the peak correlation near zero defy i
higher for empathic condition (r=0.2059), followdxy
non-empathic (r=0.1892), with noise condition digfihg

the lower value (r=0.1779). Third, noise curve
distinctively displays local peaks at around -1rfsl 4.5
second delays. This suggests that in this condielayed
bodily reactions to gestures are more present ithahe
other two conditions.

Index Terms. interpersonal coordination,
coordination, imitation, empathy

zero-lag

1. Introduction

It is well known that phenomena of spontaneous lgodi
coordination happen at different observation levels
(Hurley & Chuter, 2005). There is robust evidenbatt
interpersonal coordination promotes positive enmsjo
such as rapport and liking, among interactants g@at
2009). Coordination plays an important role in trea
and maintaining joint actions. Kirschner and Torflase
(2009) postulated a specifically human motivatian t
coordinate with social others, which might be
characterized as the humadfeire to move in synchrony”
(Kirschner & Tomasello, 2009, p. 32). However, vl s
do not have strong evidence of the association detw
interpersonal coordination phenomena and empathic
disposition from natural or ecological settingsrding
the goal to study interpersonal coordination frormare
ecological point of view -that is, to study the whperson

in a real interacting situation (Schmidt, Nie, FrFan &
Richardson, 2014; Musa, Carré, & Cornejo, 2015), we
conducted a study on interpersonal coordinationgusi
MoCap system. Our main hypothesis that interpeison
coordination plays an essential role in maintainthg
affective mood of an ongoing conversations, so ihat
should be more evident in empathic rather thandn-n
empathic encounters. Additionally, if interpersonal
coordination is helping to follow a conversatiorfaythm,

we hypothesized that the amount of coordinatiorukho
increase under conditions that impair the verbal
communication -such as, a conversation occurriogcl
with background noise.

2. Method
2.1. Participants

A total of 20 female and 16 male university studgaiges

18 to 28) were randomly matched in 18 couples. Each
couple was randomly assigned to one of three dondit
empathic, non-empathic and noise, which differ as
explained below in the procedure section. Speciaé c
was put in making sure that the two participantsain
couple did not know each other.

2.2. Materials

Two backless chairs were used so that participeomsd
sit face to face with their backs remaining visilite
measurement equipment. Questions included ice-break
and casual conversation topics. Questions werepaekd
by the participants through two sets of 11 cardee-for
each interactant- with the questions printed onmthe
Ninth question requested telling first person eigares
during Chilean earthquake of 2010 and was desigoed
produce a stronger affective engagement. Motion of
interacting dyads during this question was analyfmed
this study.

Motion during conversations was recorded using
a motion capture system consisting of 18 OptiTrack
V100:R2 cameras manufactured by NaturalPoint
(Corvallis, Oregon, USA). Arena software provided b
the same manufacturer allowed us to reconstruct 3D
motion afterwards and export it for further anadysiith
custom software. In order for this system to waich
subject had to wear 15 little spherical reflectimarkers.
One experimental condition required the use of ademp
speakers (stereo 20W Edifier brand with 4 inch
mid/woofer), and a computer to reproduce a noise
composed from the superposition of several speech
sources, making it sound unintelligible like in aud
cocktail party.

2.3. Procedure

Each participant was given a brief description bé t
experiment and signed an informed consent document.
After that, 15 reflective markers were attachedeswh
interactant by a same sex assistant by means sficela
bands. Marker localizations were hands, elbowst, fee
knees, plus three markers in a fixed arrangeméatlasd
to the back of the head, and four markers on tlo& tsee
Figure 1). This worked well with diverse clothesvaiut
requiring the use of a special suit and allowedharts
setup time, all of which contributed to keep intti@ns
reasonably natural.

Only after that participants sat together while a
member of the research team gave instructions witho
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leaving space for talking before the experimenttath In
brief, each question had to be answered by the two
participants before moving on to the next one,ra#téng
who answered each question first. There were no
restrictions on how they could move, and they didave

to keep track of time. However, it was requested thrns
proceeded in a strict way if possible, and that the
conversation was kept on topic with an estimateaetin

of 20 to 40 minutes for the whole session as aeafe.
Motion data was captured with the motion capturgtey
during the conversation.

Previous description corresponds toeampathic
condition, under the assumption that empathy is the
default expected disposition in this situation. nan-
empathic condition included a manipulation that consisted
in an additional instruction. Participants weredtdhat
question cards could include some text below
commanding to give a fake answer. They were toid th
some decks did not have this command, so it waateem
of luck if they got a “lier” deck. In actuality, ndeck had
that command. But this consign introduced the [bigyi
of lying into the conversation without participarttsily
lying (because it was part of the game and was rneve
commanded anyway), or researchers lying to thencési
actual game was within explicitly stated possiteit). We
expected this to make participants reluctant toresha
intimate stories in an authentically empathic dgfon.

In fact, participants reported believing that thleer may
have lied.

Finally, anoise condition was similar to empathic
condition with the only difference that noise was
produced through speakers so to make it hardee&w h
each other and see whether and how gestures
compensated this.

2.4. Dataanalysis

After using manufacturer-supplied software for caipig
motion and exporting data to a standard format (C3D
custom software was used to visually label the boaly
corresponding to each marker and checking for piaien
problems. We designed an analysis procedure wigh th
following goals in mind. First, it had to avoid gettive
segmentation or categorization of gestures. Sedbhdd

to detect similarities between motion events of tive
participants even if they occurred with a differef time

of a few seconds. Third, it had to detect thosalaiities
even if they occurred between different parts ef body,
or involved different directions in space.

The first goal was met by making an automatic
analysis of the continuous motion signals without
segmentation, except for the fact that only motioning
conversation about the ninth question was consitddriee
second goal lead us to compute cross-correlationesu
These show an immediate Pearson correlation casffic
that informs about similar events occurring at Hzene
time, but also show the same coefficient for eau$sible
delay in time between potentially similar eventairange
that goes up to a few seconds. Delay times are rstiow
the horizontal axis of our cross-correlation plnd can
be negative or positive, because similar eventsocanr
with one or the other participant producing thetfevent.

The third goal was met by taking the 45 motion
variables of each subject (15 markers, each witk, an z
position), and performing a principal componentlgsia
(PCA) based on the correlation matrix, similar téaetor
analysis. This process linearly extracts maximunevee
axes. The result was then rotated with the varimax

algorithm. Each resulting dimension was cross-dated
between the two participants, and absolute valuallof
resulting curves were averaged together, which lwan
shown to be equivalent to the cross correlatiorPGA
transformed vectors, using vector dot product amstef
the usual deviation product of the Pearson corogidbr
scalar series. In other words, this correlation snea will
tend to be bigger when the principal axes of vasan
deviate from average to the same direction in both
subjects. And since this is after PCA, tkine direction
is referenced to the particular directions and bpalts in
which each individual shows more motion, so then'dlo
need to be the same directions in the original B&rs.

2.5. Results

We found three main results. First, in all condiso
correlation is maximum at a delay near zero. At
equipment's temporal resolution of 100 frames peosd,
the average cross-correlation curves displayediguré 2
peak at exactly 0.00 seconds for noise and non-#cpa
conditions, and at -0.01 for empathic. The curvapsh
and similarity between the three conditions indésathat
this is highly unlikely to have occurred by chance.

Second, the magnitude of the peak correlation
near zero delay is higher for empathic condition
(r=0.2059), followed by non-empathic (r=0.1892)thwi
noise condition displaying the lower value (r=0.9)7
Additional work is needed in order to find the stital
significance of this pattern. Preliminary Monteoarl
resampling suggested statistical significance o€ th
difference between peak correlations for empathid a
noise conditions.

Third, there is a relevant qualitative shape
difference between noise curve and the other two. |
displays local peaks at around -1.5 and 1.5 sedetays,
and several other peaks at delays of bigger madmitu
This suggests that in this condition delayed bodily
reactions to gestures are more present than irottner
two conditions.

3. Discussion

One of our results strongly suggest that natural
conversations display an immediate coordinationveeh
participants with a delay much lower than the sesll
possible human reaction time: coordination lag se¢m
be no more than 10 milliseconds in our study, int@st

to 100+ milliseconds reaction time of well trairstthletes.
This means that our finding, if replicated, canrmt
explained as a reaction. In principteacking the motion

of another person with such a tight timing woulduiee
knowing the future beforehand. But only if this
phenomenon is actually seen as tracking, which avoel

a sort of precognitive imitation. We think therenis need

to view results that way. Actually, many physical
phenomena start out of phase, but soon displaypliog
that produces an immediately coordinated pattetme T
well known phenomenon of sympathetic resonance is a
good example, in which an object responds to the
vibrations of a nearby object. There is no reason f
excluding something as complex as human interaction
from the possibility of such patterns, and our gtud
strongly suggests that this is indeed the caserdigp
bodily coordination. This adds to recent evidende o
tightly timed coordination (Paxton & Dale, 2013;
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Schmidt, Morr, Fitzpatrick, & Richardson, 2012; &utit,
Fitzpatrick, Caron, & Mergeche, 2011) found with
techniques that involve varying degrees of subjéypti
while labeling video sequences of human interaction

As expected, non-empathic interaction displays a
lower amount of immediate coordination than empgathi
when using motion correlation as a measure. Tlislte
however, requires more statistical work, and ideall
replication in order to discard that it can beikbtited to
chance. On the other hand, we found more suppothé
hypothesis that the noise condition involves less
immediate coordination than the empathic one. This
compensated by the former showing more delayed
coordination, at different time lags, remarkably 1ab
seconds. This is a consistent result if we condidatr the
noise condition generates a handicap for verbal
communication, so that bodily resources should be
focused on compensating for that by emphasizinguges
in order to explain, and also in order to acknogkd
which are events that need to occur with a delay.
Nevertheless, while lower in magnitude, immediate
correlation does not disappear in the noise canditin
fact it is quite high when viewed in the context tbé
whole cross-correlation curve.

Our finding of clear immediate Pearson
correlations of magnitudes around 0.2 is remarkdhie
consider that immediate coordination informatiomwd
be buried below all other complex motion patternsl a
relationships that occur in human interaction. This
suggests that the method of correlating PCA transéd
motion data is a useful tool for bodily coordinatio
research.
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Abstract

In this paper, some measures of cross-modal interactions are
proposed and implemented in the analysis of a multimodal
corpus of task-oriented dialogues. The corpus includes multi-
level annotations of speakers' verbal and gestural behaviour,
e.g., hand gestures, gaze direction, utterance content or
intonational phrasing. A moving time-window approach is
adopted to analyse changes in the communicative behaviour of
dialogue participants over time. The study is focused on how
gestures and speech of the Instruction Giver influence the
speech of the Instruction Follower in the course of dialogue.

Index Terms: cross-modal interaction, rate of events, gesture,
gaze direction, entrainment

1. Communicative entrainment in dialogue

Interaction between dialogue participants means not only
building an overt structure of dialogue turn exchanges such as
questions and responses or statements and acknowledgements.
Conversational parties exert mutual influence on each other
that starts on the shallow, behavioural level and goes up to the
level of mental representations. Various aspects of behaviour
of dialogue partners are mutually adjusted but these externally
observable changes influence and are influenced by deeper
processes of mental representation alignment. Early ideas of
mutual accommodation in communication were formulated by
Giles [e.g., 1, 2]. They certainly inspired more recent
influential works on interactive alignment by Pickering,
Garrod, and others [3, 4]. Many of these interactive processes
seem to be subtle, susceptible to factors normally occurring in
conversation, and relatively difficult to track in empirical
studies. Nevertheless, their importance is rarely questioned as
they have been shown to predict success or failure of
communication [e.g., 5, 6, 7]. They may also influence other
cognitive processes like speech perception and phonological
processing [8].

A relatively large number of studies have been devoted to
lexical [e.g., 9, 10] and prosodic alignment [e.g., 11, 12, 13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. Although the
involvement of body motion and gesture in these processes
has gained a significant amount of attention only recently,
certain influential ideas can be found already in the early
works of Kendon [24].

The notions of “alignment”, “convergence”, ‘entrainment”,
“co-ordination” or “synchrony” are defined from different
viewpoints and with different purposes in mind [e.g., 25, 26]
but the phenomena they refer to remain strongly interrelated.
In their proposal of Interactional Phonology, Wagner et al. [8]
postulate that alignment may percolate across various levels of
representation. In our research, in turn, we hypothesize that
the mutual influences between dialogue parties are not
necessarily held within a single sensory modality. For

maci ej k@unu. edu. pl, ewa@ arnol owi cz. art . pl

example, gesture rate in one speaker may influence speech rate
in the other or vice-versa. Such processes of entrainment seem
to be more difficult to explain but may be of equal importance
and strength as the intra-modal ones.

In the present contribution, cross-modal interactions are
brought to focus with the use of DiaGest2 multimodal corpus
as speech material, and the SRMA plugin as an
implementation of moving time-windows approach
(Section 2). The results of multiple regression used for
analysis of interaction are discussed in Section 3 and
concluded in Section 4 of the paper.

2. Cross-modal interactions in task
oriented dialogues

2.1. DiaGest2 multimodal corpus

The study is based on DiaGest2 multimodal corpus of task-
oriented dialogues using “origami” task [27]. The task itself is
reconstructing a paper figure visible only to one of the
participants (instruction giver, IG) and invisible to the other
(instruction follower, IF). The latter is provided with all the
necessary materials and then instructed by the IG how to build
the figure. The corpus consists of ten sessions recorded in the
mutual visibility condition and ten in the limited mutual
visibility condition. Only the former are analysed in the
present study. Participants were female and male students of
philology. There was an equal number of females and males in
the role of IG while IFs were always females.

DiaGest2 corpus includes transcriptions and annotations
of a variety of phenomena both on the level of speech and
gestures. Speech was segmented into intonational macro- and
micro-phrases, transcribed orthographically and phonetically
for both IGs and IFs. For IG, gestures were annotated with a
varying level of detail, depending on the gesture category. For
all IG speakers, however, gaze shifts, the boundaries of
gesture phrase as well as changes of hand movement direction
within gesture phrases were tagged [27].

As the original DiaGest2 project was focused on the
multimodal realisation of selected categories of dialogue acts
that are much more frequently produced by IGs than IFs, some
behaviour (e.g., gesticulation) was annotated only for IGs.

2.2. Assumptions and methods

A previous analysis of interactions based on the annotations of
DiaGest2 corpus was performed using simple univariate
correlation measures between speech rates and nPVI [28]
measurements in dialogue utterances [22]. This choice was
made for the sake of comparisons between the results obtained
from DiaGest2 and from another corpus including only
telephone conversations with no eye contact nor gesture
annotation [29]. Because of that it was decided to use only the
cues available for both groups of speakers, i.e. those included
in the speech signal. Since DiaGest2 multimodal corpus
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includes also dialogues recorded with eye contact between
interlocutors, it provides appropriate material for analyses of
both speech and gestures. In the present study, we thus extend
the scope of interest towards potential cross-modal
interactions based on both verbal and non-verbal cues.

In order to observe the phenomena related to the rate and
(co-)occurrence of speech and gesture events we used moving
time-windows approach according to which a selected
parameter is measured and averaged within a fixed-size time
window moving along the time axis. A similar method was
employed by Kousidis et al. [13, 15] who additionally used a
weighted mean, where the interval durations were the weights.
We applied the SRMA (Segment Rate Moving Average)
plugin developed for Annotation Pro [22, 31]. With this
plugin, the size of the moving window as well as the overlap
between subsequent time-windows can be adjusted by the
user. Different values may be required depending on, e.g., the
overall rate or number of segments and silence intervals within
an annotation tier which may, in turn, differ significantly
depending on the level of annotation detail or communicative
channel and modality.

Since speech and gesture tend to synchronise in one
speaker [31, 32, 33, 34, 35, 8], using only simple regression
and correlation for multimodal data may result in numerous
artefacts (e. g. finding spurious correlations variables A and B
which in fact is dependant on another variable, C, with which
B is intercorrelated). In order to analyse the present data,
multiple regression is used which is expected to provide
better control over all the independent variables, accounting
also for their cross-correlations [36]. With multiple regression
it is possible to include all the independent variables (e.g. the
number of syllables, gestures and movements preformed by
one participant) in one equation and measure their influence
on the dependent variable. Thus, for each time-window
several measurements of one participant's behaviour were used
to predict the single measure of communicative behaviour
(mainly speech rate) of the second speaker in the same
window.

In the abovementioned earlier analysis of convergence in
DiaGest2 corpus [22], measurements for separate dialogues
were in focus, while in the present study a grand average
approach is used. Accordingly, all the dialogues are treated as
a single set of data and the results of multiple regression may
be interpreted more generally.

The main goal of the present study was to investigate the
potential interactions between communicative behaviour of
dialogue participants, and the possible association between
IG’s gestures and gaze shifts with [F’s gaze shifts and speech.
The main hypotheses were:

1. IG speech rate (number of syllables or micro-phrases
per time-window) will correlate with IF speech rate;

2. IG gesture rate (number of gestures or movements per
time-window) will correlate with IF gaze shifts rate (number
of focus changes).

2.3. Data extraction

Five different time-window size settings were used with the
SRMA plugin (Section 2.2), i.e. 20, 30, 40, 50 and 60
seconds, with two overlap settings (33% of overlap for
window sizes of 20-40, and 75% for sizes of 50-60). Increased
overlap size allowed for collecting more data points. The
analysis of the narrowest time-windows (20 and 30 seconds)
was interpreted as referring to the local entrainment, while the
widest ones (50 and 60 s) — to the global one.

For each of the time-window sizes, the values based on
the number of the following events were calculated:

» information giver (IG) left and right hand gestures
(gesture phrases) (G-PhraseLH and G-PhraseRH);

* IG left and right hand movements performed during the
phrases (movRH and movLH);

* IG and information follower (IF) gaze shifts (GazelF
and GazelG; gaze was annotated in terms of object
viewed with 3 distinct categories: OnPartner, OnFigure
and OnElse, and thus gaze shifts may be interpreted as
focus changes);

* IG and IF intonational micro-phrases and syllables
(MiIP_IG, MiIP_IF, SylIG and SylIF).

To explain which independent variables (features of
communicational behaviour of IG) affect dependent variables
(features of communicational behaviour of IF: GazelF, SyllIF
and MiIP-IF), multiple regression analyses were performed.
All the variables describing the behaviour of IG were taken
into account: speech (SyllIG and MilP-IG), gestures (G-
PhraseLH, G-PhraseRH, movRH and movLH) and gaze shifts
(GazelG). The effect sizes reported below are measured with
R’ for the whole multiple regression results and with
semipartial R when separate independent variables are
analysed. Semipartial R was chosen because it shows
correlation coefficient between a given independent variable
and the dependent variable that remains while influence of all
the other independent variables is controlled; in other words it
may be seen as an extraction of the single independent
variable from the multiple regression equation.

The analyses were performed initially for all the data as
one dataset. However, DiaGest2 dialogues can be divided into
two distinct groups comprising: female—female (FF) and
mixed, female-male (MF) dialogues. There are examples in
the literature indicating that the gender of participants may
influence the nature of entrainment [37]. In order to test that
hypothesis, multiple regression analyses for FF and MF
dialogues separately were also conducted.

3. Interaction analysis results

The statistical analyses described further in this section were
conducted with IBM SPSS Statistics for Windows. Measures
of the ten variables (3 for IF and 7 for IG) were extracted for
each time-window. The cases with more than six empty data-
points, i.e. no annotation within a given time-window, were
excluded from further analyses.

3.1.1. Multiple regression analysis results (grand
average)

Detailed results of multiple regression analysis are presented
in Table 1 while Figures 1 — 3 illustrate selected global and
local tendencies.

IF's gaze shift frequency (see Figure 1) appears to be affected
by IG's speech in the local time-scale (windows of 20-50
seconds size) and by IG's gaze shifts in more global scale (the
correlation emerges in a 40 s time-window). Contrary to our
expectations, semi-partial correlation with the gestures of IG
was found in only one time-window (50 s), which may be
caused by its high correlation with IG's speech rate. The shift
from negative to positive correlation between GazelF and
GazelG is probably an outcome of the change of data
resolution (from about 15 data points per dialogue to about
10), because of which the individual time-windows showing
negative association were averaged with adjacent time points
showing positive correlation.

The syllable rate in IG influences IF's speech rate (the number
of syllables per time-window, see Figure 2). The shift from
negative to positive correlation between 20 and 30 s time-
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windows may be caused by the change of data resolution:
from about 30 time-points per dialogue to about 20. A weak
negative correlation was also observed between the number of
syllables produced by IF and the number of IG's left hand
gestures. All the aforementioned correlations are local. No
single independent variable crucial for between-speakers
coordination emerges across the global time-windows,
although the communicational behaviour of IG taken as whole
correlates significantly with IF's speech rate measured with
both measures (syllables and micro-phrases). For the speech
of IF in general, the effect size increases slightly with the
increase in the size of the time-window (see Table 1).

The number of IF's intonational micro-phrases (see Figure 3)
in a given time-window appears to be affected mainly by IG's
speech measured as the number of syllables.
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Figure 2: Independent variables correlated with SyIlIF;
the points represent values of correlation coefficient
(semipartial R) found significant in each time window.
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Figure 1: Independent variables correlated with GazelF, the
points represent values of correlation coefficient (semipartial
R) found significant in each time window.

Table 1. Results of multivariate regression analysis: general results (first row for each dependent variable, R’ as effect size) and
independent variables (second row; semipartial R (RSem) as effect size) that emerge as significantly influencing each dependent
variable in different time-window sizes when all the other variables are controlled for. All the reported R measures are
significant with p<0.005.

20 s time-window 30 s time-window 40 s time-window 50 s time-window 60 s time-window
GazelF R?>=0.179 R?>=10.269 R?>=10.292 2=0.318 R>=0.414
SyllIG: RSem=0.168; | SyllIG: RSem=0.232; | SyllIG: RSem=0.2; SyllIG: RSem=0.191; | GazelG: RSem=-
MiIP-IG: RSem=- GazelG: GazelG: RSem=- 0.279;
0.179; RSem=-0.182; 0.202;
movLH: RSem=-
0.205;
SyllIF R2=0.07 R2=0.102 R2=0.144 R2=0.15 R2=0.162
MiIP-IG: RSem=- MilP-IG: MilP-IG: no significant no significant
0.172; RSem=0.215; RSem=0.191; semipartial semipartial
SyllIG: SyllIG: RSem=-0.179; | G-PhraseLH: correlations correlations
RSem=-0.123; movRH: RSem=-0.18; | RSem=-0.206;
G-PhraseLH: G-PhraseLH:
RSem=-0.12; RSem=-0.185;
MilP-IF R?=0.062 R2=0.114 R2=10.196 R2=0.217 R2=0.212
MilP-IG: MilIP-IG: MilIP-1G: no significant no significant
RSem=0.186; RSem=0.233; RSem=0.217; semipartial semipartial
correlations correlations
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3.1.2. Multiple regression analysis results by groups

Detailed results of multiple regression analysis by groups are
presented in Table 2 and (to illustrate global and local
tendencies) in Figures 4-7.

Evidence for significant associations between IG's and IF's
behaviours in both groups was found only for GazelF. There
is a stable (with a global tendency in FF group) medium
correlation between IF gaze shifts and IG communicational
behaviour. However, the structure of co-ordination is different
in the two groups: the rate of syllables per time-window in IG
is crucial in the FF group (see Figure 4), whereas in the MF
group none of the independent variables remains in significant
correlation with GazelF through adjacent time-windows, only
GazelG seems to be important locally (in time-windows of 20
and 40 seconds size; see figure 5).

There is also evidence for weak and unstable local
association between GazelF and IG gestures. The lack of
global association between gaze shift rates in the MF
dialogues may be the effect of the lack of coordination, but
may also be caused by the fact that in one of the MF dialogues
a reverse association (a negative one) between dialogue
participants’ gaze shift rates was observed.

350
330
310
290
270 A
250
230
210
190

R(semipartial) measures
for GazelF (FF)

170 ™

v
150
20 30 40

- gazelG
—— GphrRH
=¥ GphrLH
- SyllIG
=->—MilP_IG
movRH

50 60

Figure 4: Independent variables correlated with GazelF
(FF dialogues), the points represent values of
correlation coefficient (semipartial R) found significant
in each time window.

Table 2. Results of multivariate redgression analysis in FF (female-female dialogues) and MF (male-female dialogues) groups.

General results for each depen

ent variable in each group are presented in the first rows and independent variables that

emerge as significantly influencing dependent variables in different time window sizes are presented in second rows (with
semipartial R (Rsem) as effect size). All the reported R measures are significant with p<0.005 or p<0.006 (indicated with *).

20 s time-window 30 s time-window 40 s time-window 50 s time-window 60 s time-window
GazelF FF: R2=0.303; FF: R2=0.335; FF: R2=0.39; FF: R2=0.386; FF: R?2=0.498;
MF: R?=0.288; MF: R2=0.371; MF: R2=0.31; MF: R2=0.277; MF: R? = 0.442;
FF: GazelG FF: SyllIG FF: GphrLH FF: SyllIG* FF: SyllIG
(RSem=0.175) (RSem=0.29) (RSem=0.273) (RSem=0.248) (RSem=0.282)
GphrLH SyllIG (RSem=0.326) movRH
(RSem=0.161) (RSem=0.216)
SyllIG (RSem=0.207)
MF: GazelG MF: no significant MF: GazelG MF: no significant MF: no significant
(RSem=0.359) semipartal correlations (RSem=0.271) semipartal correlations | semipartal correlations
GphrLH
(RSem=0.191)
GphrRH (RSem=
-0.159)
SyllIF FF:R>=0.151; FF: R?=0.188; FF: R*>=0.282; FF: R?=0.328; FF: R?=0.503;
MEF: no significant MEF: no significant MF: no significant ME: no significant MEF: no significant
correlation correlation correlation correlation correlation
FF: MilP_IF FF: MilP_IF FF: MilP_IF FF: MilP_IF FF: movLH (RSem=
(RSem=0.233) (RSem=0.321) (RSem=0.273) (RSem=0.313) -0.279)
GphrLH (RSem=
-0.238)
MilP-IF FF: R2=0.184; FF: R2=0.273; FF: R>=0.318; FF: R?>=0.43; FF: R?2=0.507;
MF: no significant MF: R?=0.287; MF: no significant MF: no significant MF: no significant
correlation correlation correlation correlation
FF: MilP_IG FF: MilP_IG FF: MilP_IG FF: MilP_IG FF: movLH (RSem=-
(RSem=0.29) (RSem=0.39) (RSem=0.446) (RSem=0.353) 0.29)
GazelG (RSem= movRH*
-0.289) (RSem=0.259)
GazelG (RSem=
-0.312)
MF: GphrRH
(RSem=0.487)
GphrLH (RSem=
-0.487)




GESPIN

87

400

300

200 . -B-gazelG
——GphrRH
100 =¥ GphrLH
== SyllIG
0 =>—MilP_IG

20 30 40 50 60

-100

R(semipartial) measures
for GazelF (MF)

v
-200

Figure 5: Independent variables correlated with GazelF
(MF dialogues); the points represent values of
correlation coefficient (semipartial R) found significant
in each time window.

400

] 300 Pre Lo .-
4] ot y-
v

7 200
8~

L
g L oo —— GphrLH
L —_— S)_/IIIG
<= 0 --¥---MilP_IG
% U>)\ o 20 30 40 50 60 A mMOoVvRH
25 —— movLH
e+«
51 -200
) ]
@ -300 >

-400
Figure 6: Independent variables correlated with Syll[F
(FF dialogues) ; the points represent values of
correlation coefficient (semipartial R) found significant
in each time window.

500

400
300

[

L

o - gazelG
z - GphrRH
=0
85 10 GphrLH
g— 5 - SyllIG
o= 0 B
29 20 30 40 50 60 > MilP_IG
X s 100 movRH

a =4 movLH

Q  -200

£

-300 L %]

-400

Figure 7: Independent variables correlated with MilP_IF

(FF dialogues), the points represent values of correlation

coefficient (semipartial R) found significant in each time
window.

Evidence for entrainment between IG's and IF's speech
measures was found only in the FF group. As when all the
dialogues were analysed together (see Figures 2 and 3),
MilP_IG seems to be the most important independent
variable. The lack of significant association between IG's other
behaviour and IF's speech may be caused by social variables
(gender and the degree of familiarity), but may also be caused
by the fact, that in one of the MF dialogues, the average
syllable and micro-phrase rate is lower in IG, than IF.

4. Conclusion and further work

Verbal and paraverbal behaviour tend to be highly correlated
within one speaker in terms of frequency or rhythm.
Consequently, the results of simple correlations between those
measures and behaviour of another speaker may be spurious
or epiphenomenal. That was the reason why multiple
regression analysis was applied in this study.

In the short task-oriented dialogues requiring instruction
and error monitoring certain evidence of multimodal between-
speaker coordination was found, especially between IF gaze
shifts and IG speech, and (although only a local one) between
IF speech and IG gestures. Since it was IG who played the
leading role of dialogue manager, usually speaking more and
first, it might be expected that it was rather IF adjusting her
behaviour to IG. Though the strongest correlations were found
between IF and IG speech rate measures, we also observed
quite stable correlations between IF gaze shifts and IG
behaviour as well as an indication of a weak correlation
between IG left-hand gestures and IF speech rate.

Contrary to our expectations, IF gaze shifts correlated
rather with IG speech than gestures. This (together with the
fact that IF speech correlated with IG speech as well) may
mean that speech is the main indicator of rhythm to which
dialogue participants may entrain. However, gestures also
emerged as important for entrainment, especially when IF
syllable rate was measured. What is more, in FF group there
was some indication of local correlation between IG gestures
and IF gaze shifts.

When analysed separately, FF and MF dialogues seem to
be very different in terms of multimodal entrainment. What is
most interesting, is that more significant and more stable
correlations were found in the dialogues in the FF (uni-
gender) group than in the mixed one. The difference is most
visible in speech co-ordination, since significant regression
measures for verbal behaviour were found only in FF group.
Co-ordination seems to be rather global in both cases, since
the effect size tends to rise with the increase of the time-
window size. The difference may be motivated by the gender
of the participants, with female IF in mixed groups less eager
to adjust their behaviour to IG’s.

While discussing the differences between the FF and MF
dialogues in DiaGest2 corpus, a potential distracting factor
should be mentioned related to the fact that the pairs of
interlocutors might have differed in terms of the degree to
which they knew each other at the time of the recording
session. During the recording the data was not gathered
methodically, but it may be the case that within FF dialogues
there were more pairs who were more familiar to each other or
were friends. Friends might be expected to exhibit different
communication strategies, including different degree of
multimodal entrainment than distant colleagues or strangers
(cf. also the considerations in [38] as regards interactional
convergence in storytelling by friends and good colleagues
recorded for [39]). Further investigation in this direction
might also provide a broader perspective also for the studies
of gender-dependent relationships.

Results of the present analyses may also suggest that there
is relatively little multimodal entrainment based on
gesticulation between dialogue partners. However, this
observation should be treated as a tentative one due to fact
that so far we looked only for linear correlations while the
character of such association may be different and can vary
through interaction. Moreover, one should take into account
the characteristics of task-oriented dialogues we explored
where participants often were loosing eye contact and
sometimes paused verbal interaction in order to work on the
manual part of the task.
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Abstract

People with aphasia (PWA) spontaneously use various gesture
types. Such gestures can potentially express semantic content
that complements speech.

We investigated whether production of different gesture types
adds crucial semantic content to the spoken output produced
by PWA. In a perception experiment using multiple choice
questions, naive judges reported their information uptake from
messages communicated by PWA in a speech-only vs.
gesture+speech condition. The results show that the choice of
response-options differed between conditions for all tested
gesture types. We conclude that gestures in PWA disambiguate
the interpretation of communicated messages and therefore
markedly influence the expression of semantic content.

Index Terms: gesture, aphasia, spontaneous communication,
semantic content

1. Introduction

The relationship between gesture and speech is assumed to
vary between different gesture types. Kendon [1] distinguishes
between gesticulation, pantomimes, emblems and sign
language. These gesture types show different characteristics in
terms of their relationship to speech, their degree of
conventionalization and  their  linguistic  properties.
Gesticulations are not conventionalized, only appear with
speech and have no linguistic properties. In contrast, emblems
and pantomimes are conventionalized to a certain degree and
hold some linguistic properties. Therefore, the latter two
gesture types hold the potential to be understood without
accompanying  speech, whilst the interpretation of
gesticulations is closely related to the accompanying speech.

The role of gestures in the expression of semantic content
has been investigated in a number of studies. One line of
enquiry relates to whether the content expressed via gesture is
redundant to the accompanying speech or complementary.
Some researchers argue that iconic gestures do not play an
important role in the communication of relevant information
[e.g. 2]. This assumption is based on the finding that
participants' interpretation of semantic content was not
improved with the accessibility of visual information
compared to only audio information. In contrast, Bangerter [3]
as well as Melinger and Levelt [4] report that spatial
information is completely omitted from spoken output in the
presence of deictic or iconic gestures in target-identification
tasks. Furthermore in narratives, [5] parts of the informational
content expressed via gesture was not inferable from the
content of the spoken output.

The coordination and link between gesture and speech can be
conceptualised by the planning and production processes
underlying each. Non-parallel expression of content in gesture
and speech can be accounted for by models of gesture
production that assume a shared origin of gesture and speech
and tightly coordinated but separate production processes of
the two channels, for example the Sketch Model [6, 7]. Parts of
a speaker’s communicative intention can be conveyed via
gesture and do not necessarily have to be specified in speech
as well. This is especially evident in people with impaired
spoken output, as is the case in PWA [8, 7]. However there is
evidence against this compensative or trade-off relationship of
gesture and speech in non-impaired speakers [9]. Regarding
people with aphasia some researchers were able to
demonstrate a spontaneous and compensative use of gestures
that is especially true for those individuals presenting with
severe aphasia [10, 11]. But this potential compensative role
of gesture for PWA has been debated, with evidence against an
effective compensative use of gestures [12]. Furthermore,
there is evidence that both gesture and speech are vulnerable
to simultaneous break down in PWA [13]. These findings
clearly call into question the view that gesture plays a
compensatory role in the case of aphasia.

Whilst acknowledging the lack of consensus regarding the
role of gesture in communication, it is widely accepted that
PWA make use of various gesture types in spontaneous
communication [e.g. 14, 15]. Amongst many other gesture
types, Sekine and colleagues [15] identified emblems,
pantomimes and referential gestures as frequently used by
PWA in spontaneous communication. Whilst we know that
PWA with different aphasic types and severities make
spontaneous use of a variety of gestures in communication,
previous studies have not investigated the content expressed
via gesture. Furthermore, it cannot be inferred from previously
reported evidence what information listeners were able to
comprehend when gesture, speech or both channels were
accessible.

Hogrefe et al. [11] investigated the comprehensibility of
cartoon-narratives produced by PWA based on the responses
of naive judges. The PWA recalled the cartoon narratives in
two conditions: 1) they were asked to retell the cartoons they
watched without any specific instructions (speech+gesture
condition) and 2) they were explicitly asked to retell the
cartoons only by the use of gestures (gesture only condition).
Judges' information uptake from the first condition was
compared between gesture and speech. The reactions to the
audio stimuli were more accurate for 8 (out of 16) PWA. For 2
of the 16 PWA, judges' reactions to the gesture stimuli were
more accurate. Judges' reactions to the gesture stimuli from
the first condition (speech+gesture) were also compared to the
gesture stimuli from the second condition (gesture only). The
judges’ responses were more accurate for 8 PWA in the second
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condition. In summary, speech was more informative than
speech+gestures in most PWA. However, for some PWA their
speech-replacing gestures (gesture only) were more
informative than their speech-accompanying gestures
(speech+gesture).

In an additional analysis, Hogrefe et al. [16] evaluated the
information content that six judges identified from the speech
vs. gesture (speech+gesture condition) stimuli used by PWA.
The judges were presented with choices from a list of
predefined content-related propositions and asked to identify
which propositions they were able to recognize from the
stimuli. For 5 of the 16 PWA, more propositions were
correctly detected from the gestures. Similarly, for 5 of the 16
PWA, more propositions were correctly detected from the
speech by the judges. A subsequent analysis per proposition
was carried out to investigate if there were a) any cases in
which no information was understood from either of the
communication channels, b) propositions were recognized
from both modalities (redundant), ¢) propositions were solely
recognized from gesture, and d) propositions were solely
recognized from speech. The redundant score did not
significantly differ from the gesture-only score for the whole
group. For individuals presenting with severe aphasia, more
propositions were shown to be conveyed solely by gesture.
These results suggest that individuals with severe aphasia
produce gestures to compensate for their reduced verbal
output. However, whilst Hogrefe et al. [16] considered the
effects of all gestures used in the narrative, they did not
distinguish between different gesture types and their
respective influence on the judges' perception.

Rose and colleagues [17] tested the comprehensibility of
pantomimes produced by PWA. The data were extracted from
spontaneous conversations and presented in a) audio+video b)
audio only and c) video only. Seventy-four student participants
answered open-ended questions (OQ) and multiple-choice
questions (MCQ). The combined audio+video stimuli led to
the most accurate responses to both the OQ and MCQ.

In a follow-up study by De Beer et al. [18], the impact of
gestures on the communicative effectiveness in PWA was
investigated. The accuracy of information uptake from
messages communicated by PWA was studied for three
different gesture types; referential gestures, emblems and
pantomimes. Clips from conversation samples of PWA were
presented in a gesture+speech condition or a speech-only
condition. Participants answered OQ and MCQ and their
responses were scored. Participants' responses were more
accurate in the gesture+speech condition for all tested gesture
types for both OQ and MCQ. The choice of the MCQ options
was compared between conditions: analysis indicated that
participants’ responses differed significantly between the two
conditions. In other words, the participants’ perception of
information content differed between the gesture+speech and
speech-only conditions. However, the choice of response
options was not tested for each of the specific gesture types.
Hence it is not possible to infer from the data if all three
different gesture types (pantomimes, emblems and referential
gestures) express information that differs from verbal speech
to a different extent.

The present study represents a follow-up analysis of
participants’ choice of response-options from the multiple-
choice questionnaire for pantomimes (as defined by Kendon
[1]), emblems (as defined by Kendon [1]) and referential
gestures (reflecting what Kendon [1] named gesticulations and
subsuming McNeill's [19] deictic and iconic gestures). We
compared participants' responses between two different
presentation conditions 1) gesturetspeech (G+S) and 2)
speech-only (S-O). The analysis aimed to further differentiate
various gesture types and their respective effects on listeners’
uptake of messages produced by PWA.

2. Method

A subsequent analysis was conducted using data collected in a
perception experiment. In the original study, we tested
participants' reactions to 30 stimulus clips taken from
spontaneous conversation samples of PWA [18].

2.1. Participants

10 participants with aphasia were chosen from the
AphasiaBank Database (http://www.talkbank.org/ Aphasia
Bank). They presented with primarily productive deficits and
varying degrees of severity of aphasia (for details on the
participants, see De Beer et al. [18]).

60 student participants were recruited as naive judges for
the study. The participants were blinded to the aims of the
study.

2.2. Material

a) Video and Audio Stimuli

The clips for the experiment were chosen from
conversational samples of the AphasiaBank Database. These
clips are recordings of PWA reporting their stroke story and
also an important event of their lives. For each PWA, one clip
per gesture type was chosen (i.e., pantomimes, emblems and
referential gestures). An exception to this was Subject 2, who
did not produce any pantomimes in the samples. To ensure an
equal number of clips per gesture type, two clips with
pantomime gestures were chosen from the conversation
sample of Subject 4. This yielded a total of 30 clips containing
the gestures of interest. For each of the 30 clips, an audio and
a video version were created. The chosen clips were of
varying lengths (2 to 10 seconds) due to differing complexities
of the communicated messages. Gesture classification was
conducted by the first author. The classification for the 30
gestures was checked by a second blinded rater who was
familiar with the categorisation system used. Agreement
between the two raters was reached for 83.3% of all cases.
Cohen’s kappa for inter-rater reliability was acceptable at .75.

b) Multiple Choice Questions

MCQ were constructed to identify the information that the
judges understood from the clips. The four multiple choice
options included:

1) gesture+speech (G+S) message, i.e., the target message
based on the information from the video and the audio
versions of the clips;

2) G+S distractor which was semantically related to the
G+S message;

3) speech-only (S-O) message, i.e., a message solely based
on the information from the audio versions of the clips;

4) S-0 distractor which was semantically and phonetically
related to the S-O message.

The transcript of one of the stimulus clips (clip 20) is
presented below. Table 1 displays the four constructed
response options for clip 20.

The four response options were generated by two of the
authors. For the construction of the S-O messages, one rater
listened to the audio versions of the clips without knowing the
video versions.

Example for one stimulus clip: Transcript of the target gesture
and the accompanying speech for Clip 20.

S: and one le uh left

H: left hand in front of the body, palm turned upwards
(preparation)

[/1.5/]

H: pantomime: left hand and arm on chest height, hand is
oriented downwards, circular movement above the table,
imitates sprinkling something on top of a round object (target
gesture)

S: [and decorate] cakes an'

S spoken output

H hand movements (in italics)

/ silent pause (duration in seconds reported in
brackets)

1] stroke of gesture
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Table 1. Overview of the messages and distractors
for Clip 20

1) G+S message | was decorating cakes left-handed
2) G+S distractor | | was baking cakes
3) S-O-message When they left | was decorating cakes

4) S-O-distractor | | was decorating the house and baking
a cake after they left

2.3. Procedure

Participants were randomly assigned to one of the two
experimental groups. In group 1 (n=30) clips 1 - 15
represented the audio or S-O version and clips 16 - 30
represented the video or G+S version. For group 2 (n=30) the
presentation modes were reversed. In the experimental
sessions all participants started with the S-O condition to
avoid any unwanted effects of order of condition. Each clip
was presented twice before participants were asked to report
what they understood from the clips by answering to one OQ
per clip and the subsequent MCQ (for more information about
the OQ see De Beer et al. [18]).
Participants recorded their responses in a response booklet in
written form. For the MCQ, participants were asked to choose
the option they felt best matched the message the PWA in the
respective clip was trying to communicate. Gestures were not
mentioned in the instructions or any of the written forms. The
number of choices of each option was counted per clip and per
condition.

Analysis

Clip number 4 was removed from the analysis because of
poor sound quality. The gesture type presented in clip 4 was an
emblem. Thus for the category of emblems only 9 clips were
included in the final data analysis.

Two-tailed Wilcoxon Sign Ranked Test for related samples
was used for the statistical analysis.

3. Results

a) Referential Gestures

For the category of referential gestures, the G+S message
was chosen significantly more often (Z = -2.549, p = .011) in
the G+S condition (mean = 21.6, SD = 6.931) compared to the
S-0O condition (mean = 10.6, SD = 8.249). The G+S distractor
was chosen more often in the G+S condition (mean = 3.6, SD
= 4.671) compared to the S-O condition (mean = 2.8, SD =
4.686), but this difference did not reach statistical significance
(Z =-.06, p =.952). The S-O message was chosen more often
in the S-O condition (mean = 8.90 , SD = 5.744) than in the
G+S condition (mean = 2.2, SD = 3.155). This difference was
significant (Z = -2.553, p = .011). Also the S-O distractor was
picked significantly more often (Z =-2.492, p =.013) in the S-
O condition (mean = 7.7, SD = 7.273) compared to the G+S
condition (mean = 2.6, SD = 2.989). See Figure 1.
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mean choices of response options

response options

Figure 1: Frequencies (means) of the four different
choices of response options for referential gestures compared
between the gesture + speech condition (black) and the
speech-only condition (grey). Significant differences are
indicated by asterisks.

b) Emblems

For the category of emblems, participants chose the G+S
message more often in the G+S condition (mean = 16.56, SD
= 10.43). This difference to the S-O condition (mean = 9.11,
SD = 7.132) reached statistical significance (Z = -2.556, p =
.011). The difference for the G+S distractor between the G+S
condition (mean = 3.22, SD = 5.426) and the S-O condition
(mean = 3.56, SD = 5.615) was not significant (Z = -.632, p =
.527). Participants' choices of the S-O message differed
significantly between conditions (Z = -2,075, p = .038) and it
was more often chosen in the S-O condition (mean = 11.22,
SD = 7.513) compared to the G+S condition (mean = 6.33, SD
= 8.602). Participants chose the S-O distractor significantly
more often (Z = -2.2, p = .028) in the S-O condition (mean =
6, SD = 7.826) compared to the G+S condition (mean = 4, SD
=7.632). See Figure 2.
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Figure 2: Frequencies (means) of the four different
choices of response options for emblems compared between
the gesture + speech condition (black) and the speech-only
condition (grey). Significant differences are indicated by
asterisks.

¢) Pantomimes

For the category of pantomime gestures, the G+S message
was chosen more often in the G+S condition (mean = 20, SD =
8) compared to the S-O condition (mean = 11.7, SD = 9.638).
This difference was statistically significant (Z = -2.67, p =
.008). No significant difference (Z = -.768, p = .443) was
found for the choice of the G+S distractor between the G+S
condition (mean = 2.2, SD = 3.736) and the S-O condition
(mean = 3.5, SD = 5.642). The S-O message was chosen more
often in the S-O condition (mean = 10.6, SD = 8.884)
compared to the G+S condition (mean = 6.5, SD = 5.421).
This difference did not reach statistical significance (Z = -
1.899, p = .058). Participants' choices of the S-O distractor
differed significantly between conditions (Z = -2.536, p =
.011). It was chosen more often in the S-O condition (mean =
4.3, SD = 3.622) compared to the G+S condition (mean = 1.2,
SD =1.135). See Figure 3.
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Figure 3: Frequencies (means) of the four different
choices of response options for pantomimes compared
between the gesture + speech condition (black) and the
speech-only condition (grey). Significant differences are
indicated by asterisks.
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4, Discussion

In summary, the participants' choices of response options in
the MCQ differed between conditions for all three gesture
types. The G+S message and the S-O message were chosen
more often in their respective conditions. These effects were
significant, apart from the number of choices of the S-O
message for pantomime gestures. For the G+S distractors no
remarkable effects of condition were found for either of the
three gesture types. The S-O distractor was chosen
significantly more often in the S-O condition for all three
gesture types.

The number of choices of the response options indicates
overall that the participants did pay attention to the type of
gesture that the PWA produced in the clips and that the
information expressed via all gestures was used for the
interpretation of the messages. This supports earlier findings
by De Beer et al. [18].

In the G+S condition, participants demonstrated a clear
preference for the G+S message (the target message); this was
true for all three gesture types. However, in the S-O condition,
participants did not choose the S-O message with a similar
frequency. Participants’ choices of the response options were
less stable in the S-O condition; here, the target message was
chosen with a similar frequency as the S-O message for all
three gesture types. A remarkable number of participants in the
S-O condition still chose the target message which is not
surprising, because for many clips most of the semantic
content was expressed in speech. The presentation of the MCQ
options might have influenced participants' interpretation of
the messages. Particularly in the S-O condition, when
participants did not have access to the complete informational
content (i.e.,, information conveyed via gesture), the
presentation of the target message might have led to
reinterpretation of the audio-stimuli. Combining these
assumptions together with the effects of condition, it can be
inferred that the accessibility of the information from the
gesture channel decreased the ambiguity of the communicated
messages in the stimuli. Therefore in the G+S condition when
participants had access to the information from both
modalities, they were able to identify the target message with
higher accuracy.

Strikingly the G+S distractors were rarely chosen in both
conditions across gesture types. There were no clear effects of
condition found for this distractor. This finding may be due to
the construction of the distractors, because the G+S distractor
was only semantically related to the G+S message and not
always phonetically related to the information presented in
verbal speech. Hence the G+S distractors may not have been
sufficiently closely related to the target messages.

The effects of condition were shown for all three gesture
types. This indicates that all tested gesture types did influence
the participants' information uptake. By their nature,
pantomimes and emblems hold the potential to convey content
that complements or even replaces spoken output. Referential
gestures are assumed to be more tightly related to spoken
output and only completely interpretable in the context of the
accompanying speech. Surprisingly, within this study, the
effect of gesture on participants’ interpretation of semantic
content was not limited to pantomimes and emblems;
participants showed similar effects for all three gesture types
on information uptake, though one would expect stronger
effects of gestures that can replace speech in the case of
impaired production of speech. For at least some PWA,
gesture might necessarily be used to replace speech in the
event of severely compromised spoken output. It is crucial to
mention that some content is still expressed in speech by PWA
in most cases. One-word utterances as well as sentences
interrupted by unsuccessful word retrieval still serve as a
source for semantic content for listeners. Gestures produced in
spontaneous conversation can be interpreted in the context of
even very reduced speech production. Within this study, all
tested gesture types played a significant role in the expression
of semantic content. This semantic content can complement
spoken output, but it is still interpreted in the context of
spoken production. The findings of the current study support

our earlier conclusions [18] and serve to further our
understanding of the impact of different gesture types on the
expression of semantic content in PWA. Therefore, we were
able to contribute to the evidence suggesting a compensative
use of gestures in PWA, i.e. argue against the assumption that
gesture and speech break down in parallel in PWA.

We acknowledge that the choice of stimulus clips might
have influenced the results of the study. This would be true if
only sequences were chosen in which gestures were used in a
speech-replacing way. However we included clips of
sequences in which gestures were complementary but also
redundant to the spoken output. Thus the stimuli were chosen
to reflect varying degrees of complement or redundancy.
Future studies might wish to consider constructing the target
messages and distractors on the basis of independent judges'
interpretation of the audio and video stimuli to improve
validity. We also acknowledge the use of short messages in a
perception study has been criticised by Beattie & Shovelton
[5], who argued that the information expressed via gestures is
often inferable from the wider context of a narrative. In the
present study we used parts out of spontaneous conversation
samples. Whilst it is plausible that contextual information
influenced judges’ perception of messages, we took care not to
choose any clips that could only be interpreted with context
knowledge of the whole conversation. Finally, the work of
Hogrefe et al. [16], who investigated the information uptake
from narrations produced by PWA, also suggests that in some
individuals with aphasia gestures are more informative than
speech.

5. Conclusion

All three gesture types under investigation (pantomimes,
emblems and referential gestures) influence the interpretation
of the messages communicated by PWA. Gestures produced
by PWA are used by listeners to disambiguate messages from
spoken output. Gestures do not necessarily have to be used in
a speech-replacing way by PWA to play a role in the
expression of semantic content. Therefore, communication in
PWA has to be viewed as a multi-modal process. Gesture types
which differ in the degrees of conventionalisation and relation
to speech have been demonstrated to hold the potential of
expressing semantic content. This was true even for gestures
that are closely related to spoken output (referential gestures).
Our results clearly suggest a compensative use of different
gesture types and broaden the knowledge about their role for
communication for PWA.
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Abstract

Based on qualitative analyses of spontaneous interactions
between native speakers of British English, this paper argues
that speakers’ use of multimodal enactment during constructed
dialogue can be motivated by stance-taking processes.
Speakers use multimodal enactment (i.e. change in voice
pitch, pantomime) when dis(s-)tancing themselves from a
stance attributed to an absent subject. When endorsing an
absent subject’s stance, they don’t use multimodal enactment,
thereby iconically representing the outside stance as their own.
Theoretically, this study re-evaluates Du Bois’s (2007) Stance
Triangle as a Stance Tetrad: speakers simultaneously position
themselves with respect to an object and both present and
absent subjects.

Index Terms: multimodality, enactment, stance-taking,
constructed dialogue, interaction

1. Introduction

As remarked by Tannen [1], reported speech is an
inaccurate term to describe direct discourse attributed to
another source than the speaker here and now. There is no
point, she explains (among others), in assessing the
truthfulness of the representation of speech by direct
discourse: the original discourse can usually not be accessed
and the direct discourse is nothing but a production of the
speaker here and now. When using direct speech, the speaker
is not so much representing somebody’s speech as presenting
discourse in the form of “constructed dialogue” [1].
Constructed dialogue can have a much larger range of
pragmatic functions than just referring to speech, just as direct
speech can be used to characterize non-speaking entities, like
objects, through fictive interaction [2].

Direct speech, which dissociates the speaker’s voice from
his responsibility, has been studied from a rich variety of
approaches. Goffman’s [3] sociolinguistic description of
institutional speech distinguishes author (the source of the
speech), animator (the person who is voicing the speech) and
principal (the entity that is responsible for the speech). A large
body of research in French enunciative linguistics has
accounted for such polyphony with a distinction between
locutor (the speaking voice), and enunciator (the origin of the
speech), which can be distinct from the speaker himself ([4],
[5], [6] among others). A locutor’s utterance can hence contain
multiple enunciators. This distinction has a lot in common
with Martin & White’s appraisal theory (anchored in
systemic-functional linguistics) [7]. In Martin & White’s
Bakhtinian approach, a speaker’s utterance always exists
against a backdrop of other possible utterances on the same
theme. Since “whenever speakers (or writers) say anything,
they encode their point of view towards it” ([8]: 197), any
utterance makes a speaker agrees or disagrees with the explicit
or potential perspectives of present interlocutors and/or absent
parties. From this perspective, direct speech is only a case
where the dialogical nature of all discourse is made explicit.

In the course of spoken interaction, constructed dialogue
can be supplemented by non-verbal components, such as a
change in voice pitch and/or coordinated body movements:
constructed dialogue can turn into multimodal enactment ([9],
[10], [11]). Indeed, if gestures are often used to represent
objects, one of the most familiar things to represent with a
talking body is another talking body ([12]: 16), in contexts
where so-called quotations actually function as multimodal
demonstrations [13].

Enactment is a well-documented phenomenon in Sign
Languages, under the name of role shift ([14] on ASL),
personal transfer ([15] on LSF) or constructed action ([16] on
Auslan), but has received less attention in spoken languages
(apart from [10], [17] and [18], where McNeill shows how
adults and children use enactments differently to express
observer and character viewpoint). This paper aims to show
that multimodal enactments during constructed dialogue in the
course of interaction do not only fulfill representational
functions but also stance-taking ones. More specifically, a
speaker’s use of voice change and bodily enactment can be
used as a resource to take a stance simultaneously with respect
to present subjects (interlocutors) and absent ones.

Stance has been studied from various approaches in corpus
linguistics, and broadly corresponds to “a display of a socially
recognized point of view or attitude” ([19]). When speakers
take stances, they simultaneously position themselves with
respect to a discourse object and an interlocutor: “stance is a
public act by a social actor, achieved dialogically through
overt communicative means, of simultaneously evaluating
objects, positioning subjects (self and others), and aligning
with other subjects, with respect to any salient dimension of
the sociocultural field” ([20]: 163). Studying stance is hence
fundamentally concerned with how propositional content is
always intermingled with the expression of intersubjective,
interpersonal relations. More particularly, this paper argues
that agreeing or disagreeing with absent subjects is another
basic dimension of stance-taking.

Based on qualitative analyses of spontaneous interactions
between native speakers of British English, I analyze how
speakers’ use of multimodal enactment during constructed
dialogue is motivated by stance-taking processes as follows.
(i) Speakers use multimodal enactment (i.e. change in voice
pitch and pantomime) when they distance themselves from a
stance attributed to an absent third party by constructed
dialogue. (ii) Speakers don’t use multimodal enactment (i.e.
there is continuity in their gesturing style and tone of voice)
when they endorse a stance attributed to an absent third party
by constructed dialogue.

2. Corpus and Method

2.1. Corpus

The corpus under scrutiny is a collection of videotaped
semi-guided discussions between pairs of friends (2 hours and
20 minutes in total), recorded in Spring 2011. All 16 speakers
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(7 male, 9 female) are university students (aged 18-30) who
are native speakers of British English. During approximately
15 minutes, the participants pick and discuss questions bearing
on environmental issues, a classical topic in applied ethics
([21]) that invite them to take stances, evaluate, and position
themselves with respects to norms and knowledge. All
participants signed informed consents before participating in
the data collection, and are anonymously identified by trigram
code names. Speakers sat in the familiar setting of a college
supervision room and were free to skip a question if they
wished. Recording pairs of friends made the conversation
spontaneous and familiar and sitting on chairs did not prevent
them from moving and gesturing freely from the waist up.
Although using multiple cameras allows for collecting visual
information ([22]) these naturalistic conversations were filmed
with just one camera, which is less intrusive.

2.2. Method

The chosen approach is founded in multimodal interaction
analysis ([23], [24], [25]). For each occurrence of constructed
dialogue in the corpus, voice pitch is analyzed in PRAAT
([26]) and the following features are coded in ELAN ([27]):

- Affiliation/ disaffiliation ([28]) with the absent subject:
based on the analysis of the sequential context, does the
speaker agree or disagree with the absent subject to whom the
speech content is attributed?

- Affiliation/ disaffiliation with the interlocutor: based on
the analysis of the sequential context, does the speaker agree
or disagree with his interlocutor on the topic?

- Vocal features: is there continuity or a marked change in
the speaker’s voice pitch range?

- Gestures: is there continuity or a marked change in the
quality of the speaker’s gestures (e.g. in speed or amplitude)?

- Gaze and posture: is there a shift sideways indicating the
creation of an imaginary story space and multimodally
expressing mixed viewpoints ([29])?

The results presented here focus on the qualitative study of
three sequences, which exemplify processes at work in the
data as a whole. The analyzed passages are transcribed in
intonation units ([30]), in which punctuation reflects
intonation, not syntax. Specific gestures are shown after each
transcript in screen captures. For the sake of clarity, turns at
talk are numbered and instances of constructed dialogue are
transcribed in bold.

3. Results

3.1. Endorsing an absent subject’s stance

In a previous study, we showed how absent subjects are
sometimes quoted as experts to serve as warrants for the
speaker’s discourse ([31]). But endorsing an absent subject’s
stance can have other forms and functions. In Excerpt 1, ANT
tells his interlocutor ELI a side anecdote from his adolescence,
in which a homeless man who smelt bad used to regularly visit
his local library. Each time he left, the librarian sprayed the
library with an air freshener, perplexing some library users.

Excerpt 1
1 ANT: and er she'd literally just like as soon as he left she

kind of like,

right I’m gonna go round with the febreze now,

and everybody else was like,

why why is she like going round with the febreze?

and she was like,

well you know the smelly guy’s been round again.
2 ELL:  (laughs) oh god,

3 ANT: (laughs) it was quite common knowledge.

In the passage, ANT presents both the library users’
incomprehension and the librarian’s justification of her action
in the form of constructed dialogue. His attribution of direct
discourse to the library users (why is she going round with the
febreze?) and to the librarian (well you know the smelly guy’s
been round again) is probably a reformulation rather than a
quote: in the silent environment of a library, they would more
likely have expressed their incomprehension by silent visual
displays (e.g. raised eyebrows) rather than voiced utterances.
Presenting their reaction in the form of direct discourse is
hence rather a strategy to stage the anecdote and create humor.
There is continuity in ANT’s gesturing style and voice pitch as
he shifts to the two points of view. In none of the three
occurrences of constructed dialogue (ANT, turn 1) does ANT
resort to a shift of posture and/or gaze to create a visual story
space. Rather, he keeps the same body orientation towards ELI
and his gaze fixed on her throughout constructed dialogue,
even though he embodies the mentioned absent subjects to
some extent. For instance, on right I'm gonna go round with
the febreze now, he keeps the same gaze and body posture
orientations as when he was speaking in his own name, but
combines them with an enactment of the librarian spraying
febreze in the library (Fig. 1). Enacting an absent subject’s
actions without explicitly marking the difference between self
and other, between real space and story space ([29]), is a way
for the speaker to iconically express his endorsement of the
absent subject’s attitude.

Figure 1: ANT (left)’s enactment of right ’'m gonna go
round with the febreze now.

Likewise, ANT uses the upper range of his own voice
pitch to voice the library users’ reaction as questioning an
observable state of affairs ([32]), the way he would do to ask a
question himself. He also maintains his usual pitch range
during both the quotative utterance ([33]) she was like and the
direct discourse itself well you know the smelly guy’s been
round again, which iconically suggests that he puts himself in
the absent subject’s shoes when voicing her stance. The visual
modality anticipates on the verbal content: the quotative
utterance is synchronized with a small palm-up shrug (lifted
shoulders, palm-up flip of the left hand, in Fig. 2) expressing
shared knowledge ([34]), which is later taken up verbally by
the discourse marker you know in the utterance attributed to
the librarian. The small amplitude of this shrug is in line with
the speaker’s gesturing style when he speaks in his own name.

Continuity in voice pitch range and gesturing style to
represent points of view that originally did not involve speech
in the form of constructed dialogue allows the speaker to
achieve several effects. Two different points of view (the
library users’ and the librarian’s) on the same event are
presented on an equal footing. By lending his own voice and
gesturing style to both of them, he endorses each viewpoint in
turn. More precisely, his whole talking body is mobilized to
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lend a voice to each of them, thereby suggesting that he could
well have reacted the same way in their place. ELI aligns with
ANT, empathetically laughing at the incongruous situation he
has just described, and their shared laughter (turns 2 and 3)
indicates their aligned stances (i.e. shared perspectives) on the

story.

Figure 2: ANT’s palm-up shrug on and she was like

3.2. Dis(-s)tancing oneself from absent

subject’s stance

an

In the data, distance with respect to an absent subject’s
stance presented as constructed dialogue is largely expressed
by non-verbal resources. Excerpt 2 is taken from the
conversation between SIM and DAN. DAN presents the
opinion of geographers about climate change in the form of
constructed dialogue. He heard them speak at a debate
organized by a geographical society, and was surprised by
their position on combating climate change: they argued that a
country should develop either renewable energies or nuclear
power, while DAN thinks that both should be developed
together. SIM joins him in questioning the absent subject’s
stance and DAN eventually confirms that he rejects it too.

Excerpt 2
1 DAN: like people I went to this debate,

they were a geographical society,

and they were saying,

oh it’s it’s either one or the other you know,
we can’t direct our attention to both.

but I definitely think we can,

2 SIM: really,
why not?
3 DAN: well this is what I didn’t understand,

none of them gave a good argument.

In this passage, the main function of direct discourse
cannot be truthfully quoting an absent subject: the source of
the direct discourse is explicitly identified as a group of people
(they were a geographic society) during a debate. DAN uses

multimodal constructed dialogue to sum up a collective stance
on a given topic, and makes extensive use of multimodal
resources to enact it. A first striking aspect is the use of a
change in voice pitch range in synchrony with the direct
discourse attributed to the geographers. On and they were
saying, oh it’s it’s either one or the other you know we can'’t
direct our attention to both, DAN uses a markedly low voice
pitch (around 100Hz, see Fig. 3) that reaches far lower than
his default pitch range. His own voice pitch (around 200 Hz)
reappears when he starts speaking in his own name again, on
but I definitely think we can. This contrast in voice pitch
iconically marks the introduction of an outside enunciator,
whose voice is perceptually different from his own. He uses
his own voice as a medium to present an absent subject’s
stance while simultaneously reminding his interlocutor that
this outside voice is distinct from his. The difference in voice
pitch iconically represents the speaker’s disaffiliation with the
absent subject’s stance. The transition from self to other is also
marked on the verbal level: the direct discourse opens with the
utterance-initial discourse marker ok, which usually indicates
a change of state for the speaker ([35]). Oh is highlighted by a
low initial pitch, marking a shift from the speaker’s viewpoint
to the absent subject’s viewpoint.

The visual modality reinforces the speaker’s distance:
DAN accompanies the constructed dialogue utterance with
pantomime including exaggerated head movements and facial
displays ([36]), and a shift in posture and eye gaze (Fig. 5).
These visual changes are timed with the vocal distanciation
and all begin on the quotative utterance (and they were
saying). In that respect, the non-verbal components slightly
anticipate the verbal one. In contrast with his previous
physical attitude (Fig. 4), the use of visual markers borders on
caricature (Fig. 5), informing the interlocutor that the stance
presented by the speaker has nothing to do with what he
believes here and now.

Using a markedly lower voice pitch (Fig. 3) adds to the
caricature, as it mimics the voice of a phlegmatic old
professor. Furthermore, DAN’s simultaneous shifts in gaze
and trunk posture (Fig. 4) suggest that the rejected stance is
positioned in another, abstract dialogue space different from
the real dialogue space ([29]) of his conversation with SIM
(Fig. 5). In this specific context, creating a virtual dialogue
space does not only serve a narrative purpose. Locating the
constructed dialogue outside the here and now is another way
for the speaker to iconically represent disaffiliation with the
absent subject’s stance. In all, verbal strategies (direct
discourse, oh) as well as vocal (marked change in voice pitch
range) and visual ones (exaggerated pantomime, gaze
sideways) are carefully timed and combined in the sequential
unfolding of actions to multimodally construct the rejection of
an absent party’s stance.
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Figure 3: DAN’s change in voice pitch between constructed dialogue (and they were saying) and his own voice (but I..)
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Figure 4: DAN (right) gazing at SIM (left) before
constructed dialogue

Figure 5: DAN (right) multimodal enactment on and
they were saying: trunk back, gaze away, exaggerated
facial expression

There is a meta-pragmatic ([11]) quality in the speaker’s
use of multimodal constructed dialogue. By using a full range
of verbal, vocal and visual resources, he reminds his
interlocutor that this is an enactment, i.e. that his words, voice
and body are only temporarily used to display another
subject’s stance and in no way represent his personal beliefs.
His interlocutor SIM immediately aligns with him by
questioning the absent subject’s stance described with a rising
intonation on why not, and DAN sides with him in verbally
questioning the absent subject’s stance by presenting it as
incomprehensible (this is what I didn’t understand). DAN’s
multimodal enactment has allowed him to put the absent
subject at a distance, while simultaneously fostering
agreement with his interlocutor.

3.3. An in-between, more complex case

In Excerpt 3, AMY has just picked up the question how
can we solve climate change as part of the semi-guided
conversation protocol, and asks it to her interlocutor JOE. As
an answer, JOE develops the following stance: nuclear power
is a relevant solution to combat climate change (e.g. it replaces
polluting coal stations) and it is safe technology since
accidents like Fukushima remain rare. AMY’s stance in
response to his is two-fold. She starts with a concession that is
compatible with JOE’s stance, thereby partially aligning with
him (anti-nuclear activists can oversimplify matters), but
eventually disagrees with him (one huge nuclear accident is
already one too many).

Excerpt 3
1 AMY: ok er how can we solve climate change?

2 JOE: er pfflots of nuclear power. (small laugh)

3 AMY: mmbh, (small laugh)

4 JOE: 1know that’s a bit controversial at the moment,
but I th... I think it’s still a valid point.
(argues in favor of nuclear power for 21 seconds)

5 AMY: I think like a lot of em a lot of anti nuclear sentiment
is really not informed at all,

and rather kind of like,
nuclear stuff’s poisonous and that’s bad,

6 JOE: yeah,

7 AMY: em,

8 JOE: yeahI1think it’ a real shame with the with the thing
in Japan,

9 AMY: mmh,

10 JOE: er from the point of view of nuclear power as well,
11 JOE: cause it’s sort of the,
12 JOE: actually what happened in Japan was this really big
exception,
13 AMY: mmbh,
(JOE argues in favor of nuclear power for 8 seconds)
14 JOE: and then sort of well actually if we if we’re just
careful,
then then nuclear power is fine.
15 AMY:I guess like the the problem is,
a lot of people understandably will say like,
even if it happens once it’s once too often,
but,

Expressing disagreement is a sensitive phenomenon that
involves face work ([3]), and agreement is usually preferred to
(i.e. is more frequent than) disagreement in interaction ([35],
[37]). Owing to politeness mechanisms ([38]), speakers tend
to attenuate the potential threat posed to their interlocutor’s
face thanks to diverse strategies. As exemplified by Excerpt 3,
agreement prefacing disagreement, in the form of concession,
is one way of downplaying disagreement. AMY starts by
adopting a stance that is compatible with JOE’s as she
criticizes the oversimplified criticisms of anti-nuclear activists.
To do so, she uses constructed dialogue introduced by a
quotative utterance ([ think like a lot of em a lot of anti nuclear
sentiment is (...) kind of like) to reject the absent subjects’
stance just as she provides them with a voice. Her critical
distance with respect to them is marked in the verbal modality
(really not informed at all) as well as vocally. On the direct
discourse attributed to the absent subjects, nuclear stuff’s
poisonous and that’s bad, her voice pitch markedly shifts to a
very high range which is not common at all in her usual way
of speaking (Fig. 6).
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Figure 6. AMY'’s shift in voice pitch range on nuclear
stuff’s poisonous and that’s bad (turn 5)

Yet when using this high-pitched voice, iconic of the
scatterbrain attitude she is criticizing, she does not gesture at
all. This comes out as slightly incongruous. Indeed, prosody
and gesture usually work hand in hand ([39]), with heightened
intensity in the vocal modality being simultaneously expressed
in some way in the visual modality, and vice versa. The larger
stance-taking processes at work here are a plausible
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explanation for this partial (vocal not visual) enactment of a
criticized absent subject’s stance. This critical instance of
constructed dialogue is not the core of her stance, but only a
concession and preface to her real (i.e. anti-nuclear) stance.
She is not using the full range of multimodal resources to
caricature the absent subjects to the full, because that is not
her main point and she partially agrees with them.

To formulate her disagreement with JOE (turn 15), AMY
uses oblique strategies that allow her to express a divergent
opinion while preserving her interlocutor’s face. Her dissent is
expressed by a turn-initial / guess. As Kirkkdinen ([40])
remarks, when / guess is used in second position in a sequence
(i.e. in responsive actions to some other actions), it usually
indicates some “degree of disagreement and disaffiliation
between the participants”, as “the current speaker wishes to
modify, withdraw, and redefine his or her original stance at
this point” ([40]: 197). Disagreement with the interlocutor is
also marked on the vocal level: AMY uses a distinct pitch
reset on / guess: this break in intonation is iconic of a break
away from her interlocutor’s stance ([41]).
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Figure 6: AMY ’s initial pitch reset on 1 guess (turn
15)

Then AMY presents her discordant stance in an indirect
way, resorting to constructed dialogue as an intermediate to
express her opinion. She attributes a stance (even if it happens
once it’s once too often but) to the underdetermined, generic
absent subject people and positions herself as endorsing this
outside point of view by way of the stance adverb
understandably in the quotative utterance (a lot of people
understandably will say like). Her endorsement of this
utterance is vocally and visually indicated by the continuity in
her vocal pitch range and personal gesturing style. This
supposedly outside voice cannot be traced to anyone in
particular: more likely, it is hers in disguise. In this example,
direct discourse works as a hedging technique to avoid
disagreeing with the interlocutor too bluntly. AMY’s
cautiousness in taking an adversative stance is confirmed by a
final shoulder shrug, an epistemic emblem expressing
uncertainty and disengagement ([34]) just before her final but.

4. Discussion

This qualitative study has evidenced that speakers do not
use the multimodal potential of constructed dialogue only to
represent interactions that have taken place or to narrate past
events. Constructed dialogue can often not be traced to a
speaker’s original utterance at another time and place. It is
also a pragmatic strategy that allows the speaker here and now
to present a person or a group’s stance in a more vivid,
embodied way. Constructed dialogue allows speakers to

articulate two levels of intersubjectivity: they position
themselves with respect to both present subject (interlocutors)
and absent ones (brought in by constructed dialogue). More
specifically, positioning themselves with respect to absent
subjects is one way of positioning themselves with respect to
present ones. Many combinations are possible: the speaker
enacts the absent subjects’ stance to take on their perspective,
and the interlocutor aligns, empathetically sharing the
experience put on display by the speaker (Excerpt 1). In other
cases, the speaker can mobilize his own talking body as a
medium to ridicule an absent subject, thereby inviting his
interlocutor to side with him on the topic at stake (Excerpt 2).
The enactment of an absent subject’s stance to put it at a
distance can also be partial (verbal and vocal only, not visual)
when the speaker caricatures this absent subject’s stance to
side with the interlocutor only temporarily and partially in a
movement of concession, just before disagreeing with him
(Excerpt 3). Constructed dialogue can be used as a hedge to
downplay disaffiliation with the interlocutor, so as to ensure
the politeness of the exchange: the speaker lessens her
endorsement of the disagreeing stance by attributing it to an
absent subject and agreeing with it (Excerpt 3).

There is a continuum in the multimodal intensity of
constructed dialogue: not all instances of constructed dialogue
include enactments of the absent subject’s body or voice. Non-
verbal resources, and most strikingly voice pitch, seem iconic
of the speaker’s stance with respect to the absent subject.
When speakers make a distinction between they own voice
and the other voice through a marked change of pitch, they
distance themselves from this other voice/stance by marking it
as different. Conversely, continuity in one’s voice pitch when
presenting another voice can indicate the speaker’s
endorsement of that voice/stance. Likewise, continuity in
one’s gesturing style (e.g. similar speed and amplitude) can
mark the speaker’s endorsement of the absent subject’s stance,
while suddenly using more ample, faster gestures can express
distance through pantomimic caricature. In all, constructed
dialogue takes on different stancetaking functions in context,
depending on the kind of multimodal resources that are
mobilized.

5. Conclusion

On a theoretical level, this qualitative study invites to a re-
evaluation of Du Bois’s ([18]) model of stance as a triangle
between two subjects (the speaker and the interlocutor) and a
discourse object. Constructed dialogue makes explicit not only
the backdrop of possible perspectives ([7]) on a given topic,
but also the other, absent subjects who take on these stances.
The Stance Triangle could be redefined as a Stance Tetrad,
where speakers position themselves with respect not only to an
object and a present subject but also to absent subjects. This in
turn invites a redefinition of the interaction context. As the
speaker positions himself with respect to absent subjects as
well, the interaction context becomes indexical of the larger
social context ([42]).

This qualitative study opens up further research
perspectives. A larger corpus and quantitative methods could
permit to operationalize “self” and “other” voice pitch and
gesturing style according to a set of specific features.
Variations in the gestures’ speed and amplitude could be
measured by motion capture equipment and a PRAAT script
could be designed to measure a speaker’s average pitch and
standard deviation, so as to test whether continuity or change
in voice pitch and/or gesture quality function as predictors of
endorsement or distance vis-a-vis an absent subject’s stance
presented as constructed dialogue.
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Abstract

Pointing in face-to-face interactions has beenedlgrgtudied
in the literature, as well as route and spatiakcdpsons in
map task experiments. Weather reports share featuith
both when it comes to the expression of spatiariétion.
Although monologic by nature, weather reports, at e
shown in this preliminary study, are highly complex
descriptions with constant switches from one viewpdo
another as well as frequent shifts in deictic cenfehe
changes in viewpoints and deictic center may beeamt in
speech and gesture, but they may also occur immoraiality at
a time, thus creating mismatches between the géstund
verbal information. Pointing in weather reports #so
conditioned by the type of medium used, and theethix
frames of reference involved by the activity itself

Index Terms: pointing, weather reports, viewpoint, frames of
reference, deictic shifts

1. Introduction

Pointing has been the object of quite a large hafdesearch
as shown by a multidisciplinary publication such[Hs In a
variety of areas, from child development to psyolyl
linguistics and anthropology, research has shownirtimate
link between the oral and gestural production icefto-face
interactions, especially as far as deixis is comegy as noted
in [2]. So, for instance, [2] and [3] noted thatirging is
culturally determined and that, depending on whettie
information encoded in speech is speaker-orientetbbin a
given culture, then the information encoded in geswill be
of a completely different nature. Personal, temposad
spatial deixis is central to discourse in weathegorts. Yet,
strangely enough, this type of description has obéen
studied in the field of automatic gesture recognitio the best
of our knowledge (as in [4] and [5] to name justfeav
studies). The reason for this is possibly that tveatreports
are likely to abound in pointing gestures and tainting is
easier to recognize in terms of form that otheremmymplex
gesture types. We are all familiar with weatherorép and at
first look, the mapping of gesture-speech unitshis type of
presentation may seem extremely straightforwardth wi
nothing more than a person pointing to differecetions on a
map while describing the weather expected in thosations
for the next day or couple of days. Now consider gbntence
given as a quote from our corpus in the title @ thaper: “this
area of rain will stick South in the far North”,idaas the
speaker is making a sweeping gesture over an &tbe onap
to his left. What could be the deictic center ofthsuan
utterance? If we posit the speaker as deictic ceottethe
utterance, it works well for the beginning of tlentence and
for the gesture, but it doesn’t work so well foeténd of the
sentence: “South of what?”, “the far North of wHathis is

Quentin. Bri sson@tu. univ-nantes. fr

not an isolated case in weather reports. Based earihlysis
by [6], who describes a deictic split between tleebal and
gestural deictiorigo in some route directions, we will show
how weather reports involve a constant shift ofwieint and
deictic center in the description of weather cdodg.
Although time plays a major role in weather repathiss paper
will focus on person and space deixis, which arenplex
enough notions in the limited space of this paper.

2. Theoretical background

In [7], Lyons definesdeixis as referring to “the function of
personal and demonstrative pronouns, of tense badariety
of other grammatical and lexical features whichatel
utterances to the spatiotemporal co-ordinates ef abt of
utterance” (p. 636). Levinson ([8]) adds to thidimigon by
describing deixis as pertaining to the personamptaral,
spatial, discursive and social domains.

2.1. Orientational frames of reference

As stated by Levinson in [2], there are several svaywhich
utterances can be related to the spatiotemporaiexorof
utterance. These ways are what he calls the “atiemtal
frames of reference”. A discourse entity may becedred of

in an absoluteframe of reference, with fixed bearings like
cardinal directions. It may also be conceived otirelative
frame of reference, so that its location is defimétth respect
to another location (which can be the speaker, dad the
viewer or another object in the field). This meé&mst in order
to define the location of the discourse entity, ywave to
identify the element that serves as a referencatpoid its
own bearings. At last, a discourse entity may lierred to in
an intrinsic frame of reference, i.e. in relation to a cultural
conception of an object. For instance, unless urspecial
circumstances, when we say that we’re “sittingrionf of a
computer”, we usually mean that we’re facing theesn, not
the plugs on the other side.

As shown by [2] and [3], there is great linguist&riation as
to which frame of reference is preferred in diffgreultures.
In English, there is a strong preference for tHatire frame
of reference, although speakers may also use ther dtvo
frames. Shifts in frames may occur over a discourse but
also within a single utterance, and this is true vefbal
information as well as information imparted in athe
modalities, like gesture or body orientation.

2.2.Deictic center

The reference point in frames was originally calteijo by
Buhler ([9]), although others call it theeictic centera term
that will be adopted in this paper. Since the frarheeference
may change over the course of an utterance, asanedtin
the preceding paragraph, the deictic center may etsinge,
and this applies to both speech and gesture. [2tiores for
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instance that “ complex switches of this referepcént or
origo may occur in a single sequence of gesturps250).

4. Formal description of weather reports

However, he seems to consider examples in which the 4 1 overall structure

reference point in speech and co-occurring gessutee same.
In [6], Fricke describes an example of route desicmn and
shows that there is a mismatch between the detetiter in
speech and co-occurring gesture: over the coursehef
utterance, the origo of the gesture is the speskmrdy while
the origo in speech content corresponds to theeadde
imagined as wanderer. This is a crucial point far $tudy of
weather reports as we will see that the nature hef t
description involves not only shifts in frames, kalso of
course shifts in deictic center and that the shifisy also
generate mismatches between gesture and speeehnis of
reference point.

3. Data

3.1.Corpus

The corpus on which this preliminary study is basedsists
in a small collection of 10 weather reports posted the
internet between 2011 and 2015. All the reportsraéenglish.
5 of them are presented by female speakers, anatliee 5 by
male speakers, although no difference was notesppéech or
gesture for male and female speakers. The repartselected
were from different TV channels located in varidasglish
speaking countries in order to avoid falling inte ainalysis of
presenters’ speech and description habits. Tableelbw
presents the channels, the location of their héfices, and
the number of reports we downloaded from their \tebs

Table 1. Channel, location of head offices, and Inemof
reports downloaded for the present study.

Channel Location of head Nb of
offices reports
National Weather Channdl Atlantla, US 2
Local CBS New York City, US 1
BBC weather London, UK 4
eNCA Johannesburg, 1
South Africa
Local CBS Los Angeles, US 1
CNN Atlanta, US 1

The total duration of the recordings was 15.41 it@ay8.04
min for male speakers and 7 min for female spejkerish
report duration varying from 55 seconds to 2.35 utén
(average report length: 1:30 minutes).

3.2. Annotations

Pointing gestures and co-occurring speech in egobrr were
coded using Elan ([10]) for easier retrieval anchparison of
examples (181 occurrences). As far as gesturesoacerned,
we counted the preparation and retraction phaskq)(jas
parts of pointing if there were any. We noted hadpe
(open palm, extended index finger, or index anddteidinger,
or thumb, or little finger). We also noted if thesgure was a
fixed pointing or described a path (that includies d¢ontour
following gestureor area-sweep gesturamted in [12]). At
last, we noted gesture direction (away from or towa
speaker) and arm extension (small, medium or fa#resion).

On two more tracks, we noted the target type ofptbiating
gesture (point or area), and whether the map wasc sbr
dynamic (scrolling map or animated icon on the nying
gesture production.

Although everyone is quite familiar with weathepoets, a
short formal description of their major featuredl wrovide a

starting point for the analysis of deixis. Basicallyweather
man or woman standing beside a map of a regiorattomis

describing what the weather is or is going to He lin

different locations on the map. In addition to lb@a points,

icons and drawings representing weather types amtdrbut
also text may be superimposed on the map.

After greetings and an optional short introductithre speaker
launches into the weather report generally startiitty the

present state of affairs (which constitutes thetigamporal
reference point) and proceeds with a description tref

weather conditions expected for a later time (witah be the
same day or the following day). This is immediatieljowed

by a description of the expected temperatures. aAt, Ithe
forecast is extended to the next couple of dayswen the
coming week before closing the presentation withviells to

the audience. A weather report is a monologue tiirout,

although it may be launched with a short questiosneer

sequence if it is included in the larger contexa afews report.

4.2.Types of maps

The traditional weather report uses a backgroumjeption

screen behind the speaker who monitors his geswiteshe

help of a control screen (placed either in frontoothe side) in
order to avoid turning his back on the audiencenduthe

description. With this setup, speakers point atations

without looking at the map. Some reports use ariqoél
screen with respect to the speaker and a diffe@mera angle
which presents the screen in the larger frame efréicording
studio. In this case, no control screen is used spebkers
gaze more freely at the map. The difference betwhertwo

types of screen is shown in Figure 1.

MONDAY

Figure 1: Traditional background projection screen
(left) [17] and oblique screen (right) [18] used by
different channels for weather reports.

In some reports, the scale of the map remains aohst
throughout the report with possible dynamic objects
superimposed on the map, but in others, the sdaleeomap
changes as the report progresses which has anusbwipact
on gesture size and direction as shown in Figurén Zhis
report, although the speaker basically points $arae area on
the map of the UK in the two frames, the two gestuare
radically different due the shift in scale. The tfdbat the
medium may change is specific to weather reports goes
not occur when people point at maps in route dgseris
where the map is held constant.

This has an impact on gesture-speech mapping msterf
deixis since speakers may refer in speech to leatifurther
away” from a reference point previously establistvelile
gesturing closer to their own bodies.
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[17:00]

[SATURDAY]

Figure 2: Pointing at the South-East area of the &tKa
smaller scale map (left) and larger scale map (f)gh9].

Another aspect of the maps used in weather repottsat at
times, the scale may be held constant while thelspeis

pointing at two different locations on the map, e map
may be scrolling down which may generate yet arrotyyge

of gesture-speech mismatch as in example (1) bétosvtwo

gestures of interest are marked in the text withasg brackets
and are illustrated in Figure 3 below):

Q) @ [Maybe some patch of rain in Cambria] by the
end of today,y [but down towards Manchester],
Birmingham, temperatures widely up into the high
20s.

= I
Efltpiniefiizin
. S e
SATURDAY

17:00

SATURDAY
e

Figure 3: Two pointing gestures in example (1)eeffof
scrolling map ([19]).

As he mentions Cambria, the weather man pointdatadion

on the map as shown in (a) and he then partly atstrhis

gesture (arm still extended but somewhat lowet, digsed).

While saying “down in Manchester”, he opens uphaad and
points slightly upwards again towards the locationthe map
as illustrated in (b). In between the two gestuties,map has
scrolled down, which creates the gesture-speecmatch

typical of weather reports when a speaker pointwangs

while uttering “down”. When in “real life”, a gest would

follow a moving target; this is not what happenghwa

scrolling map in the context of a weather report.

4.3. Frames of reference

The survey maps in weather reports use an absiane of
reference with externally fixed coordinates. By cemion,
the North has been placed at the top of the magpesihe
discovery of the magnetic North and the inventidntlze
compass. However, this absolute frame of refereneserted
in the relative frame of reference of the speakarce the
North point of the map is not oriented to the Noirththe
recording studio, and since the speaker is stangingne or
the other side of the map (which may change as wethe
course of the report). The two frames of refereaee mixed
in speech in example (2) below with a first mentiinthe
absolute frame of reference (“the North West”, nvaprnal)
followed by the relative frame of the speaker (“doacross”,
map external) in the next sentence:

2) This is the result of this weather front. It's pirgh
in from the North Westlit's gonna sink down across
the country overnight.

5. Viewpoint in weather reports

The viewpoint adopted in weather reports can betequi
straightforward. Example (3) below shows a perfsample
of a weather woman addressing the audience. Thepuiat
adopted is that of the speaker both in speech esiige:

3) Let's come back to that cluster of clouds | showed
you earlier. [There it is on our forecast chargg],
[an intense area of rain].

L - L ¥ 5

Figure 4: Two pointing gestures in example (3): &
viewpoint ([20]).

In this utterance, the pronoun “I” clearly makegerence to
the speaker, and “earlier” makes reference to a fmior to
the time of speaking so that the frame of referdaadearly
established as the “here and now” of the speakiee. fWo
pointing gestures that accompany speech are gastures,
one being a point with the index finger while shgss“there it
is”, thus locating a precise location on the lasgale map, the
other a point with extended open palm in the sairextibn,
matching the word “area” in speech. Both gesturest® a
point or an area on the map with respect to thalsgés body
so that there is a perfect match in between thee"aad now”
in speech and the “here and now” in gesture, witlea/point
that is completely external to the map. Such aggerhatch is
however not always met in weather reports as vélishown
below, and mismatches may arise due to switches in
viewpoint, in speech, in gesture or both, or tdtshin deictic
center.

5.1. Switches in viewpoint

Consider the following example from a BBC national réjro
the UK:

(4) That cloud then stays with us in the South. To the
north of it, here we’ve got some clearer spells.

The question is: Who is “us/we”? Or in other worddat is
the viewpoint adopted in this stretch of talk? Tiiadal

grammars describe the pronoun “we” as includingsieaker
and any number of other people. This is perfegbigrapriate
for the mention of “us” in the first sentence. Sinthe
recording studio is located in London, it makes sgefo
consider that “us” refers to the speaker and th# giathe
audience who lives in the South. The mention of™imethe

second sentence cannot however refer to the saopdepé&or
one thing, another part of the audience is includedhe

reference, and besides, the speaker cannot bééirsouth”
and “to the north of it” at the same time, whichams that
“we” can't include the speaker this time.

However, in weather reports, speakers are supptsdie

objective and not take their hometowns as systenugsictic

centers in the description. In order to remain lgadive as
possible, they generally assume the rolenaiffrator, whose
deictic center is as neutral as possible and plan the map
in the middle of the space they describe (a naticcguntry, a
region...).
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So in example (4) above, one can consider thaténsecond
sentence “we” refers to the part of the audiendadinorth of
the cloud and the narrator of the report. The viEnpin

speech is now map-internal. Yet, the neutral deiceénter
(supposedly located in the middle of the UK in thational
weather report) has shifted north as a new focuattehtion
([13]) has been opened and the narrator's deiaiter has
been “transposed” ([14]) to the North as indicagdthe use
of the proximal deictic pronoun “here”.

Now consider example (5) from a BBC report that presthe
weather in some parts of Africa (some major townstloe
continent are mentioned but not in every countoutih):

5) In Maputo we're in for a bit of a deluge over the

next couple of days.

The head office for this report is located in Londand the
report is not addressed to people living in Afribat actually
to people in the UK who might want to travel to thiican
countries mentioned in the report, or who havetirada there.
The speaker of the report is therefore not in Mapait the
time of speaking and neither is the audience. “We'this
utterance includes the space of the narrator agaimwell as
some imagined people living there but not the snmbeof the
report and the deictic center has once again shiiften some
neutral deictic center to “Maputo” which becomese th
temporary “present” location for the description.

Example (6) below is an extract from a CBS reportuatz
blizzard over New York City. While uttering this $ence, the
speaker makes 4 pointing gestures: 2 static gestorgard
fixed locations on the map (first with index fingéhen with
tip of all fingers a little bit below the first gese), followed
by a dynamic sweeping gesture upward with the qgadm of
his hand, and at last a double-handed open palrturges
towards the map. The 4 gestures marked in the etk
square brackets are illustrated below the exanmpkégure 5.

(6) @ [Right now], i, [we're dealing with them and
we're out in the East end of Long Islang][all the
way up through the coast] of Maine apg[this is
your picture at around 3 o’clock] in the afternoon.

(b)

Figure 5: Four pointing gestures illustrating viewpb
switches over the course of an utterance ([21]).

In (a), the gestural viewpoint adopted is that e speaker,
pointing to a particular location on the map (Newrk City)
that establishes a first reference point, but et center is
then shifted south and north of New York in (b) &adwhich

reveals not the viewpoint of the speaker but tHia parrator
moving along the coast as he follows the expectedrpssion
of the represented snow front. The deictic centex $hifted

from New York City to the East end of Long Islandigbh

enables the narrator to express a distal informatiospeech
with “all the way up”. In (d), the viewpoint is aigathat of the

speaker standing in front of the map (and actualbking at

the top right corner of the map where the expetiee is

noted in script) and addressing the viewers soredack to a
speaker/audience relationship, instead of the puosvi
narrator/narrated object point of view.

As we can therefore see, switches in viewpoint raegur
over the course of a verbal utterance, but may ladsuisible
in the gestures made by the weather person. Sgéatures

and speech have been congruent in the expression of

viewpoint. We will now look at examples in whicheth

viewpoint expressed in speech is not the same as th

viewpoint expressed in gestures.

5.2.Viewpoint mismatches in speech and gesture

Example (7) below was uttered in the same CBS weather

report as the extract just mentioned, whose heéideofs
located in New York. The weather reporter is takiof a
blizzard over New York City:

@) While we were sleeping [it just pushed a little bit
more off to the East].

The verbal viewpoint adopted in this example istipld since
the deictic center shown by the use of “we” is Néark City,
and this is the space of the speaker, of at leadt qf the
audience, as well as the deictic center of theatarrso the
deictic center adopted lies at the intersectionthaf three
spaces as represented in Figure 6 below:

Deictic center

Figure 6: Deictic center at the intersection of ager (S),
narrator (N) and audience (A) space in example (7).

Let's now look at the pointing gesture made by speaker
when uttering example (7). Index finger extendesl sheaker
points to New York on the map and draws a shorina |
towards the right, as shown in the left-hand sid=upe of

Figure 7:

Figure 7: Left: pointing gesture made by the weathem in
example (7); right: position of weatherman latettlire video

([21]).

With this gesture, the weatherman illustrates thee taken
by the blizzard overnight away from the city. If wensider
the viewpoint of the audience and narrator, then dhsture
moves away from the deictic center (a point on thap
representing New York City), and this is consistedth the
semantics of “off” in speech. But at this time oé tteport, the
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speaker is standing on the right side of the mapichw
involves that while saying “off to the East”, th&edtion of
his gesture is towards himself, thus creating amatsh in
between verbal content and gesture. The mismatahl ¢tave
been avoided with a shift of the speaker to themside of the
map as he does later in the video.

Another mismatch is observed in example (8)

®

Temperatures a little bit warmer, still running low
somewhere about 70 to 75 [and here comes the next
front in] which will arrive late Sunday.

Figure 8: Dynamic pointing gesture produced dursa@mple
(8) [22].

As he is describing the temperatures in example &
weatherman is standing beside the map, facing tidéeace
and gesturing but not pointing at the map. Thetedenter is
neutral, i.e. located towards the middle of theae®f the US
he is describing. This deictic center is still eefied in speech
when he utters “here comes the next front in”, wifite use of
the verb “come in” which is appropriate from a vpint
located in the middle of the map. The gesture hewe/made
from the speaker’s viewpoint, since the weathermmatkes a
sweeping movement of the end towards the middthemap.
The viewpoint in gesture is then external to thepraa it
depicts the route the rain front will adopt.

In example (9) below, the reporter makes a contisuo
pointing gesture towards the map as she utters:

9) The temperatures are rising as we head for the
South.

SATURDAY)

Figure 9: Pointing gesture made in example (9). Awsition
during preparation phase (left) and at the end i@&garation
(right) [20].

This is the same weather woman as for examplen®ae've

already said that while describing the weather amt9 of

Africa, she is not in Africa herself and thus does$ share the
physical space with the object of her description does the
audience. So when she says “we head for the Sosh#,
adopts the narrator’s point of view, as well aswiesvpoint of

the viewers, not a speaker's point of view. Hertges

however, is made from the speaker's viewpoint, eathan

from the narrator's: she makes a single staticugesto her

left, but during the preparation phase of her gestthe map
begins to scroll down so that her pointing gesammeompasses
an area of the map, but does not in itself encodeement

southward.

5.3. Shifts in deictic center

As shown in section 5.1, different gestures produce a
sequence may indicate switches in viewpoint, esfigci
switches from speaker to narrator point of view gite versa.
They may also reveal shifts in deictic center. Caewsi
example (10) below, illustrated in Figure 10:

(10) (@ [Now, through this evening)y) and (¢ [that rain
will gradually sink its way slowly southwarg], [in
the far North of England].

N
[SATURDAY

Figure 10: Sequence of gestures produced duringheie
(10) [19].

Just before this stretch of talk, the weathermas @escribing
rainy conditions over Northern Ireland, with anau@ rain
extending northward (shown in blue on the map). fbiating
gesture with index and middle finger extended ing@ables
the narrator to establish a new deictic centertéatan the
middle of Scotland, which serves as a new refergoget for
the description of the path that will be adoptedthy water
front over the coming hours. In speech, this sbiftdeictic
center is shown by the use of discourse marker *"nakich
does not refer to the present time of speakingopens up a
new focus of attention in a new discourse unit. @ection
of the water front is itself depicted in the snsalleeping hand
movement downward illustrated in (b) and (c), wéth open
palm covering the area, that matches the accompausgieech
“sink ... southward”. The flip of the hand shown (d)
indicates a new shift in deictic center that isspré in speech
as well: “the far North of England” implies thatetheference
point is somewhere towards the South of England, that
matches the location of the speaker in London, vi$o
momentarily abandoning the neutral viewpoint ofragr.

Before concluding, let us return to the example miire the
title of this paper, and which is reproduced beilow11):

(11) [This area of rain will stick South in the far Nioyt

Figure 11: Pointing gesture made in example (1B][1

While uttering this sentence, the speaker makewee@ng

gesture to and fro along the border separating dhaglnd
Scotland. While the whole gesture is speaker-cetbrand
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map external, speech functions exactly as in exanip0),

with a narrative shift from a point in Scotlandthe speaker
utters “stick South” to a point in the South of kgl as he
utters “in the far North”. The role of the gestuire this

example is not to accompany the shift in deictioteg but
rather to oppose the two locations implied in sheec

6. Conclusion

This paper presented a preliminary analysis of grasand
spatial deixis in weather reports, with a focustte& mapping
of gestures with stretches of speech. Beyond the ¢fpmap
(medium) used in each report, static or dynamidckvhas an
impact on gesture, creating possible mismatchesdest the
two, it is especially in terms of viewpoint and c& center
that weather reports show real complexity.

In terms of personal deixis, the viewpoint adoptesveather
reports corresponds to the “here and now” of threaker in a
relative frame of reference (map-external viewppimf a
narrator transposed into the absolute frame ofeafe of the
map itself, and/or of viewers (either as peopledly sharing
the space under description or not). In this Balduin
polyphony of voices, gesture and speech may beeqrf
congruent as far as viewpoint is concerned, buhawe seen
as well that a certain viewpoint may be adopted modality
whereas the viewpoint adopted in the other modatityy be
different, which is very close to what Fricke ([8powed in a
face-to-face interaction of a route direction. The
externality/internality of viewpoints regarding nsapis
reminiscent of the distinction made by McNeill (JE5d [16])
for gesture between character or observer-viewpoint

In terms of spatial deixis, the deictic center mnstantly
changing as the description of the weather repargnesses.
Once again, the frequent shifts may result in mishes in
gesture and speech, although this is not necestiagilcase.

Because of the already extreme complexity of medium,
viewpoint and reference points, the temporal aspeuft
weather reports were left aside in this paper,asuad weather
report is by nature linked with the passing of timstablishing
links between past, present and expected weathikeifuture,

all in the condensed form of a one or two-minutespntation,
temporal deixis should be included in further stgdiof
weather description. Another possible line of reseavould

be to compare the description of a same event figreint
channels or in different countries.
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Abstract

Gestures may contribute to the meaning of an utterance not only
by adding information but also by modifying the gestural or ver-
bal content uttered in parallel. The phenomenon of modification
is more common in natural interaction than it has been given at-
tention. We created a corpus of natural communicative gestures
and body movements and conducted a study to examine their
modifying functions. Results show that index-finger-pointings
are most prominent, which emphasise and affirm an uttered con-
tent and, thus, are not only used for referencing but also for
modifying. Holds emphasise and colour the utterance by show-
ing a stance towards something. Brushing gestures change the
utterance in a discounting or downtoning way. A cluster analy-
sis suggests four distinct categories: a focusing category for em-
phasising an aspect, an epistemic-attitudinal category to convey
one’s own stance, an epistemic category for uncertainty, and a
category where multiple viewpoints are discussed.

Index Terms: gesture, body movements, modifying function,
corpus, empirical study, gesture and speech in dialogue, rele-
vance of gesture unit.

1. Introduction

“Sentences are rarely uttered in a behavioural vacuum. We
colour and flavour our speech with a variety of natural vocal,
facial and bodily gestures, which indicate our internal state by
conveying attitudes to the propositions we express or informa-
tion about our emotions or feelings.” [1, p. 1]

Just as prosody adds modal and affective tones to the se-
mantic propositions carried in speech (e.g., [2]), there can be
modifying functions of gesture and body movements. These
functions may operate on top of the propositional meaning of
either speech or the gesture itself. Thus, a gesture may realise
a pragmatic modification of the whole utterance meaning. Un-
certainty and miscommunication in human interactions may be
minimised if one gets hold of which functions appear in natural
communication and how they should be interpreted.

In this paper we present an empirical analysis of these, so
far under-researched modifying functions of gesture and body
movements. Natural for pragmatic modifications or implica-
tions are that they depend on the context to which they are
added. We want to investigate in particular the modifying
functions that gestures can have in different situations, how
gestures and movements can be categorised accordingly, and
how those can be possibly combined at the same time (multi-
functionality). We assume three general classes of functions
that express either positivity or negativity related to importance,
opinion/emotion and/or knowledge. Besides that, various other
interpretations are possible. One of the main goals of this re-
search is to shed light on how modifying functions influence

skopp@techfak.uni-bielefeld.de

the overall interpretation of an utterance, hence looking more
comprehensively at what pragmatic meaning can be communi-
cated by nonverbal behaviour. In the following, we will discuss
related work and present our conceptual approach. We then
present a rating study on how human observers perceive and
interpret modifying functions carried by natural gestures when
their verbal context is present vs. non-present. The analysis of
the rating study is twofold: we first present descriptive statistics,
followed by a cluster analysis.

2. Background

Within the category of pragmatic functions, “Gestures are said
to have modal functions if they seem to operate on a given unit
of verbal discourse and show how it is to be interpreted.” [3,
p- 225] Those “modal functions” may be used to express “an
hypothesis or an assertion, and the like” [3, p. 159], they are
used as “an implied negative” or an “intensifier for an evaluative
statement” [3, p. 225]. One gesture that may carry such a mod-
ifying function, is the brushing aside gesture, which “usually
serves a modal and discursive function: qualifying something
as negative and marking the end of a certain discursive activity”
[4, p. 1536]. The term “modal function” will be referred to as
“modifying function” in this work.

Another gesture category reported to carry modifying func-
tions are open-palm hand gestures [5], in which a hand flip may
express epistemicity or a judgemental modality. Also, [6] in-
vestigated functions of hand gestures in two Democratic Party
primary debates during the 2004 US presidential campaign and
observed the following forms: the extended index finger, the
slice gesture, the ring (precision grip) gesture, and the power
grip. However, besides analysing gestures with a highlighting
function, he only focuses on discourse functions. Additionally,
[6]’s analysis is based on politicians, which are assumed to per-
form practised gestures.

In the present work, we are interested in investigating
modifying functions (MF) in more depth. We concen-
trate on naturally produced human gestures and body move-
ments that occur in (dyad) interactions, which may carry MF
and were accompanied by speech of the same person. The fol-
lowing body movements (BM) are considered: head and shoul-
der movements, hand and arm gestures and upper BM; and, ad-
ditionally, coarse facial expressions. We define MF as follows:

If P is the propositional meaning of an utterance (verbal
and/or nonverbal), BM or gesture may additionally signal MF
which act as an operator F such that F(P) is the combined mean-
ing of the entire multimodal utterance with:

F(P) #P.
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Our approach is based on the assumption that, when accom-
panying speech, BM and gesture may not only carry proposi-
tional meaning(s) or aspects referring to some content, instance,
object, referent or situation of interest in the real word, but that
they carry meaning beyond any of those propositions. We are
interested in exactly all of these BM and gestures.

The BM and gestures meant here belong to the category of
‘pragmatic gestures’, meaning gestures that take up a pragmatic
function [3, p. 158]. However, our definition goes a little fur-
ther: We disregard any so termed ‘pragmatic gestures’ that in-
fluence the structure (e.g., marking the beginning of discourse
(“attention-refocusing” [7]), feedback), or the timing (e.g., turn
taking) of an utterance, or refer to a person or an issue under
discussion with a little point or nod [8]. We solely consider
MF in pragmatic gestures. More specifically, MF that accom-
pany a propositional message (which is either verbal or nonver-
bal, i.e., expressed by speech, BM, or gestures) change or add
something to the meaning of the overall message, so that the
resulting overall message is different from the ‘purely propo-
sitional’ message. Thus, MF in BM and gestures frame the
overall meaning of the utterance, namely, they indicate what
a person intentionally and non-intentionally communicates and
which BM and gestures are used in this process. MF in BM are
comparable to modifying words or prosody in speech, which
may modify the propositional meaning of a message (e.g., cer-
tain acoustic cues are used to convey irony [9]). Although we
are interested in the functions of these gestures, we will be using
form categories in order to describe how these MF in pragmatic
gestures may manifest themselves.

3. Study Design

We conducted a study to investigate and unravel the MF that hu-
mans see in BM and gestures. The study was carried out in two
parts: first, the corpus creation part included recording and an-
notating utterances of the candidates and, second, in the rating
study part data was presented and rated by naive participants.

3.1. NIC - Natural Interaction Corpus

The Bielefeld Natural Interaction Corpus (NIC) of
nonverbal behaviour is comprised of eight dyads (4 female-
female, 4 male-male interactions); each dyad consisting of
two iterations, one after each stimulus video (the two stimulus
videos were shown in alternating order). This results in 16 inter-
actions with three audio recordings (over the participant’s head-
set and a room microphone) and three video recordings from
different angles (each participant recorded from a slight side-
angle and both participants from a bird’s-eye view perspective).
The total length of all videos is 1 hour and 45 minutes, with an
average length of 6 minutes and 30 seconds per interaction, and
the recording took place at a CITEC laboratory in September
2014. The stimulus videos consisted of technical instructions
with varying complexity and relevance: one was about how to
operate a mobile working platform (from which to cut trees,
among others) and another video was about how to grout the
joints of tiles using silicone. The participants' were university
students and university staff, all were German native speakers
(self-reported), with an average age of 25 (in a range of approx.
20 to 40) years and were paid for 50 minutes of participation in
the study. After watching one stimulus video, the two partici-
pants talked about the video (with no other person being present

'In the following, only pictures of those participants are depicted
that agreed to it in a consent form.

in the study room). The participants were informed that we are
interested in natural human behaviour in spontaneous dialogues
in order to shed light on facets of human communication. In no
situation it was referred to BM or gesture. However, we seated
the participants on three-legged stools that are a little higher
to make it easier for them to use their arms and hands (the rest
position was usually the thighs) and which were placed in conti-
guity and facing one another. The participants performed many
natural BM and gestures (although as expected, this depended
on the extroversion of the person), among which we also found
MF in BM and gesture, mainly pointings, holds and brushings.

In the post-processing of the data, we created manual anno-
tations in ELAN? [10] of BM and gestures that we speculated
may carry a ME. We define MF to have a focusing, an attitudinal
and an epistemic component.

A A focusing function highlights or brings into or out of
focus an aspect of communication that was communi-
cated by the utterance giver. The utterance giver wants
to ensure that the interaction partner perceives the piece
in or out of focus.

B An attitudinal or an emotional function expresses an ut-
terance giver’s stance, opinion or feeling regarding an
aspect of communication. The utterance giver wants to
communicate a personal viewpoint and maybe even con-
vince the interaction partner of it.

C An epistemic function refers to knowledge or lack of
knowledge of an utterance giver regarding an aspect of
communication. The utterance giver may want to com-
municate an assessment or rating of a knowledge content
of the same or a different utterance.

BM and gestures that seemed to carry any of these MF were
annotated according to three categories: (1) salient movements,
those which obviously have a MF and were executed quite
clearly, (2) relevant movements which belong to the mainly
chosen category, and (3) borderline movements, which showed
only very fast, short, small, not easy to recognise MF in move-
ments. BM and gestures were annotated if all of the follow-
ing criteria could be satisfied: the BM fits the definition of
MF (A-C), the BM carries a MF which operates ‘on top’ of
a propositional meaning of BM, the BM shapes at least a ref-
erent and a MF and not a referent alone, the BM is integrated
in a person’s utterance and does not stand alone, the BM does
not involve any of the following: turn-taking, feedback, word
finding, questions, self-adaptors. Additionally, we annotated
which of the following body parts were involved in a movement:
right/left/both hand(s) (also referring to fingers, e.g., pointing
with an index finger), right/left/both arm(s), and (right/left)
shoulder(s). We plan to extend the annotation scheme similar
to the one created for interpreting the clusters of the cluster-
analysis (cf. section 5.2).

3.2. Rating Study

The judgement of uninformed participants in a subsequent rat-
ing study had to prove whether other persons also see the MF
in BM and gestures. The participants rated the utterances in
terms of 14 adjectives that we assumed, first, to be intuitively
understandable and, second, correspond to the range of possi-
ble combined meanings that can be related back to specific MF.

This study being a proof of concept, we chose not to include
fillers and use mostly BM and gestures of the first category

2EUDICO Linguistic Annotator developed at the Max Planck Insti-
tute for Psycholinguistics, Nijmegen, The Netherlands
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(salient movements) and only in order to balance for various as-
pects (see below) we added six gestures of the second category
(relevant movements). On the basis of the annotations, we au-
tomatically extracted video snippets, adding 500 milliseconds
before and 150 milliseconds after an annotation. The snippets
were between 1194 and 1784 milliseconds long, leaving almost
no space for contextual information. Although we are looking
at pragmatic functions here, it seemed important to investigate
these functions in a minimal time frame in order to extract con-
text independent features.

The experiment consists of two conditions: the first one is
the speech-and-gesture (S+G) condition, in which the videos
are shown as described above (with speech and with head) and
in the second condition, the gesture-only (Gonly) condition, the
videos are muted and cropped so that the snippets show only the
region between the neck down to the upper legs of the partic-
ipants (without speech and without head), putting movements
of hands, arms, and shoulders into focus (cf. Figure 1). The
Gonly-condition provides an isolated view on BM and gestures
carrying MF in order to see how much meaning is left. The
same 36 video snippets were provided for both conditions. Par-
ticipant group A watched 18 snippets in the S+G-condition and
the other half in the Gonly-condition and vice versa for partic-
ipant group B, i.e., the videos that a participant saw were all
different. We made sure the groups were balanced according to
coarse gesture groups (e.g., pointing, hold, brushing), the differ-
ent participants of NIC and the gender of the participants. Every
participant watched the video snippets in the S+G-condition be-
fore the Gonly-condition, to mask that this study concentrates
on BM and gestural behaviour. For each participant and each
condition, the videos were shown in a random order.

The procedure of the rating study was as follows: The par-
ticipants started with the S+G-condition and every video snip-
pet was played to them three times in a row on the left side of
the screen. After these automatic displays, a button could be
pressed as often as desired to replay the video. The right side
of the screen displayed the heading ‘The utterance of the per-
son is ...” with a 7-point Likert scale (excluding forced decision
making; ‘matches exactly’ (1) to ‘does not match at all’ (7)) and
then listing 14 adjectives (displayed in random order with every
new video): ‘discounting/downtoning’, ‘revaluing’, ‘affirma-
tive’, ‘emphasising’, ‘classifying’, ‘emotionally coloured’, ‘fo-
cused’, ‘critically’, ‘opinionative’, ‘negative’, ‘positive’, ‘rel-
evant’, ‘humorous’, ‘uncertain’.> The participants had to rate
how much each adjective fitted the expressive behaviour of the
person in the video and an answer for every adjective was nec-
essary in order to move on to the next video. No definitions
were given for the adjectives, leaving it up to the participants
to decide what they mean to them. An optional text field was
provided at the bottom of each screen asking for adjectives that
would be more characteristic for the utterance. After 18 videos
in the S+G-condition had been answered, all participants rated
the other set of videos in the Gonly-condition. The final part of
the study consisted of definitions for MF and a rating of how
the 14 adjectives fit each definition (evaluated by a 7-point Lik-
ert scale). The study has been implemented in the Python pro-
gramming language as a guided user interface, extracting and
saving the answers of the participants automatically.

The rating study took place in a seminar room of the uni-

3The exact German words were: ‘Die AuBerung der Person ist ...",
‘abtuend’, ‘aufwertend’, ‘bestimmt’, ‘betonend’, ‘einordnend’, ‘emo-
tional gefarbt’, ‘fokussiert’, ‘kritisch’, ‘meinungstragend’, ‘negativ’,
‘positiv’, ‘relevant’, ‘scherzhaft’, ‘unsicher’.

Figure 1: Video snippets of the S+G-condition (left) and the
Gonly-condition with muted videos (right). The gesture de-
picted here is a space holding gesture: the participant performs
a circle while saying “I know a lot about this topics”.

versity building in March and April 2015. The task was de-
scribed to the participants as classifying natural utterances of
humans nonverbal behaviour; BM and gestures were not men-
tioned at all. A total of 27 participants took part in the study
(13 female, 13 male, 1 other gender). The participants were
university students and university staff, all were German native
speakers (self-reported), had an average age of 29 (in a range
of 21 to 55 years) and were paid for participating in the study
(taking from 20 to 50 minutes, depending on answering speed).

4. First Rating Study Results

In the following, preliminary results of the video ratings will be
presented. Given all ratings for all adjectives, we got a rather
normal distribution of all votes with a small tendency towards
adjectives that ‘do not match’ a BM or gesture in a given video
snippet. This tendency is a little bigger in the Gonly-condition,
when only BM and gestures are observed without sound. In
the present analysis, we concentrate on what raters do see in
the videos, namely, which adjectives fit the utterance of the per-
son in the video. Tables of the results of the rating study can
be downloaded online.* In section 5, we will present a cluster
analysis based on the same data.

4.1. Adjectives Describing MF of BM and Gesture

The 14 adjectives (as mentioned in section 3.2) were the items
of the rating study, which were used with varying frequency
to describe the BM and gestures in the videos. Those adjec-
tives that were rated as ‘matching a video positively’ (adjectives
that describe well what the utterance of the person in the video
does express) a lot of times, were ‘affirmative’ and ‘emphasis-
ing’ and also quite frequent were ‘focused’ and ‘opinionative’.
Predicative for ‘matching a video negatively’ (adjectives that
describe well what the utterance of the person in the video does
not express) were ‘discounting/downtoning’, ‘revaluing’, ‘affir-
mative’, ‘humorous’, ‘uncertain’, and also ‘critically’, ‘nega-
tive’ and ‘positive’. In fact, ‘humorous’ was the most often and
clearly rated adjective for describing well what the utterance of
the person in the video does not express: which on average was
the case for every fourth adjective in the S+G-condition and ev-
ery sixth adjective in the Gonly-condition.

4Tables of the results of the rating study grouped according to the
clusters of the cluster analysis: http://pub.uni-bielefeld.
de/luur/download?func=downloadFile&recordOId=
2763501&£f11e0Id=2763503



110

Nantes, 2-4 September 2015

1. G beat
to front
2. G hold

1. G hold
2. G beat
to front

Figure 2: Index-finger-pointings: The ‘baseline’ pointing ges-
ture (left) and a pointing with two hands (right).

4.2. Stable Modifying Functions

As a first analysis, we only considered the video snippets that
were rated with maximum clarity and agreement, i.e., with a
low standard deviation, namely o < 1.0, and showing a clear
tendency towards one of the poles: p < 2.5 for ‘does match’
and p > 5.5 for ‘does not match’. For now, we will only con-
sider the positive or ‘matching’ cases, that is, the videos with
BM and gestures that have been rated with one or more adjec-
tives matching what the utterance of the person expresses.

Five videos fulfil these criteria and all of them show point-
ings with the extended index finger, labelled with the four pos-
itive adjectives (cf. section 4.1), but particularly ‘affirmative’
and ‘emphasising’. Three of these video examples are ex-
tremely prominent as they have been rated clearly with p ~ 1.6.
Besides the index-finger-pointing, these gestures include an ob-
vious hold of the index finger, a beat before the hold and in one
case the index-finger-pointing was done with two hands in par-
allel (cf. Figure 2). The gestures in the other two videos show
only a short index-finger-pointing, in one case the participant
snaps his fingers during pointing.

Analysing the data further, and allowing for more uncer-
tainty, the results are not as clear but we can observe a few ten-
dencies. As stated before, the coarse gesture groups are point-
ings, holds and brushings (example gestures are depicted in Fig-
ures 1 to 3). In the group of holdings, some gestures are rated as
‘emphasising’ and ‘opinionative’, but also ‘affirmative’, ‘classi-
fying’ and ‘focused’. Brushing gestures are often seen as ‘dis-
counting/downtoning’ but also ‘emotionally coloured’.

4.3. MF in the Gonly-Condition

The three prominent pointing gestures of the S+G-condition are
also most prominent in the Gonly-condition with p ~ 1.6. In
one of the three videos, an index-finger-pointing is rated ‘af-
firmative’ with even  ~ 1.4. The other adjectives associated
with pointing gestures are ‘emphasising’, ‘focused’ and ‘opin-
ionative’. This suggests a certain amount of communicative
‘self-containment’ of the gestures, even without verbal context.
Within the set criteria (¢ < 1.0, ¢ < 2.5), another less promi-
nent and quickly performed pointing gesture emerges, rated as
‘emphasising’. This comprises four positive examples in the
Gonly-condition with index-finger-pointings. Further analyses
of the Gonly-condition shows even weaker but the same ten-
dencies towards ‘emphasising’ and ‘opinionative’ for holding
gestures and ‘discounting/downtoning’ for brushings.

Fu.ms palms 1. short beat
2. G hold 2.G
3. G hold

Figure 3: From left to right: First, two holding gestures (one
hold open and one hold with one hand) and, second, two brush-
ing gestures (one brushing over the own hand and the other one
is brushing/shovelling something away with both hands).

4.4. Interaction Between Modalities

When allocating solely a positive or negative meaning to a BM
or gesture and a verbal utterance separately, we observed incon-
gruences between the two modalities. These incongruences are
often overwritten by one modality, unless this modality is miss-
ing (as in the Gonly-condition). For instance, while performing
a shovelling away gesture with two hands (negative), the per-
son has an outstanding positive attitude reflected in the voice
and her facial expressions (cf. Figure 3, picture on the right).
One prominent rating (according to the criteria above) for this
example is that this utterance is ‘not negative’ (u = 6.1), as-
signing less weight to the gesture while interpreting the mis-
matching cues in her utterance. In the Gonly-condition, the
gesture is interpreted as neutral (u ~ 4,5). In a similar exam-
ple, the brushing away gesture and the manner of performance
(fast, hitting, with a final flap at the end) is purely negative (cf.
Figure 3, third picture) just as rated by the participants in the
Gonly-condition: ‘not revaluing’ (¢ = 6.0) and ‘not positive’
(n =~ 5.8). However, the voice in the video and the facial ex-
pressions are rather positive and, consequently, the ratings in
the S+G-condition where these features were observed are less
negative (p ~ 5.0 for ‘not revaluing’ and p ~ 4.4 for ‘not posi-
tive’).

5. A Cluster Analysis

In the following, we will present results of a cluster analysis on
the rating study data with Ward’s method.

5.1. Method of Cluster Analysis

Ward’s method or minimum variance method is a criterion ap-
plied in hierarchical cluster analysis. Other clustering methods
are used to fuse cluster pairs with the smallest distance (or great-
est similarity) in each step. With the Ward criterion, however,
clusters and objects are merged step by step in order to reach
the smallest increase of heterogeneity within a cluster. Hetero-
geneity is measured by the sum of variances within the clusters.

We chose a hierarchical clustering method — in contrast to a
partitional clustering method like K-means® — in order to avoid
defining the number of clusters before running an algorithm,
which we could not know. Then, our goal was to find homo-
geneous groups, which was perfectly given by Ward’s method.
Data outliers cannot be identified but we hypothesise that all
pragmatic gestures and BM have a particular meaning or func-

SK-means also calculates the sum of variances within the clusters
and is therefore quite similar to Ward’s method; although it proceeds
differently.



GESPIN

111

tion and no outliers exist. Several sources confirm that Ward’s
method is the preferred hierarchical clustering method, citing
the comparison of [11].5 We analysed the rating study (cf. sec-
tion 3.2) using this method in SPSS.”

After applying Ward’s method, we used the Elbow method
to decide on the number of clusters. Here, the percentage
of variance is plotted, showing where the slope between data
points increases notably and the one data point that forms this
‘elbow’ indicates the number of clusters. However, the best
number of clusters is subjective and not clear-cut. For the S+G-
condition an obvious cut exists after four clusters (first ‘elbow’)
but if we are very precise and allow for smaller clusters, we
could also agree on seven clusters (second ‘elbow’). In order to
provide the full picture of the data, we will describe the S+G-
condition with four clusters and the according subclusters. Ex-
actly five clusters appeared for the Gonly-condition. For the
cluster results compare the tables online.*

5.2. Cluster Descriptions and Form Annotations

In a first step, we identified the adjective with highest passing
in each cluster. Secondly, we analysed to which extent our cat-
egories of MF (focusing, attitudinal, epistemic) were depicted
by the clusters; the categories have been annotated in the first
post-processing step of the corpus. In order to describe these
clusters in more detail, we subsequently annotated the video
clips according to form features of nonverbal behaviour. The
annotations were carried out without reference to a certain clus-
ter, thus, no similar annotations were made due to neighbour-
ing videos. The annotations included the following categories:
‘gesture class’, ‘hand’, ‘hand shape’, ‘hand description’, ‘palm
orientation’, ‘back of hand orientation’, ‘arm’, ‘taken space of
movement’, ‘point in space of movement’, ‘direction of move-
ment’, ‘duration of movement’, ‘additions’, ‘BM’, ‘face’, ‘per-
spective of movement’. This category system was formed in
parts on the basis of two annotation schemes [12] [13] and ex-
tended relevant aspects, e.g., shoulders, head and upper BM,
and facial expressions.

5.3. Clusters in the S+G-Condition

The four main clusters of the S+G-condition are the follow-
ing: one cluster with videos depicting primarily a focusing MF
(1.2), one with epistemic and attitudinal MF (1 . B), one with
negative epistemic features (1 .C) and one cluster with a mix-
ture of various MF (1 .D). For an overview of the clusters of the
S+G-condition, cf. Figure 4.

The main gesture class of cluster 1.A is ‘deictic’ in-
cluding a lot of pointings, carried out primarily by the right
arm. The direction of the movement is rather frontward and
has an accentuated ending. It may include additions like a beat
or a hold or BM like a head nod. Many positive adjectives dom-
inate this cluster such as ‘affirmative’, ‘emphasising’, ‘classify-
ing’, ‘focused’, ‘opinionative’ and ‘relevant’. Given all of these
criteria and considering the previous annotations of MF, we
consider this group as representing (positive®) focusing MF,
since relevant aspects are marked. When looking closer, two

6Bashfield states that Ward’s method “clearly obtained the most ac-
curate solutions [...] the minimum variance method is generally prefer-
able” [11, p. 385]

IBM Corp. Released 2013. IBM SPSS Statistics for Macintosh,
Version 22.0. Armonk, NY: IBM Corp.

8 <positive’ and ‘negative’ indicate the direction of a MF. An example
for a negative focusing MF is a brushing away gesture that is used to
‘brush’ an aspect out of focus.

4 main
- Clusters epistemic - presenting
(positive) @ e

2 epistemic-atfitucinal : < attitudinal - brushing
(negative) ;
epistemic 1. :
P delimit - own perspective
<
brushing - mixed perspectives

mixed MF - weighing

various viewpoints ;
Figure 4: This dendrogram illustrates the cluster partitions and
the four main clusters (1 .2A — 1 .D) of the S+G-condition. Note
that the distances between the cluster partitions are not accurate.
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subclusters appear. One resembles the ‘deictic’ focusing cat-
egory, in that something is ‘pointed out’, including the nods
and a solely frontward and accurate movement with the right
arm. The second subcluster forms the ‘emphasising’ focusing
category, which contains a lot of hold gestures in addition to
the deictic gestures and the gestures are carried out with both
hands, in a frontward and upward direction and are realised a
little sloppy in a few cases.

Cluster 1.B accumulates primarily gesture holds and
also brushes; both hands are used and negative facial expres-
sions appear. The hands seem to hold up and push down facts,
and with these upward and downward movements it is a bidirec-
tional cluster, which is more inherently consistent when looking
at the subclusters. Adjectives that do not describe this clus-
ter well are ‘discounting/downtoning’, ‘revaluing’, ‘negative’,
‘positive’, ‘humorous’ and ‘uncertain’. We conclude this to be
the cluster of (positive) epistemic and attitudinal MF, since
the participants are self-confident about their utterance and have
an attitude towards the topic, overall presenting their point of
view and statement. The subclusters form two groups. One de-
picts the rather epistemic MF with gestures that present facts on
hands, with a neutral face and hold additions. The other group
rather accumulates attitudinal MF with brushing away gestures,
(negative) facial expressions (pinched face, little angry, raised
eye brows) and beat additions in some cases.

Cluster 1.C consists of gesture holds carried out in
vicinity of the initial (or resting) position. The movements con-
tain hedging elements, may be sloppy and without tension and
are carried out in an upward direction. Shrugs and head tilts are
included and the facial expressions are neutral. Most adjectives
have very negative ratings and those which represent the cluster
a little are ‘discounting/downtoning’ and ‘uncertain’. We in-
terpret this cluster to show (negative) epistemic MF, since the
persons in the videos seem to be uncertain about what they are
uttering. There is no further partitioning.

Cluster 1.D consists of very mixed features. It is the
only cluster that shows delimiting of something with a move-
ment, e.g., the participants block out space with their hands and
arms. However, hold and brushing gestures are similarly promi-
nent. Another interesting aspect is that various perspectives are
taken (concluded from the overall utterance of the person): ‘my
point of view’, ‘someone else’s point of view’, ‘our point of
view’. The movements have a medium to large extend in space
and are usually carried out without tension. In some cases cir-
cles or wriggles are included. Head shakes and smiles appear
with the utterance. There are only minimal trends of adjectives
that represent this cluster: ‘discounting/downtoning’, ‘emotion-
ally coloured’, ‘positive’ and ‘humorous’; and more often oc-
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curring adjectives which do not: ‘revaluing’, ‘critically’, ‘neg-
ative’ and ‘uncertain’. This cluster frames mainly a mixture of
various (positive) MF, in particular attitudinal and epistemic,
but rather no focusing MF. We call it the cluster of ‘weighing
different viewpoints’ since it is very diverse and different point
of views are taken. Two subclusters exists which divide delimit-
ing and brushing gestures. Delimiting gestures are connected to
one’s own perspective, beat and hold additions and a very pos-
itive attitude. Brushing gestures present rather the mixed per-
spectives, carrying no additions and are accompanied by a little
less positive attitude (in comparison to the other subcluster).

5.4. Clusters in the Gonly-Condition

The five clusters in the Gonly-condition will shortly be de-
scribed in the following. Cluster 2.A consists of similar
form annotations and adjectives like 1 . A and represents move-
ments carrying (positive) focusing MF. Then, cluster 2.B
has quite similar adjective ratings and form annotations as 1. C
and, therefore, accumulates (negative) epistemic MF. The fol-
lowing three clusters are different from those of the S+G-
condition. Cluster 2.C is characterised by adjectives like
‘affirmative’ and ‘emphasising’ and not by ‘humorous’ and ‘un-
certain’ and by brushing movements and beats. We interpret it
as the cluster of (positive) attitudinal MF, since a person in-
dicates her stance towards an aspect (only in parts similar to
1.B). Then, clusters 2.D and 2.E consist of hold ges-
tures with different implications: Cluster 2.D carries parts
of (negative) epistemic MF (‘don’t know’) with a mix of various
perspectives. Cluster 2.E consists of a mix of various MF
and various perspectives are discussed. Some videos group sim-
ilarly in the two conditions, although differences exist already
due to the fact that one more cluster emerged in this condition.

6. Discussion and Conclusion

Although the ratings of the first analysis are not clear-cut, they
indicate that MF, pinpointed here in terms of a set of adjec-
tives, exist in BM and gesture. In tendency, pointing-like
gestures are ‘affirmative’ and ‘emphasising’, hold gestures are
rather ‘emphasising’ and brushing gestures are rather ‘discount-
ing/downtoning’. So, one important result is that pointing ges-
tures are not solely used to refer to entities in the world, but
also have a function of marking an utterance as, €.g., important
or meaningful. It is also noteworthy that the most prominent
gestures included a beat, which supports the viewpoint that a
beat can also have a modal rather than a parsing function [14].
Additionally, the ratings make sense when looking within a ges-
ture: in the prominent cases, if a gesture is rated ‘affirmative’,
it is also rated ‘not uncertain’.

However, the roles of the verbal and gestural utterance and
their influence on each other are still not clear. It seems that a
MEF in BM or gesture is not as prominent when being accompa-
nied by speech and facial expressions, as when being perceived
on its own, namely in the Gonly-condition. Here, it seem to
be interpreted as more negative which could be a result of the
increased uncertainty in this unimodal condition.

The results of the cluster analysis suggest four distinct
groups to which our MF relate in a plausible way: focus-
ing/emphasising an aspect of the own utterance, conveying
an epistemic-attitudinal statement, expressing epistemic uncer-
tainty and discussing and weighing multiple viewpoints. In or-
der to investigate these groups in more detail and to show each
function group with its according form features in all its facets,

more data is required (36 video snippets were used in this work).

The approach whether to use adjectives to measure MF in
BM and gesture is up for discussion. From our point of view this
was a viable first step as a proof of concept; the direct matching
of the video snippets to the definitions of MF were difficult to
realise due to the complexity of the definitions. By performing
further analyses, we hope to find more answers regarding the
possible modifications of utterance meaning. It would be in-
teresting to observe this change concentrating on differences in
modalities and cases when one modality is omitted.
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Abstract

Co-speech gestures are assumed to be shaped by syntactic
patterning [1]. Evidence from cross-linguistic studies suggests
that how manner and path are packaged in grammatical clauses
influences gestural content. If manner and path are split over
two clauses, these aspects tend to be gesturally separated, and
vice versa [2]. The current study found that increasing the
linguistic distance between manner and path components within
one clause increases the likelihood that manner and path will be
gestured separately. This indicates that complex clause
structures can lead to a reconceptualization of motion events in
the process of on-line planning for speech-gesture production.

Index Terms: gesture, production, syntax, motion events

1. Introduction

Speech, and the gestures that accompany it, are coordinated on
a semantic and on a temporal level [1, 2, 3]. In his Growth Point
Theory, McNeill argues that speech and gesture have a common
origin and that gestures and speech constitute an integrated
process during production. From this starting point, the Growth
Point (GP), speech and gesture emerge in the course of a
dynamic process [4]. A GP can be identified through the
semantic content of a gesture as well as through the gesture’s
synchrony with speech [5].

How exactly are contents of gestures coordinated with
speech? Previous research on motion events has provided
insight into this question, by taking advantage of various
possibilities in which manner and path are encoded with various
constructions. It has been found that a gesture tends to express
the information about a motion event that is contained in a
clause in concurrent speech. More specifically, if manner and
path are linguistically encoded separately in two grammatical
clauses as in Turkish and Japanese, these components also tend
to be gesturally separated; in contrast, if manner and path are
encoded within one clause as in English these components tend
to be expressed by one gesture only [1, 2].

It has been argued that these cross-linguistically different
gestures are shaped online during speech production based on
the linguistic packaging of information, rather than being
shaped by language-specific conceptual schemas for motion
events. Evidence for this claim derives from Kita et al.’s [6]
finding that speakers of the same language (English) use
different gestures to encode motion events, depending on the
syntactic structures that they are using. The stimulus movies in
this study (“the Tomato Man” movies [7]) elicited two different
ways of linguistically encoding motion events from English
speakers. Speakers encoded manner and path sometimes within
one clause (e.g., “he rolled down the hill”) and sometimes
across two separate clauses (e.g., “he went down as he rolled”).
The gestures that they used corresponded to these differences
in clausal packaging. Thus these results revealed the same

j.m.littlemore@bham.ac.uk, a.krott@bham.ac.uk

manner and path separation and conflation patterns that were
found in the cross-linguistic studies. Hence, differences in
gestural encoding appear to be a result of online processes in
speech production and are not due to pre-determined schemata
based on language typology [6].

Studies so far on motion event gestures, however, have not
made it clear why a clause is the linguistic unit in which speech
and gesture coordinate their semantic contents. In studies so far,
when manner and path were expressed in different clauses, they
were also lexicalized differently. Path is encoded as a verb-
satellite (e.g., particle such as up or into) in a one-clause
description, but as a verb in a two-clause description (e.g., enter
or exit). The differences in gesture use that have been found in
the literature might therefore be due to differences in
lexicalization patterns. For example, the verb-satellite
construction may lead speakers to conceptualize manner and
path as a single conceptual unit [8]. This gives rise to two
possible accounts for the findings: First the lexicalization of the
motion event might be tightly linked to the gesture used (which
we refer to here as the lexicalization account). Second, gesture
use might be linked to a planning scope of speech production.
A clause may be a good proxy for a planning scope, but when a
clause has a complex structure the planning scope can be
smaller than a clause. This would extend the ideas expressed in
the Information Packaging Hypothesis [9], which states that
gesture tends to encode information expressed by a clause
because grammatical clauses are important planning units as
they roughly represent one processing unit in speech [10, 11].
We refer to this as the planning unit account.

The lexicalization account and the planning unit account
make different predictions as to how manner and path are
gestured when clausal structures differ but when manner and
path are lexicalized in the same way. One way in which this can
be achieved is through the insertion of an embedded clause
between the manner and the path components. Such separation
is not possible in English, but is possible in German. When
manner and path are separated from each other in such way,
they might have to be processed in two different planning units.
In such situations, the planning unit account would predict that
manner and path should be separately expressed in two
gestures. In contrast, the lexicalization account would predict
that manner and path should be expressed through a single,
conflated gesture, just as in the case of no separation.

2. Present study

This study tested whether speech-gesture semantic coordination
is affected by varying clausal structure when the lexicalization
patterns are the same. In both languages that we tested (German
and English), the preferred encoding of motion events is a one-
clause structure where motion is encoded in the main verb and
path is encoded outside of the verb in a so-called “satellite”
which in many cases is the verb’s particle [12]. These events
tend to be accompanied by conflated gestures that express both
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manner and path in a single movement [1]. Satellite-framed
languages are often opposed to verb-framed languages (e.g.
Turkish, Japanese) where path must be encoded in the main
verb. Manner, if indicated in speech, is subordinate to the main
verb, and is usually encoded in a new verb or a clause, which
results in a multiple clause structure and different lexicalization
patterns from satellite-framed languages [13]. These events
tend to be accompanied by two separate gestures, one for the
manner and one for the path [1].

In this study however, only motion events encoded within
a single grammatical clause were considered. Due to word order
flexibility in German, elements of particle verbs depicting
motion events are ordered differently depending, among other
factors, on the clause type. German main clauses have an S-V-
O structure where the verb always has to be placed in the second
position of the clause (inversion) and the particle comes in the
final position. By inserting elements such as prepositional
phrases, direct objects (1) or even whole clauses (2) between
verb and particle, a distance can be created between the verb
and the particle.

(1) Der Elefant klettert einen Regenbogen hinauf.
“The elephant climbs a rainbow up.”

(2) Der Elefant klettert, wie im Video gesehen, einen
Regenbogen hinauf.
“The elephant climbs, as seen in the video, a rainbow up.”

In German subordinate clauses verb and particle are in reverse
order compared to main clauses. Furthermore these two
elements are contracted in the final position of the clause (3).

(3) Ich sehe, dass der Elefant einen Regenbogen hinaufklettert.
“| see that the elephant a rainbow up-climbs.”

We took advantage of these word order differences to
investigate manner and path separation and conflation within
the same clause. As a control group we tested English native
speakers since in English motion events are also framed by a
“satellite”, but the particle follows the verb directly regardless
of the clause type (4 and 5).

(4) The elephant is climbing up the rainbow. (Main clause)
(5) I can see that the elephant is climbing up the rainbow.
(Subordinate clause)

According to the lexicalization account, manner and path
depiction in gestures should be very similar across both clause
types in both German and in English because these languages
are typologically the same (satellite-framed languages). Hence,
it is assumed that the conceptualization of an event does not
differ across clause types and across the two languages.
However, the linguistic items inserted between the verb and
particle in German main clauses might lead to a clause structure
that is too complex to be planned within a single unit. Breaking
down this clause into smaller planning processes might result
in a reconceptualization of the motion event and, according to
the planning unit account, this could result in a gestural
separation of manner and path.

3. Methods

3.1. Participants

48 participants took part in the study, 23 German native
speakers and 25 English native speakers. Six participants had to
be excluded because they grew up bilingually and two
participants were excluded since they did not follow the task
instructions. Consequently the language and gestures produced
by 21 English speakers and 18 German speakers were coded

and included in the analyses (3 male participants in German, 1
in English). Participants were aged between 18 and 36 (M =
22.1, SD = 4.2). All participants were tested at the University
of Birmingham and they either received course credits for their
participation or compensation in form of a £3 Starbucks
Voucher.

3.2 Material

13 short cartoons taken from the German children’s series “Die
Sendung mit der Maus” (“The programme with the mouse”)
were used as stimuli [14]. The cartoon sequences ranged from
3-8 seconds and all trials included a character (mouse, duck or
elephant) which performed a motion event. To control speech
output, participants were given a particle verb to describe the
target motion event (see Appendix for the given particle verbs).

3.3 Procedure

Participants came to the lab and they were told that the purpose
of the study was to investigate how different sentence structures
of a language influence our speech production in narrations.
They were instructed to retell the cartoon clips within a single
sentence using either a main or a subordinate clause
construction. In order to create a more communicative situation
and enhance the use of gestures, the participants retold the
cartoons to a third person in the room who was not able to see
the video clips. In the subordinate clause condition participants
had to begin their retellings with the element “I can see in the
video that” (German: “Ich sehe im Video, dass”) (6 and 7).

(6) Ich sehe im Video, dass der Elefant in eine Sandgrube
hineinrollt. (Subordinate Clause Condition)
“I see in the video that the elephant in a sandpit in-rolls.”

(7) 1 can see in the video that the elephant is rolling into a
sandpit. (Subordinate Clause Condition)

Initiating a sentence with this clause forced the participants to
continue with a subordinate clause, in both English and
German. The main clause condition aimed to separate verb and
satellite in German. To create a complete separation, German
participants had to insert the clause “wie im Video gesehen”
(“as seen in the video™) between verb and particle (8). With this
insertion it was possible to create a so-called “nested sentence”.
To ensure that the participants produced this grammatical
structure, they were instructed to start the sentence with the
subject (the mouse, the elephant or the duck), followed by the
verb in second position. However, the total distance between
verb and satellite could vary, depending on how many other
elements the participants chose to include.

(8) Die Maus schwebt, wie im Video gesehen, (mit einem
Regenschirm) in den Pool hinunter. (Main Clause
Condition)

“The mouse floats, as seen in the video, (with an umbrella)
into the pool down.”

Since it is not possible to insert a clause in between verb and
satellite in English, English participants were instructed to place
the clause “as seen in the video” at the end of their sentence (9).

(9) The mouse is floating down into the pool, as seen in the
video. (Main Clause Condition)

In English, the distance between satellite and verb cannot vary;
the satellite always follows the verb directly for stimuli such as
these. Generally, in English the distance between verb and
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satellite as well as the word order of the clause remain the same
when the sentence structure changes from main to subordinate
clause constructions. By adding the clause “as seen in the
video” at the end of the sentence, we aimed to keep the speech
output and the overall complexity of the sentences in both
languages as similar as possible.

The experiment was set up in a PowerPoint presentation and
shown to the participants on a laptop. Main clause and
subordinate clause conditions were blocked and counter-
balanced. Furthermore, within each block the 13 stimuli were
semi-randomized. The task was explained to the participants by
the experimenter going through an example stimulus (Figure 1).
Instructions were given orally. Each condition was explained
and introduced with the same example stimulus and practice
stimulus. The second condition was not explained until the first
condition was completed. Each trial started with a slide
containing the particle verb and either the initial main clause in
the subordinate condition or the embedded clause
(German)/final clause (English) in the main clause condition.
This slide was displayed for three seconds before the actual clip
started. After the clip had been shown, the screen turned blank
and, in order to keep advanced sentence planning to a
minimum, the participants were told that they should start their
retelling as soon as they saw the blank screen. In the example
clip an example answer was shown after the blank slide. This
example answer illustrated the correct sentence structure to
make it easier for the participants to re-produce it in their own
retellings. Concerning the form of the verb (progressive form,
tense), no limitations were given and the participants were told
that it was up to them which form of the verb they used.

Figure 1 Example stimulus for English

I cansee in :
the video that *
s P

climb up | can see in the
1 video that the
3 mouse is
sec. ,
3-8 sec. climbing up a
rock.

Also, participants were instructed to use their hands while
describing what the characters are doing, but it was not
specified what type of hand movements they should produce. If
participants asked how to use their hands or whether a certain
type of gesture was correct, they were told that it was up to them
what to do with their hands. If participants did not use any
gestures twice in a row, they were reminded to do so. For the
later analyses, the participants’ retellings were video and audio
recorded.

3.4 Coding and Analysis

The recordings were coded using the linguistic annotator ELAN
[15]. All speech was transcribed, but only responses where the
participants produced the trained sentence structure in main and
subordinate clauses were considered in the analyses. Hence,
manner and path had to be linguistically encoded within one
clause for the utterance to be included into the analyses. Other
verbs than the ones presented on the slides were included only
if they were particle verbs and only if they were semantically
similar to the given verb, i.e. participants might have used a
different particle (e.g. “emporkriechen” — “crawl upwards”;
instead of “hervorkriechen” “crawl out”) or a different manner
verb (“climb out” instead of “crawl out™).

In terms of gesture coding, only strokes depicting the target
motion event were considered. The target motion event was the

gestural depiction of the given particle verb of each trial. The
gestural coding of motion events was based on the “Cross-
linguistic Motion Event Project” coding manual [used in 6, 16]
and was adapted and elaborated for the stimuli used in the
current study. In a first step all target event gestures were
classified either as manner, path or conflated. To be classified
as a path gesture the gesture could only depict the direction of
the event (e.g. for the motion “to float down”: this might
involve a downward movement with (an) open palm(s) but
without any movements to the left or right which would indicate
manner). Manner gestures were defined as depicting solely the
manner aspect of the motion event (e.g. for the motion “to climb
up”, this might involve the participant opening and closing their
palm(s) without moving their arms upwards). Conflated
gestures depicted motion and manner of the motion event in a
single gesture (e.g. for the motion “to roll into”, this might
involve rotating one’s wrist(s) with a simultaneous change of
location away from the body). Furthermore, in the data a fourth
type of gesture occurred that Ozyiirek et al. [16] termed hybrid
gesture. These gestures are a combination of path or manner
gestures combined with a conflated gesture within a single
stroke.

Next, we classified each response (to each stimulus video) into
three types, based on the types of gestures produced: Separated
Gestures, Conflated Gestures Only, Singleton Gestures Only.
In the category of Separated Gestures, manner and path were
both expressed gesturally within a response, and contained two
gestures where one aspect of the manner and path information
was separated. This included the following combinations: one
manner and one path gesture, one conflated gesture combined
with either a manner or a path gesture. Hybrid gestures were
also classified as Separated Gestures because they separate
manner and path in some way. Hybrid gestures combined with
a manner or a path gesture were also included in this category.
The category of Conflated Gestures Only included responses
that contained just conflated gestures. Finally, the category of
Singleton Gestures Only included responses in which either
manner or path (but not both) were gesturally expressed. It
typically contained either one manner only gesture or one path
only gesture. In cases where participants combined two manner
only gestures in one response (4 instances) or combined two
path only gestures in one response (21 instances), these were
also classified as Singleton Gestures Only.

For three of the 13 cartoon clips (slide down, jump over, jump
into), it was very difficult to encode manner in the gesture,
without using whole body gestures, which adults seemed to
avoid, and this resulted in the production of path gestures only
in the majority of responses for these items. Hence, for the later
analyses, these trials were excluded. The responses in which
participants failed to follow the instructions (e.g. forgot to
include the given clause “as seen in the video” or when they
produced a gesture after speech) were excluded from the
analyses. The error rate across conditions and participants
differed and hence the number of analysed responses in each
condition was not equal across participants (see Table 2).
German participants sometimes encountered problems in
producing the correct structure for main clauses, which led to
an especially high error rate in this condition. Responses with
an error were excluded from the analysis. Due to differing error
rates across conditions, we computed proportion of responses
for the analyses.
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Table 1 Error Rates computed on the basis of possible
responses (10 per participant for each condition) in the Main
Clause Condition and Subordinate Clause Condition in
English and German

Main Subordinate
Error Rate Clause Clause
German 35% 17.22 %
English 1571% | 20%

For each participant, each clause type and each language, we
computed proportion of responses containing the three gesture
types (Separated Gestures, Conflated Gestures Only, Singleton
Gestures Only). Because Singleton Gesture Only responses are
not relevant for our research question, they are not analysed as
a dependent variable in the following analyses. Thus, we
analysed proportions of Separated Gesture responses and
Conflated Gesture responses separately, using 2x2 ANOVAs
with Clause Type (Main, Subordinate) and Language (English,
German) as independent variables.

4. Results

Results are presented in Figures 2 and 3. The ANOVA for
Responses with Separated Gestures yielded a significant main
effect of Clause Type, F (1, 37) =12.85, p =.001, n?> = .258 and
a significant interaction between Clause Type and Language,
F (1, 37) = 6.94, p = .012, n? = .158. The main effect of
Language was not significant (p > .05). Follow-up paired
samples t-tests showed that the proportion of Responses with
Separated Gestures differed between Clause Types only in
German, t (17) =3.43, p =.003, but not in English, t (20) =.938,
p = .359. There was a higher proportion of Responses with
Separated Gestures in Main Clauses, where manner and path
were also separated linguistically, than in Subordinate Clauses,
where manner and path were linguistically contracted. As for
Responses with Conflated Gestures, the ANOVA showed no
main effects or a significant interaction between Clause Type
and Language (all ps > .05). However, paired samples t-tests
showed that for German, the proportion of Responses with
Conflated Gestures was marginally higher in Subordinate than
in Main Clauses, t (17) = 2.09, p = .052, while there was no
such difference for English, t (20) = .697, p = .494. Thus,
proportion of German Responses with Conflated Gestures
showed the opposite pattern than the proportion of German
Responses with Separated Gestures.

Figure 2 Mean Proportions of responses with Separated
Gestures Only in Main versus Subordinate clauses in English
and German. Error bars represent standard errors.
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Figure 3 Mean Proportions of responses with Conflated
Gestures Only in Main versus Subordinate clauses in English
and German. Error bars represent standard errors.

0.40
0.35
0.30
0.25
0.20

0.15

Conflated Gestures

0.10

0.05

Mean Proportion of Responses with

0.00
German English

‘ 0 Main Clause lSubordinatec\ause‘

5. Discussion

The results show that the usage of gestures was affected
differently by clause type in the two languages. In English,
where clausal packaging for main and subordinate clauses stays
the same, no significant differences were found for the two
clause types, for both separated and conflated gestures. In
German however, we did find a significant difference of
separated gestures for the two clause types. More specifically,
the likelihood of a gestural manner and path separation was
higher in German main clauses where manner and path were
linguistically separated compared to subordinate clauses where
these two elements were combined within one lexical item. For
conflated gestures we could find a trend towards a higher
proportion of responses with conflated gestures in subordinate
clauses as compared to main clauses.

Due to these differences found in the German data, our
results do not support the lexicalization account. According to
this account gesture patterns should neither differ across clause
types nor across languages because German and English both
frame motion events with a satellite that is encoded outside of
the manner verb. Based on this lexicalization pattern,
Slobin [8:32] argues that speakers of a satellite-framed
language conceptualize manner and path as “a single
conceptual event” which would predict a gestural conflation of
manner and path when describing motion events.

Our results rather support the planning unit account,
suggesting that during online planning for speech and gesture,
complexity of a clause plays a role in how we conceptualize a
motion event. The clause construction in our German Main
Clause Condition might have been too complex to constitute
one planning unit. Hence, this complex clause was broken down
into smaller planning chunks. This sub-chunking did lead to a
reconceptualization of the motion event during online planning.
More specifically, our results suggest that the amount of
information we can package within one planning unit in speech
also translates to gestural planning units.

The conclusion of the current study has important
implications for the literature on gestural expression of manner
and path. Previous research has shown that when manner and
path are linguistically encoded within a single clause, gestures
tended to conflate manner and path in a single stroke, and when
manner and path are encoded in two separate clauses, gestures
tend to separate manner and path [1, 2]. The current results
indicate this “clausal packaging effect” is in fact a processing
unit effect, as assumed by the Interface Model [1], based on
psycholinguistic studies providing evidence for clause as a
planning unit [11]. This interpretation is empirically supported,
for the first time, by the current study, which demonstrated that
within-language differences of gestural representation of
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motion events can be elicited by manipulating the clause-
internal complexity.

Furthermore, we provided further evidence for Kita et al.’s
[6] claim that gestures are shaped online during speech
production and that they are not bound to a habitual way of
gesturing based on language typology. German speakers
changed the way they express manner and path in their gesture,
depending on the grammatical structure they used for each
utterance.

There are a few important issues to be addressed in future
studies. First, a more naturalistic production task (including
spontaneous co-speech gestures) would give further insight into
how gesture and speech interact when lexicalization patterns
are the same but clausal packaging differs. Second, the current
study design revealed different information packaging patterns
within one clause but the scope of these new clausal sub-chunks
is still unknown. Since the length of clauses varied across
responses depending on how many elements the participants
included in their retellings, it can be assumed that a varying
length and complexity of clauses led to different information
packaging. Evidence for that are the multiple gestural patterns
within our Separated Gestures category including hybrid
gestures where manner and path are separated within one single
gesture stroke.

Finally, the nature of the inserted elements between manner
and path might play a role in how speakers package clause-
internal information. In our study we inserted a whole clause in
between these two elements which did not add any information
to the retelling but rather reorganized the clause structure.
Future study designs might consider different types of elements
which are inserted between verb and particle. This could shed
light on the conceptualization of motion events and how they
are linked to syntactical encoding.

6. Conclusions

We showed that an increased clause-internal complexity in
German main clauses can lead to a reconceptualization of
motion events during online planning processes, such that
manner and path are conceptualized in separate planning units
for speaking and thus manner and path are expressed in two
separate accompanying gestures.
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9. Appendix

Table 2 Given particle verbs in German and English
to describe the motion events depicted in the stimuli
for the 13 trials used in the study (The particle verb
“bore through” was given twice — once it depicted the
mouse boring through a globe and once boring

through the ground.)
English German
climb up (example trial) hinaufklettern
ride around (practice trial) herumfahren
bore through durchbohren
dance around herumtanzen
jump over drilberspringen
roll into hineinrollen
float down hinunterschweben
jump into hineinspringen
drill down hineindrehen
slide down hinunterrutschen
climb up hinaufklettern
spin up hinaufdrehen
bore through durchbohren
jump around herumhiipfen
crawl out hervorkriechen







GESPIN

119

Individual differences in spatial ability influence the effect of gesturing on
navigation and spatial memory

Alexia Galatil, Steven M. Weisberg 2’3, Nora S. Newcombe 2, & Marios Avraamides™

! Department of Psychology, University of Cyprus, Nicosia, Cyprus
? Department of Psychology, Temple University, Philadelphia, USA
3 Center for Cognitive Neuroscience, University of Pennsylvania, Philadelphia, USA
* Centre for Applied Neuroscience, University of Cyprus, Nicosia, Cyprus

galati@ucy.ac.cy, stweis@mail.med.upenn.edu,

Abstract

Does producing gestures while studying routes facilitate
navigation? Thirty-six participants studied route descriptions,
producing congruent gestures for one route and keeping their
hands still for another. When gesturing, participants made
more errors and took longer to navigate the route in a virtual
environment. Despite this surprising decrement in navigation
performance, gesturing did not impair memory: at least for
one route, gesturing actually led to better memory, particularly
for navigators with lower spatial ability scores. Overall, the
effects of gesturing are selective, depending on the complexity
of the described route, the navigators’ spatial abilities, and
their previous gesturing strategies.

Index Terms: gesture, navigation, spatial memory, route
learning, individual differences

1. Introduction

We frequently have to follow route directions to navigate in
an unfamiliar environment. These directions may be provided
by a friend guiding us over the phone, may be presented
incrementally by a GPS device, or may be printed on an
invitation. When having the opportunity to study route
directions prior to navigation, a number of factors influence
how well we represent those routes in memory. Viewing an
accompanying map, for example, can help performance,
especially when the spatial relations that are encoded visually
in the map from a survey perspective are accompanied by
linguistic descriptions from a route perspective, which
encodes spatial relations relative to the navigator (e.g., “turn
left” or “merge right”) [1]. Other representational devices,
such as arrows, have also been thought to afford schematic
features useful to navigation [2] (e.g., for directional turns),
and are indeed leveraged by GPS systems to supplement
visual information from maps and linguistic directions.

In this study, we examine whether self-generated gestures
produced when studying route directions can enhance people's
representations of the to-be-navigated route in memory and,
by extension, their subsequent navigation performance. Such
self-generated gestures may help people construct a spatial
representation of the described route by reinforcing, through
their schematic features, relevant route information (e.g.
directional turns). This facilitative effect could be due to
sensorimotor activation from gestures that are schematically
congruent with imagined turns or environmental features,
resulting in improved situational representations retaining the
semantic content or gist of descriptions of the environment
(i.e., “situation models), in line with proposals that readers
engage in experiential simulation [3].

newcombel@temple.edu, mariosav@ucy.ac.cy

1.1. The role of gestures in spatial tasks

A confluence of studies underscores the recruitment of
gestures in spatial tasks. Speakers often gesture when they
provide route directions [4], describe the location of objects in
scenes [5], spatial patterns [6], or motion in space [7].
Gestures can reveal the speaker's underlying viewpoint for
conceptualizing spatial information [8]. Self-generated
gestures can even help in non-communicative contexts without
any accompanying speech, as in tasks requiring spatial
transformations, including problems that involve mental
rotation [9], problems that require making spatiomotor
inferences about actions [10] or about spatial relations in
described environments [11]. Based on such findings, gestures
have been proposed to facilitate spatial visualization and to
highlight spatiomotor information for problem solving [10].

Similar to these non-communicative spatial contexts that
engender gesturing, gestures in preparation for navigation may
improve the spatial representation of the to-be-navigated
route. In a recent study, participants who studied routes
presented in diagrams recalled more steps of the route when
they had gestured during an intervening rehearsal phase
compared to other rehearsal conditions that included drawing
the route on paper, tracing the route by hand, or mentally
simulating it without hand movement [12].

Here, we address explicitly whether gestures confer a
benefit to navigation and memory performance, not when
routes are depicted through diagrams, but rather when they are
presented as linguistic directions. We also investigate whether
the influence of gestures on navigation and memory
performance interacts with the gesturer’s spatial abilities. We
address these possible interactions in the next section.

1.2. Individual differences in navigation and
gesturing

Two relevant lines of research are pertinent here: (i)
research examining how spatial and other abilities are related
to gesturing and (ii) research addressing the relationship
between spatial abilities and navigation performance.

In terms of the former, there is extensive evidence that
individual differences in spatial and verbal abilities are
associated with differences in gesture production. For
example, a combination of spatial and verbal abilities predicts
gesture frequency, with the most frequent gesturers being
individuals with high spatial visualization ability but low
phonemic fluency (i.e., the ability to organize ideas into a
chain of linguistic units, associated with executive control)
[13]. Differences in fluid intelligence (the ability to select
task-relevant information quickly and to focus on a limited set
of task-relevant operations) also predict aspects of gesturing:
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those with high fluid intelligence are more likely to produce
gestures from a non-egocentric perspective in their
explanations of geometric analogies compared to those with
average fluid intelligence [14]. Moreover, when gestures are
recruited in dual tasks, individual differences in working
memory capacity influence the extent to which gestures aid
performance. When having to recall a series of letters, those
with low working-memory capacity benefitted from being able
to gesture during an intervening explanation of how they
solved a mathematical equation, whereas those with high
capacity didn’t benefit from gesturing [15]. Finally,
differences in expertise in domains with a high spatial
component (e.g., neuroscience or meteorology) are also
related to differences in producing gestures, with experts being
more likely to encode spatial transformations through
representational gestures relative to beginners [16].

A second line of research suggests that performance in tasks
that require some form of survey knowledge, including
navigation, is predicted by individuals’ self-reported sense of
direction. For instance, sense of direction predicts participants’
ability to integrate spatial information from different routes,
whether routes are experienced passively while viewing a
video [17] or are actively navigated in a virtual environment
[18]. Also, individuals with better self-reported sense of
direction can more accurately and efficiently navigate routes
when they are described from a new perspective (e.g., route
vs. survey) that differs from the perspective to which they had
been accustomed [19]. Spatial ability may therefore be an
important predictor for the effectiveness of gesturing as a
learning strategy, since it may render individuals more or less
likely to recruit gestures when translating linguistic
descriptions into a situational representation. Indeed, beyond
spatial abilities, individual preferences for navigation
strategies influence the information that navigators encode and
can, thus, recall (e.g., [20]).

1.3. Our study

In the present study, we examine whether the self-generated
gestures that people produce when studying route directions in
preparation for navigation (a) help their initial spatial
representation of the to-be-navigated route, thus facilitating
navigation performance, (b) help their resulting memory
representation for the environment following navigation, and
(c) differ in their influence on navigation and memory
performance according to the gesturers’ spatial abilities.

At the beginning of the study, participants completed self-
report and psychometric measures intended to capture
individual differences in spatial ability. Next, participants
studied directions describing routes from a start point to a
destination. This study phase occurred in one of two
conditions: for one route participants were instructed to
perform gestures congruent with the described path (Gesture),
whereas for the other route they were instructed to keep their
hands still (No Gesture), with their order counterbalanced
across participants. Next, participants navigated those routes
from memory in a virtual environment, and finally performed
two memory tests that assessed their memory of the
environment. This procedure was repeated for the second
route.

Based on the reviewed findings that gestures can confer an
advantage in spatial tasks, we expected that participants would
navigate routes more accurately and efficiently and would
remember the navigated environment better when gestures
were permitted at study compared to when they weren’t. In
addition, we predicted that those with better spatial ability
would generally perform better during navigation and on the
memory tests for the environment. Nevertheless, our

investigation of the potential interaction between spatial
ability and gesturing was more exploratory. One possibility is
that high spatial ability participants would benefit more from
gesturing, because they are more likely to gesture
spontaneously (e.g., [16]), but another possibility is that those
with more limited spatial and related abilities stand to gain
more from gesturing (e.g., [18]).

2. Method

2.1. Participants

Thirty-six undergraduate and graduate students from the
University of Cyprus (29 female) participated for research
credit for a university course or for payment (15 euros).

2.2. Materials

2.2.1. Route descriptions

Routes were described as a series of numbered steps
connecting four landmark buildings. Because the two routes
connected buildings in a preexisting VE (see [21], and [18]),
their descriptions were not fully equivalent. As shown in
Figure 1, Route 1 (the red route) was slightly more complex,
involving 7 described turns (vs. 5) and 12 distinct segments of
text in the directions (vs. 10) relative to Route 2. These
differences permitted examining the effect of route
complexity, while still matching the routes in terms of the
number of landmark buildings, the number of buildings that
were intervisible on the route, and the number of spatial
locatives (e.g., left, right, straight) in their descriptions.

B )
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two routes (solid lines) in the VE. Route 1 is shown in red and
Route 2 in blue.

2.2.2. Psychometric and Self-report Measures

Participants completed the following self-report and
psychometric measures: the Santa Barbara Sense of Direction
test (SBSOD; [22]), the Philadelphia Spatial Ability Scale
(PSAS; [23]), the Philadelphia Verbal Ability Scale (PVA;
[22]), and the Spatial Orientation Test (SOT, [24]).

The SBSOD is a standardized self-report scale of 15 items
designed to assess the ability to carry out tasks at the
environmental scale of space (e.g., “I am very good at judging
distances”). The reported analyses are based on that subset of
10 of those items (the SBSOD-CY scale), due to earlier work
suggesting that that only 10 of the SBSOD items are suitable
for measuring SOD in the Greek-Cypriot population [25].

The PSAS scale includes 16 items designed to measure how
well participants feel they can perform small-scale spatial
tasks, such as visualizing and transforming small or medium-
sized objects (e.g., “I can easily visualize my room with a
different furniture arrangement”).

The PVAS scale consists of 10 items designed to measure
how strong participants feel their verbal ability is (e.g., “I am
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good at crossword puzzles”). For these three self-report
measures, participants responded on a 7-point Likert scale.

The SOT consists of 12 test items presenting participants
with an array of objects and asking them, on a given item, to
locate an object from an imagined perspective (e.g., Imagine
you are standing at the car and facing the traffic light. Point
to the stop sign). Participants draw its angle of disparity from
their imagined perspective on a circle on the printed page.
Participants were timed for 5 minutes to complete as many of
the items as they could. Each participant’s error score was
computed by averaging, across items, the difference between
the angle for the correct answer and their response.

2.3. Procedure

Upon giving informed consent, participants completed the
self-report and psychometric measures. The SBSOD, PSAS,
and PVAS were translated into Greek and were presented on a
browser, using SurveyMonkey Inc. services, while the SOT
was administered on paper. Next, participants were
familiarized with the VE presented on a projection screen, and
became accustomed to using the controls for moving and
looking around the VE (a mouse and the arrow keys of a
numeric keypad). Next, participants moved to an adjacent
room to study a route description (study phase). They were
told that they would later navigate the described path from
memory in the VE, and were asked to ensure that they
remembered the names of the route’s four landmark buildings
in order to recognize them in the VE. Participants were
informed that the route description would appear on the
computer screen as a series of numbered instructions that
would be “similar to the format of directions from Google
Maps, but more detailed”. Participants could study route
directions without a time limit, and were videotaped.

In the Gesture condition, participants were instructed to
produce compatible gestures while they studied the route
directions. They were asked to produce at least one compatible
gesture, for each numbered step of the directions, but were
otherwise free to gesture in any way the wished. In the No
Gesture condition, participants were instructed to hold their
hands still as they studied the route directions, keeping their
right and left index fingers on specific keyboard keys.

After the study phase, participants returned to the original
room to navigate the route from memory in the VE. They were
reminded of their origin and destination buildings (e.g., “You
at Batty House and you want to go to Golledge Hall.”). If
participants made a navigation error (e.g., taking the wrong
turn) and did not readily self-correct, they were interrupted by
the experimenter, directed to an earlier correct segment of the
route, and prompted for the next instruction. Prompts became
more specific only if the participant reported not being able to
recall how to continue. If participants asked for confirmation
for their navigation choices, the experimenter did not provide
feedback, and asked them to proceed as they thought best.

After navigation, participants completed two tests assessing
their memory representation for the virtual environment: a
pointing task and a model building task. In the pointing task,
for each trial, participants were placed directly next to one of
the four landmark buildings of the route and were asked to
point to one of the other buildings from that location. The
prompt appeared at the top of the screen (e.g., “Point to
Harvey House”, while being next to Batty House). To
respond, participants were instructed to move a crosshair that
appeared in the center of the screen, until it pointed to where
they imagined the front door of the building in the prompt to
be. Participants could rotate the crosshair in the horizontal
plane by moving their mouse and clicking to log their
response. For each trial, performance was assessed by

determining the smallest possible angle between the correct
answer and the participant’s estimate.

In the model building task, participants viewed on the
computer screen a blank box with top-down views of each of
the four landmark buildings of the route underneath it.
Participants were told that the box represented the entire VE
they had explored on that route and were asked to place each
building where they considered it to be. Participants could
drag and drop buildings using their mouse, adjusting their
positions as much as necessary. Accuracy on the model-
building task was assessed using a bidimensional regression
analyses [26], which correct for differences in scale,
translation, and rotation, providing the correlation coefficient
between the configuration of the target map and the
participant's map. The correlation coefficient squared (R?) was
the variable of interest, capturing the proportion of variance
explained in the actual layout of buildings by the participant’s
arrangement of buildings.

Participants then completed the same procedure (study,
navigation, pointing task, model building task) for a second
block, in which they studied the other route in the other
gesture condition (Gesture or No Gesture). After completing
this series of tasks for both routes, participants were debriefed.
Experimental sessions took about 1.5 hours.

2.4. Coding navigation performance

Navigation videos, captured by Fraps software, were
annotated in ELAN [27] to assess the duration to transverse
the route, the number of navigation errors made, and the
length and frequency of their pauses. The onset of route
duration was operationalized as the first video frame of
movement at the origin of the route, and its offset as the final
frame of movement (forward, backward, or lateral) at the
destination building. The navigation errors of interest were
wrong choice point errors, in which navigators deviated from
the route at a decision point (e.g., a turn, intersection,
crossroad, or forked road). Pauses were identified as the
segments of the video on which the navigator was stationary,
without any movement (forward, backward, or lateral) for two
or more frames (i.e., sequences of video frame across which
the optic flow either remained unchanged or suggested a
change in heading due to rotation but not displacement). In
order to control for differences in route duration, we analyzed
the proportion of the route’s duration that navigators spent
pausing (i.e., total duration of all pauses / route duration).

2.2.1. Reliability for navigation coding

Two coders coded uniquely the videos of 15 and 17
participants, respectively, and coded redundantly the videos of
another 4 participants. Their estimates of route duration
exhibited high reliability in the 8 videos coded redundantly:
the single measure of intraclass correlation coefficient (ICC)
was 1.00, p < .001, using type consistency. The coders had a
mean difference only of about a video frame (38 msecs) when
identifying the end of a route. Their difference in identifying
the onset of the route averaged .51 secs, due to one outlying
video with a disagreement of 2.80 secs. The two coders also
identified the same 18 navigation errors in the routes of the 8
videos. Their only disagreement concerned one instance in
which one coder identified a navigation error that the other
coder parsed as two consecutive errors. The inter-rater
agreement for identifying wrong choice point errors was 95%
(Cohen’s Kappa = .81, p < 01). The total duration of pauses
per route was highly correlated between the two coders as
well, ICC= 1.00, p < .001. The mean difference in total pause
duration was 1.83 secs per route (SD= .43 secs),
corresponding to only a small fraction of the route’s total
duration (.68 %).
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3. Results

3.1. Navigation performance

Gesturing during the study of route directions did not
improve navigation performance overall. In fact, in terms of
their efficiency in navigating the route, participants took
numerically longer to complete the routes when they had
previously gestured (M=356.19 secs, SD= 153.72 secs)
compared to when they hadn’t gestured at study (M=326.17
secs, SD= 136.96 secs), F (1, 34)= 1.50, p= .23. This
numerical difference in route duration can be contextualized
by the number of errors participants made during navigation:
participants made more navigation errors when they had
gestured at study compared to when they hadn’t gestured
(M=2.03, SD=1.18 vs. M=1.58, SD=1.23), although this
difference was only marginally significant, F' (1, 34)= 3.46,
p=.07. Whether navigators gestured at study did not influence
their pausing behavior, F (1, 34)= .15, p=.70.

When comparing the two routes, navigators took
numerically longer (by an average of 34 secs) to complete the
more complex route, Route 1, F (1, 34)= 1.98, p= .17,
although they paused for a significantly greater proportion of
time in Route 2 (M= .36, SD= .12, vs. M= .29, SD= .13 for
Route 1), F (1, 34)= 11.92, p < .01. There were no reliable
differences in the navigation errors made across the two
routes, F (1, 34)= .49, p=.49. For none of the above measures
did the combination of the gesture condition with route
identity or its order influence performance.

3.2. Navigation performance relative to individual
differences

Although we didn’t find a systematic effect of gesturing on
navigation performance, some consistent patterns emerged
when individual differences in spatial ability were considered.
In general, navigation performance was better for participants
with higher spatial ability scores. For instance, the mean
duration of both routes taken together was significantly
correlated with participants’ mean SOT error (Pearson’s r=
.50, p < .01) and was marginally correlated with their PSAS
score (Pearson’s r= -.27, p= .11). Similarly, the participants’
SOT error was significantly correlated with their number of
navigation errors (Pearson’s = .51, p < .01) and with the
proportion of the route spent pausing (Pearson’s r= .37, p <
.05).

Interestingly, many correlations between spatial ability and
navigation performance were reliable in the No Gesture
condition but not in the Gesture condition (e.g., SBSOD-CY
with route duration and with navigation errors; SOT with
navigation errors and with the proportion of time paused;
PSAS with the proportion of time paused). That is,
constricting gestures had an adverse effect on the navigation
performance of individuals with lower spatial ability.

3.3. Memory performance: Pointing task

In the pointing task, gesturing at study did not influence
participants’ mean pointing error, F (1, 34)= 1.73, p= .20.
Their mean pointing error was 42.45° (SD= 37.58°) when they
had gestured at study and 45.04° (SD= 38.72°) when they had
not. Although gesturing did not influence pointing
performance on its own, its influence depended on the
complexity of the route with which it was paired. As shown in
Figure 2, gesturing improved pointing accuracy more so for
the less complex route, Route 2, than for Route 1; the
interaction between gesturing and the route with which it was
paired was significant, F' (1, 34)= 32.17, p < .001. Not

surprisingly, participants were overall more accurate on the
less complex route, Route 2 (M= 38.19°, SD= 36.69°) than
Route 1 (M=49.30, SD=136.39°), F (1, 34)=32.17, p < .001.
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Figure 2: Participants’ mean pointing error across the
study condition (Gesture vs. No Gesture) and the route studied
(Route 1 vs. 2). Error bars represent standard error of the
mean.
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Figure 3: Participants’ mean pointing error across the two
blocks in the experiment (Block 1 vs. Block 2) and the order of
the study conditions (Gesture-first vs. Gesture-second). Error
bars represent standard error of the mean.

Finally, the ordering of the study conditions influenced
pointing error to some extent, as there was a marginally
significant interaction between the study condition and the
block in which it took place, F (1, 32)= 3.56, p= .07. As
shown in Figure 3, when the No Gesture condition was in the
second block (i.e., the right circle of the “Gesture first” line)
performance was worse than when it was in the first block
(i.e., the left square of the “Gesture second” line), F' (1, 34)=
4.05, p=.05. That is, participants who couldn’t gesture after a
block in which they could gesture made larger pointing errors
compared to participants for whom that condition came first.
This order effect was driven by Route 2, the less complex
route. When participants couldn’t gesture while studying
Route 2, they were about 15° less accurate when this happened
the second block than in the first block, F (1, 32)= 10.06, p <
.01. On the other hand, when participants couldn’t gesture
while studying Route 1, they were comparably accurate
whether this happened in the first or second block, F' (1, 32)=
.10, p=.76.

3.4. Memory performance: Model building

Altogether, performance in the model building task
converged with performance in the pointing task. The
correlation coefficients squared (R?) indicated that gesturing at
study (M= .72, SD=18) did not result in more accurate
configuration than not gesturing at study (M= .74, SD= .20), F’
(1, 32)= .43, p= .52. However, the pairing of the study
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conditions with the routes mattered, as indicated by a
significant interaction, F (1, 32)= 7.03, p < .05. As with the
pointing task, when participants couldn’t gesture while
studying Route 2 they were less accurate, and this was
specifically the case when the No Gesture condition was in the
second block than the first block, F (1, 32)=4.63, p < .05. As
with the pointing task, participants were also more accurate on
Route 2 (M= .78, SD= .18) than Route 1 (M= .67, SD=.18), F
(1,32)=13.04, p <. 01.

3.5. Memory performance relative to individual
differences

Participants’ spatial ability predicted their memory
performance in some ways. Performance in the pointing task
was marginally correlated with the participants’ PSAS and
SBSOD-CY scores (Pearson’s r= -25, p= .15 PSAS;
Pearson’s 7= -.27, p= .11, respectively): participants with
better spatial ability tended to make smaller angular errors in
the pointing task. These negative correlations became
significant when only pointing performance on Route 2 was
considered (for PSAS: Pearson’s r = - .38, p < .05; for
SBSOD-CY: Pearson’s = -.37, p < .05). Interestingly, these
significant correlations held when participants couldn’t
gesture when studying Route 2 (N= 18, for PSAS: Pearson’s
r=-.66, p < .01, for SBSOD-CY: Pearson’s r= -.48, p < .05),
but not when they could gesture on Route 2.

In terms of model building, participants with higher spatial
ability constructed more accurate configurations of the
landmark buildings. Specifically, model building performance
correlated significantly with PSAS scores (Pearson’s r= .40, p
< .05) and marginally with SBSOD-CY scores (Pearson’s 7=
.33, p=.05). Similar to pointing performance, the correlation
between model building performance and SBSOD-CY was
significant for Route 2 (Pearson’s = .36, p < .05) but not for
Route 1.

Participants’ navigation performance was also correlated
with their later performance in systematic ways. Although
participants’ mean angular error in the pointing task was not
significantly correlated with the time they took to complete the
route, this correlation became significant when only the No
Gesture condition was considered (Pearson’s r= .40, p < .05).
Similarly, in the No Gesture condition, participants
constructed less accurate models of the environment as route
durations increased (Pearson’s 7= -.36, p < .05), whereas this
wasn’t the case in the Gesture condition. That is, when they
hadn’t gestured at study, participants made larger pointing
errors and constructed less accurate models the longer they
had taken to complete the route.

4. Discussion

Contrary to our predictions, gesturing while studying route
descriptions did not confer a global advantage to navigation
and memory performance. However, when taking the
navigators’ individual differences in spatial ability into
consideration, a more nuanced understanding of the potential
benefit of gestures emerges. For instance, although gesturing
at study did not improve navigation performance (in fact, it
numerically increased navigation errors), those with lower
spatial abilities were worse at navigating when gesturing was
prevented at study. Measures of spatial ability reliably
predicted navigation performance only in the No Gesture
condition, with one exception (between SOT and the mean
route duration, whose significant correlation held for both
study conditions). In other words, preventing gestures during
the study phase was especially pernicious to those with lower
spatial abilities. For these individuals, constricting gestures at

study may have contributed to a less accurate initial
representation of the route and the environment compared to
when they had been instructed to gesture.

This proposal is supported by the memory tests, on which
lower ability navigators performed worse, though in a more
restricted context. When gestures were constricted, there was a
decrement in pointing performance for the less complex of the
two routes (Route 2), on which participants were overall more
accurate. It is not fully clear why these effects of gesturing (or
not gesturing) are observed only for Route 2, since
performance on Route 1 does not seem to reflect a floor effect
any more so than performance on Route 2. In both the
pointing and model building tasks, performance on this route
was worse when gestures were constricted in the second block
(i.e., after having used a gesturing strategy), especially for
navigators with lower spatial abilities. This order effect is in
line with other studies reporting a performance cost when
switching from a gesture to a no gesture condition (e.g., [15]).

When interpreting the findings of the navigation and testing
phases, it is useful to distinguish the representations of the
environment that participants accessed in each of these phases.
During navigation, participants presumably accessed an initial
representation of the environment; this representation had, as
its input, the linguistic descriptions provided at study and, in
the Gesture condition, self-generated gestures that presumably
elaborated or reinforced their initial situation model. During
memory testing, participants accessed their final
representation of the environment, which had been enriched
and updated by the visual information experienced during
navigation in the virtual environment. This distinction
qualifies some patterns that may appear perplexing otherwise:
for instance, that Route 2 exhibited worse navigation
performance in some ways but better memory performance.
The fact that participants paused proportionally longer when
navigating Route 2 (vs. Route 1) may have enabled them to
create a more accurate representation of the environment
along that route, resulting in more accurate pointing judgments
and model reconstructions later on.

However, what remains puzzling is that, although
constricting gestures impaired the navigation and memory
performance of low ability navigators, gesturing led to overall
more navigation errors compared to not gesturing (albeit, this
was a marginally significant difference) and numerically
longer route durations. One possibility for this counterintuitive
finding is that forcing participants to gesture taxes their
cognitive or attentional resources, and thus impairs their
encoding of the environment. Other researchers have not
found evidence in support of this claim, reporting no reliable
differences between the effects of forced and spontaneous
gesturing (e.g., [28] in a dual task). Still, in our task, it is
possible that there could be an adverse effect of forced
gesturing.

Another possibility is that, by gesturing while encoding
route descriptions, readers may reinforce somewhat inaccurate
inferences about an unfamiliar environment. Linguistic
directions convey spatial information through discrete units
that do not capture analogue or gradient spatial relationships.
For example, readers may interpret the description of a “left
turn” as a canonical 90° left turn, when in fact it may refer to a
more oblique turn (say, 75°) in the environment. Thus, when
readers are trying to construct situation models for unfamiliar
environments, asking them to produce compatible gestures
could reinforce more canonical representations for some
aspects of the environment that may conflict somewhat with
their perceptual experience during navigation, sufficiently so
to result in navigation errors. This suggests that, although
constricting gestures when studying route directions may be
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particularly harmful to low spatial ability individuals, forcing
navigators to gesture on each instruction may not be an ideal
encoding strategy overall. Although in this experiment we did
not code for the type and frequency of gestures produced
(having simply checked that participants behaved as instructed
in the Gesture and No Gesture conditions), we are doing so in
a follow-up experiment.

In this new experiment, we are aiming to shed light on the
reported decrement in navigation performance here by letting
participants gesture spontaneously instead of instructing them
to gesture. If spontaneous gesturing is beneficial to navigation
performance, the numerical decrement in navigation
performance observed here could have been due to forced
gestures taxing participants’ cognitive resources. However, if
spontaneous gesturing continues not to improve navigation
performance, then it may be a non-ideal strategy for encoding
routes in unfamiliar environments, as it could contribute to
more schematic and slightly inaccurate spatial representations.
With 2/3 of these new data coded, more than half of the
gestures encode representational features of the environment
or route (8.41 out of the 15.25 gestures produced on average
per minute), involving a route or survey perspective, or their
combination. Examining the distribution of gesture types and
their frequency will be useful to unveiling the strategies that
navigators employ at study and their relationship to the
navigators’ spatial abilities and subsequent performance.

So far, the effect of gesturing on navigation and memory
performance appears to be selective, depending on the
complexity of the described route, the spatial abilities of the
navigators, and their previous learning strategies (e.g., the
prior availability of gestures).
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Abstract

Conversational facial gestures can be considered as co-verbal
thanks to their timing with words and context. In particular, a
relationship between eyebrow movements and speech, on both
prosodic and conversational levels has been found. The
originality of the present study is twofold: it deals with
eyebrow movements in three different corpora of French talk-
in-interaction and it involves the same pair of speakers in each
condition. The aim of this study is 1/ to compare the production
of eyebrow movements in different speaking tasks specific and
2/ to establish the location of eyebrow movements according to
speaking turns. Our results show that the different corpora
exhibit a significant difference related to the production of
eyebrow movements while the latter significantly co-occur with
the beginning of speaking turns, whatever the type of corpus.

Index Terms: Eyebrow movements, conversational facial
gestures, interaction, multimodality.

1. Introduction

Facial expressions have been regarded since [1] as expression
of emotions [2]. However, in 1979, [3] introduced the
distinction  between emotional facial gestures and
conversational facial gestures. This distinction is updated by [4]
with four criteria: conversational facial gestures are context-
dependent, speech-dependent, without “stereotype” (no fixed
forms), and appear in a social process. This function of facial
expressions in conversation is consistent with a multimodal
perspective of speech as developed in our corpora. Therefore,
some gestures such as hand gestures, head movements and
facial expressions can be considered as co-verbal since they
occur during speech and they cannot be analyzed without it.

In this preliminary study, we focus on eyebrow movements in
three types of talk-in-interaction corpora in French. We adopt
an approach based both on interaction studies ([5], among
others) and gesture studies. We analyze the production and
location of eyebrow movements of the same pair of participants
in three interactional tasks. Although studies focusing on
eyebrow movements are scarce, we know that they are heavily
connected to speech. Moreover, to our knowledge, there is no
previous study (such as ours) aiming to compare eyebrow
movements in three types of interactional data.

Eyebrow movements are strongly connected to speech, both on
the prosodic level and on the conversational level. On the
prosodic level, [6] claimed that 93.75% of the eyebrow

movements of their data were associated with accentuating
intonation contours. Indeed, they showed a tiny link between
fundamental frequency and eyebrow movements. On the
conversational level, [7] showed that a raised eyebrow
structures the start, the continuity and the end of a topic in a
conversation. More precisely, eyebrow movements have been
predicted to occur more frequently at the start of a new segment
in the structure of the dialogue [8]. In French, [6] and [9] argue
that eyebrows movements are associated with the beginning of
a new speaking turn. The authors demonstrated these results
thanks to time measurement between speech and gestures.
However, few studies have focused on the French language.
One of the purposes of our paper is to confirm the results of [9]
by using an automatic request procedure and by expanding the
study to other kinds of interactional activities.

Moreover, studies concerning eyebrow movements were
conducted on a single type of interaction (interview) involving
different speakers. The main interest of our corpora is that they
involved the same pair of speakers across three different types
of talk-in-interaction. Thus, our first research question is: Does
the interactional task impact the production of eyebrow
movements in terms of number of occurrences? Our second
research question is focused on the timing: Does the link
between the beginning of the speaking turn and the
occurrence of eyebrow movements remain the same
whatever the interactional task? For the first question we
hypothesise that there will be a difference in the production of
eyebrow movements since there is 1/ a difference in the various
activities engaged in tasks and 2/ a difference in the way the
various tasks involve the participants (personal opinions vs.
factual information for example). For the second question we
will attempt to corroborate the results of [9] about the link
between the beginning of the speaking turn and the eyebrow
movements. We therefore hypothesize that the different types
of corpus will have no effect on the location of eyebrow
movements. Whatever the interactional task, the function of
eyebrow movements in the structuring of the turn taking
organisation will remain the same and thus eyebrow movements
should be more present at the beginning of a speaking turn than
in another position.

2. Methodology

2.1 Participants and experimental settings

Participants are a pair of two male speakers (AG and YM). The
two speakers work in the same laboratory and have known one
another for years. They are friends. They are also familiar with
the anechoic chamber where the interactions were recorded. In
the CID condition, participants take place in three-quarters
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view. In the DVD and MTX conditions, participants are in a
face-to-face interaction.

2.2 Corpus

Our study is based on three corpora that were recorded at the
LPL (Laboratoire Parole et Langage, Aix-en-Provence).
Corpora investigated here were the CID (Corpus of
Interactional Data) [10] (visible at sldr.org/sldr000720/en), the
DVD Corpus (CoFee Project, [11]) (visible at
sldr.org/sldr000773/en) and the Maptask corpus (MTX) [12]
(visible at sidr.org/sldr000732/en). The CID is a corpus of
conversational data in which the participants had to freely
discuss an imposed topic: unusual moments in life. Given this
instruction, the CID exhibits a large narration activity. The
DVD corpus is a corpus of argumentative speech about movies.
This interaction exhibits a large activity in which participants
have to express personal opinions. The DVD corpus also
contains an activity of negotiation required by the global task of
demanding that each speaker choose two DVDs to take home at
the end of the task. The MTX corpus is a collaborative task in
which speakers are directors or followers round after round and
they have to map out a path on paper [13]. Participants realized
seven map tasks. The MTX corpus exhibits a large explanation
activity. Given the different interactional tasks particular to our
different corpora - the DVD corpus is typically conducive at the
expression of opinion; the CID corpus requires narrative and
descriptive speech; and the MTX corpus presents factual
information concerning the direction and the location of
elements on the map - we can test whether eyebrow movements
from the same pair of participants are different according to
these particularities.

The selected extracts for this study were of equal duration (i.e.
30 minutes for each corpus).

2.3 Unit of analysis

All three corpora were segmented in Inter-pausal Units (IPU)
which are speech blocks separated by silent pauses (>200ms).
Following [14] we use IPU as a unit of turn. Other units based
on syntactic or prosodic cues can be used to refer to a turn but
their identification remains difficult, especially on spontaneous
data. Our choice of IPU as a unit of analysis is based on its
objective nature, which makes its identification easier. We
therefore considered each IPU produced by a speaker as a new
speaking turn.

2.4 Annotation and request

The study of eyebrow movements requires the use of
multimodal annotation software. We chose ELAN (v4.7.3 [16])
and SPPAS [17]. The methodology used in this paper is
comprised of 3 stages:

2.4.1 Pre-segmentation of eyebrows

The pre-segmentation of eyebrow movements was realised with
the segmentation mode of ELAN. Only eyebrow raises and
frowns were annotated. It is necessary to watch the video at a
slowed rate to find the exact image that corresponds to the
eyebrow movement. If it is an eyebrow-raising movement, the

eyebrows gradually rise up and go back to a neutral position on
a vertical axis. If it is a frowning movement, the eyebrows
move on a horizontal axis. Eyebrows move toward each other
near the center and a bend appears between them. It is
important to note that the annotated movements can be on a
single eyebrow.

Figure 1: Eample of éyebrow movements: raised (on the left)
and frown (on the right)

2.4.2 Transcription of speech

The transcription of verbal speech in ELAN (see Figure 2) takes
place after the segmentation of eyebrow movements. This is a
second stage to avoid the influence of speech when annotating
eyebrow movement.
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Figure 2: Example of an overlap

2.4.3 Filters

The silent pauses and overlaps of eyebrow movements with
IPUs were filtered in SPPAS in order to see how many eyebrow
movements were produced along with speech. For this, we
customised the overlap criteria, and chose between: “Overlaps”,
“overlapped by”, “starts”, “started by”, “finishes”, “finished
by”, “during” and “contains”. Each time an eyebrow movement
occurs in these positions, SPPAS creates an annotation on a
new tier named “Chevauchés” (Figure 2). In order to see the
link between eyebrow movements and the beginning of a
speaking turn, we created a new tier named “Chevauchés_deb”
containing only “Overlapped by”, “started by”, and “during” to
show the co-occurrence of eyebrow movements and IPUs). In
the example given in the Figure 3, we consider that X
corresponds to the IPUs tier and Y corresponds to eyebrow
movements.

[V Overlapped by

Starts

Min overlap 0.001
in seconds

@started by
Finishes
Finished by

@During

Figure 3: SPPAS filter
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3. Results
3.1 Production of eyebrow movements

In order to analyse the production of eyebrow movements in the
three selected corpora, descriptive statistics and proportion tests
were performed.

3.1.1.  Descriptive results

The following table (Figure 4) shows the descriptive statistics
of the corpus for each of the three corpora: the activity of
narration (CID), the activity of expression of opinion (DVD)
and the activity of explanation (MTX). It shows the number of
IPUs, the total number of eyebrow movements, the eyebrow
movements co-occurring with overlapped IPUs and the ones
appearing only at the beginning of the IPUs for each speaker
(AG vs YM).

Speaker AG DVD |CID MTX

TOTAL_IPU 531 499 732
TOTAL_EYEBROW 214 172 76
TOTAL_IPU_OVERLAP 159 138 63
TOTAL_IPU_OVERLAP_BEG 83 58 31
IPU_OVERLAP/TOTAL_IPU 10| 9.67| 3.39
Speaker YM DVD |CID MTX

TOTAL_IPU 583 503 652
TOTAL_EYEBROW 210 154 60
TOTAL_IPU_OVERLAP 180 125 55
TOTAL_IPU_OVERLAP_BEG 98 33 22
IPU_OVERLAP/TOTAL_IPU 993 | 8.67| 3.09

Figure 4: Table of results

In Figure 4, IPU_OVERLAP/TOTAL_IPU refers to the mean
eyebrow movement production per minute. The eyebrow rate is
obviously dependent on the number of occurrences but it is
important information: for instance if we look at speaker AG in
the DVD corpus, he produced a mean of 10 eyebrow
movements overlapped with an IPU for 1 minute and speaker
YM in the DVD corpus produced a mean of 9.93. The amount
of TOTAL_IPU is almost the same in the DVD corpus (AG =
531 vs. YM = 583).
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Figure 5: Production of eyebrow movements

Nonetheless, as we can see in Figure 5, the repartition of the
two types of eyebrow movements (raising and frowning) is very
uneven. AG always produces more eyebrow-raising movements
than frowning movements in the three corpora. The production
of YM is more balanced than that of AG: he produces a fair
amount of eyebrow raises but the frowning is more frequent
than for AG.

Figure 5 shows the difference between raised eyebrows (in
dark) and frowns (in light), for each corpus and each speaker.
The graphic illustrates a difference between each corpus, with a
more important frequency of movements in DVD > CID >
MTX, whatever the speaker, and whatever the type of
movements (raised or frown). Even if YM produces fewer
eyebrow movements than AG, the proportion between corpora
is constant.

3.1.2.  Statistical analysis

In order to test the link between eyebrow movement
occurrences and the interactional task, proportion tests were
performed [17].

The first proportion test is about the difference of proportion in
eyebrow movement occurrences on the total number of IPUs
between the three corpora, ie.
TOTAL IPU OVERLAP/TOTAL IPU. One proportion test by
speaker was performed. (AG = 159/531; 138/499; 63/732; YM
=180/583; 125/503; 55/652).

DVD CID MTX
AG 0.30 0.28 0.09
YM 0.31 0.25 0.08

Figure 6: Table of proportion test score

AG (X-squared = 108.5312, df = 2, p-value <2.2e-16¥); YM
(X-squared = 101.7436, df = 2, p-value < 2.2e-16%*). As
expected, the proportion of eyebrow movements significantly
differs: we can note that the MTX corpus very strongly differs
from the DVD and CID which exhibit similar proportions.
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3.2. Link between eyebrow movements and speaking
turn

In order to confirm the link between eyebrow movements and
the beginning of speaking turns, and as we did for the
production test, descriptive statistics and proportion tests were
performed.

3.2.1. Descriptive results

Our second research question deals with the moment of
appearance of eyebrow movement on IPUs. Our hypothesis is
that they should appear at the beginning of an IPU, to be
consistent with [9]’s findings. We have considered how the
total number of eyebrow movements is distributed in Fig 7.

DVD AG DVD YM
CID AG CID YM
MTX _AG MTX YM

“Beginning
“End
Between IPL

“Other

Figure 7: Movements associated with IPU

3.2.2. Statistical analysis

We performed a second test of proportion to confirm that there
are no differences between the corpora at the beginning of

IPUs. The proportion test is about the difference of proportion
about overlaps in beginning of an IPU on the total number of
overlapped IPUs between the three corpora, i.e.
TOTAL_IPU OVERLAP_BEG/TOTAL IPU OVERLAP.
One proportion test by speaker was run. (AG = 83/159; 58/138;
31/63; YM = 98/180; 33/125; 22/55).

DVD CID MTX
AG 0.52 0.42 0.49
YM 0.54 0.26 0.40

Figure 8: Table of proportion test score

AG (X-squared = 3.1264, df = 2, p-value = 0.2095); YM (X-
squared = 23.9082, df = 2, p-value = 6.433e-06%). IPUs
overlapped at the beginning concern nearly 50% of the total
number of overlapped IPUs for AG but not for YM. As
expected, the proportion of IPUs overlapped at the beginning is
not significant in the three corpora for the speaker AG, but this
is not the case for the speaker YM. We can only partially
confirm our second hypothesis.

3.3. Qualitative observations

While exploring our data, we noted a link between eyebrow
movements and some linguistic phenomena in speech. In a first
step, we systematically analysed data in order to generalise
some effects of eyebrow movements on speaking turns. In a
second step, we thought it would be interesting to analyse more
precisely what was going on concerning other discursive
effects.

3.3.1. Example of feedback

Once one establishes the link between IPU and eyebrow
movement, one can analyse more precisely what happens in
terms of discursive role.

Eyebrow movements can be associated with a mark of feedback
produced by the listener. In this figure (Figure 9) we can see
that speaker YM, in the follower role, has produced an eyebrow
movement in the beginning of his turn. More precisely it is a
frowning movement associated with a confirmation request. As
we saw in Figure 5, speaker YM regularly produced the two
types of eyebrow movements (raised and frowning
movements), which explains this association.

e
\:CYM_NP_.V» +|  00:03:06.000 00:03:07.000 00:03:08.000 00:03:09.000

----- [ O D U GRO O O [0 O O RO O O O D USROG O O[OS ORO
I 00:03:06.000 00:03:07.000 00:03:08.000 00:03:09.000
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— I

PU | en [dessous, dsou] d| #
[268] [ [

Figure 9: Example of feedback of speaker YM in MTX corpus

3.3.2. Disfluencies

Previous studies on the CID corpus were done on speech
disfluencies. We used these annotations to explain some of the
results of our study. When we selected criteria in order to detect
eyebrow movements produced at the beginning of IPUs in
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SPPAS, we chose overlaps as criteria (Figure 3). This process
of automatic annotation can skew our results when disfluencies
appear.

Disfluencies appearing at the beginning of a speaking turn are
comparable to tests. These attempts are used to recover and
help maintain the speaking turn. We noted that an eyebrow
movement is produced after the altered portion of speech (Tier
YM_DRMFI, annotated “D”). In this way we can suggest that
eyebrow movement produced by the speaker starts when
disfluencies end. The eyebrow movement could be a mark of
structuring the discourse.

I 30:14:03.000 00:14:04.000 00:14:05.000
YM_Mvts de sou_rTCZi} SR

o igu | gpd_593j- non j(e )erois quii(l) comm |gpf 593 |
a65] [ [ [
|D ]

YM_DRMFI
473] [ |

Figure 10: Example of disfluencies

4. Discussion

The goal of this study was to examine eyebrow movements in
talk-in-interaction from a double point of view (based on
interactional linguistics and gesture studies). Our first goal was
to estimate the amount of eyebrow movements in three different
French corpora and our second was to confirm eyebrow
movement as a cue of turn taking.

Our findings reveal that the production of eyebrow movements
(in terms of number of occurrences) significantly differs
between the three different interactional corpora. This suggests
that the interactional task impacts its production. DVD exhibits
a large amount of eyebrow movements, followed by CID and
then MTX. Given the task, i.e an exchange of personal opinion,
participants in DVD are in a symmetric role and may hold the
floor in a more regular exchange of turns while CID (narrative)
is mainly composed of storytelling known as an asymmetrical
activity, in which the main speaker needs several turn-
construction units (or turns) to reach the end of his/her story
([18], [19], among others). Concerning the MTX, given the
task, the role of director and follower are pre-established at the
beginning of the interaction. As for DVD and CID, turn-taking
organisation is indeed determined by these roles with their key
task being the realisation of the concrete goal (reconstruct a
way on a map) in a collaborative way. This task is the most
asymmetric, the director always being the main speaker and the
follower being the recipient. We explain the hierarchy between
the three corpora as follows: the great amount of eyebrow
movements in DVD could be associated with the frequent turn-
taking from each participant while the movements in CID could
be associated with the beginning of each storytelling (less
frequent). This confirms the role of eyebrow movement as a
structuring cue as shown by [8] and [9]. This also shows the
non one-to-one relationship between eyebrow movements and
the level of organisation since the eyebrow movements can
indicate a level of turn or a level of activity (narrative).
Furthermore, our results can corroborate [20] findings about
prosodic cues. As high pitch onset, eyebrow movements can be
seen as a relevant cue for indicating the beginning of ‘big

packages’ that refers here to storytelling activity. This confirms
the tiny link mentioned earlier between eyebrows movements
and prosody. Concerning the MTX, we already mentioned the
predefined role as director and follower that could have an
impact on the occurrences of eyebrow movements. In fact, we
suggest that eyebrow movements could be mainly produced by
the follower when there is a problem in the explanation. The
two participants have to find the right way on the map, thus
they do not look at each other. When they are looking at each
other, it is mainly the listener who asks confirmation or
expresses a doubt or surprise [4]. Given that, the number of
occurrences of eyebrow movements in the MTX is lower than
in the DVD corpus or CID corpus.

Our second research question was about the location of
eyebrow movements at the beginning of a speaking turn,
whatever the condition. Despite the different interactional task,
eyebrow movements seem to appear mostly at the beginning of
an [PU. This effect confirms the role of eyebrows as a relevant
cue in turn-taking organisation. The proportion of IPUs
overlapping at the beginning is almost always the same, except
for one case: CID_YM. One of the reasons of this failure with
CID_YM may concern the unit of analysis. We chose to
consider a speaking turn as an IPU, so each IPU has been
analysed. We think that the designation of an IPU as a speaking
turn is pertinent with a few adjustments. An IPU can be
considered as a speaking turn if we take into account only IPUs
that are alternated with the other interlocutor’s speech (like in a
speaking turn). If two IPUs of AG are following each other, the
second IPU cannot be considered as a speaking turn, because
the listener (YM) has not interrupted AG’s speech. On a
subsequent analysis we will take this criterion into account.

On the other hand, we noted that disfluencies could play an
important role in automatic detection. They could blur the
location of eyebrow movements at the beginning of a speaking
turn. Eyebrow movement is synchronised with the real start of a
speaking turn and not only with the simple fact of taking a
speaking turn. In this way, we confirm the role of eyebrow
movements as a cue of turn taking.

In further studies, we can improve our results by taking into
account not only this type of phenomena (i.e. disfluencies) but
also discursive roles for analysing feedback phenomena for
example. We know that discursive roles and the type of
production have an impact on speaking turns.

5. Conclusions

The question that we raised about the production of eyebrow
movements according to the type of interaction has a response.
In this study, with these corpora, the number of occurrences of
eyebrow movements seems to be conditioned by the
interactional task. According to our findings, the more a corpus
allows for the expression of personal opinion, the more the
participants will produce eyebrow movements.

Concerning the hypothesis about eyebrow movements
occurring at the beginning of IPUs, we cannot confirm it for our
two speakers. However, we can say that eyebrow movements
tend to appear at the beginning of a speaking turn.
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Abstract

Recognition of body gestures has long challenged developers
of interfaces for real-time interaction between humans and
embodied conversational agents (ECAs). In this paper we
present a computationally simple approach to full-body
gesture recognition along with an example of a human-agent
application that makes use of it. We discuss how developers
can use the tool to create pose libraries and how it works
across different applications. And we evaluate gesture
recognition implemented with the tool in the context of the
human-agent application.

Index Terms: full-body gesture recognition, embodied
conversational agents

1. Introduction

Full-body gesture recognition provides natural human-
computer interaction in applications such as embodied
conversational agents (ECAs). However, this approach to
interaction remains difficult to achieve due to low recognition
accuracy, distant sensor positioning, performance issues in
real-time processing, intrusive interactive tracking technology,
and the expense of capturing motion for representation of
gestures.

For developers of ECAs, agent gestures can be animated
or represented for purposes of recognition via hand-drawing or
motion capture. For example, one agent with hand-drawn
animation is a virtual nurse for hospital patients with low
health literacy [1]. But hand-drawn animation is time-
consuming and represents an artistic rather than naturalistic
approach to gesture generation. And for recognition of
gestures by human conversants, hand-drawn animation is
highly problematic, in large part because each animation
represents a particular movement path rather than a robust
representation that accounts for variability in human motion.

Other ECAs use gestures generated via motion capture.
[e.g., 2, 3]. This approach provides gestures that are more
plausibly realistic, although it is certainly possible to capture
and produce gestures that are idiosyncratic and unconvincing.
Yet the motion-capture approach also can be time-consuming.
For example, developing the relatively simple gestures for the
ECA in the “Escape from the Castle of the Vampire King”
game [4] took many weeks. And capturing gestures for
purposes of recognition, which involves recording and
processing the multiple examples of gestures needed for
robust recognition, can require great effort.

To speed radically the process of capturing human
gestures for purposes of generating ECAs’ gestures and of
recognizing the gestures of the ECAs’ human conversational
partners, we developed a tool that is capable of recognizing
full-body gestures in real time and that can generate pose
libraries for recognition across applications. In this paper, we
review methods of gesture recognition that target different
parts of the body, discussing the advantages and disadvantages
of these methods. We present our gesture tool, explain how it

works, and briefly describe the mathematical principles of
full-body gesture recognition on which the tool is based,
discuss the tool’s potential applications. We discuss how we
use the tool to aid with gesture annotation in real time and
how the tool connects with our ECA system to enable real-
time responses to gestures. We conclude with a discussion of
the tool’s limitations and how future updates will address
these.

2. Background

To increase the believability and naturalness of human-agent
interactions, developers seek to build agents capable of
representing and interpreting traits that humans seem to do
effortlessly. This includes the recognition of speech and
gesture.

There are many commercial and research solutions to
gesture recognition. Some target the face and focus on
detecting emotions through facial features [5] or skin color
[6], and others focus on gaze patterns. These systems, though,
target specific body parts and usually require people to sit in
front of a camera or sensor and maintain a relatively static
position. With sensors like the Ki