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 ABSTRACT  

Breast Cancer (BC) is defined as cancer that forms in the ducts of the breast 

(tubes that convey milk to the nipple) and lobules of the breast tissue. This study aims 

to develop a Computer-Aided Diagnosis (CAD) approach that provides a multi-

disciplinary skill for breast ultrasound images that could aid specialists in improving 

accuracy in disease identification, thus reducing the rate of false-positive and false-

negative results. To achieve this goal and build a fully automatic solution, the main 

limitations faced with the breast ultrasound image will be highlighted. First, ultrasound 

images suffer from speckle noise and artefacts. Second, the similarity between the 

textures inside the Region of Interest (ROI) and the background region, and that will 

end up with overlapping between the ROI and the backgrounds. Third, the similarity 

between the texture of the benign images and the malignant images, and this challenge 

will reduce the accuracy of the diagnosis by decreasing the sensitivity and the 

specificity of the proposed solution. Fourth, the borders of the ROI are not clear. 

Finally, applying a traditional segmentation method, i.e., the threshold method, will 

end up with a number of false-positive cases and false-negative cases, and both will 

affect the result of the automatic solution. In the segmentation stage, we have proposed 

a trainable schema based on multi-texture features to avoid problems related to the 

similarity between the texture of the ROI and the background. It also used to avoid the 

noise and the artifact by training the schema on good samples including regions with 

noise and artifacts. The trainable schema has solved the poor border problems by 

training the schema on blocks with poor borders. Forth, feature extraction stage (for 

the segmentation stage), an existing schema, a single feature that is Local Binary 

Pattern (LBP), was employed to describe the cancer region. This study has developed 

a hybrid model based on a multi descriptor (texture feature) to enable the effective 

extraction of the ROI. Furthermore, this thesis focuses on proposing a new describer 

that can help to identify the breast abnormality by enhancing the LBP texture features 

and the LBP descriptor using a new threshold that can help to identify the important 

information required for the identification of abnormal cases. Eventually, multi-level 

fusion for automatic classification of static ultrasound images of breast cancer is a 

method that makes it possible to diagnose breast diseases quickly and accurately 

compared to a manual approach. This study has used median and Wiener filters to 

reduce the speckle noise to enhance the ultra sound image texture. This process has 

helped to extract a powerful feature that can help to reduce the overlapping between 

the benign and malignant class. This process, followed by the fusion process, has 

helped to produce a significant decision based on different features produced from 

different filtered images. The experimental results show the proposed method can 

apply LBP based texture feature for categorizing ultrasound images, which registered 

a higher accuracy of 98.8%, the sensitivity of 98.01%, and specificity of 99.3%.  
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ABSTRAK 

Kanser Payudara (BC) ditakrifkan sebagai kanser yang terbentuk dalam 

saluran payudara (tiub yang menyalurkan susu ke puting) dan lobul tisu payudara. 

Kajian ini bertujuan untuk membangunkan pendekatan Diagnostik Berbantukan 

Komputer (CAD) yang menyediakan kepakaran multi disiplin bagi imej gelombang 

ultra payudara yang dapat membantu pakar dalam memperbaiki ketepatan 

pengenalpastian penyakit, seterusnya mengurangkan kadar keputusan positif palsu dan 

negatif palsu. Untuk mencapai matlamat ini dan membina penyelesaian sepenuhnya 

secara automatik, batasan utama yang dihadapi dengan imej gelombang ultra payudara 

akan diserlahkan. Pertama, imej gelombang ultra mengalami hingar bintik dan artifak. 

Kedua, persamaan antara tekstur dalam kawasan terbabit (ROI) dan kawasan 

latarbelakang, dan itu akan berakhir dengan tindanan antara ROI dan latarbelakang. 

Ketiga, persamaan antara tekstur imej benigna dan imej malignan, dan cabaran ini akan 

mengurangkan ketepatan diagnosis dengan mengurangkan kepekaan dan kekhususan 

penyelesaian yang dicadangkan. Keempat, sempadan ROI tidak jelas. Akhirnya, 

menerapkan kaedah segmentasi tradisional, iaitu kaedah ambang, akan berakhir 

dengan sebilangan kes positif palsu dan kes negatif palsu, dan kedua-duanya akan 

mempengaruhi hasil penyelesaian secara automatik. Pada tahap segmentasi, 

penyelidik telah mengusulkan skema yang dapat dilatih berdasarkan ciri multi-tekstur 

untuk mengelakkan masalah yang berkaitan dengan persamaan antara tekstur ROI dan 

latarbelakang. Ini juga untuk mengelakkan hingar dan artifak dengan melatih skema 

pada sampel yang baik termasuk kawasan yang hingar dan artifak. Skema yang dapat 

dilatih telah menyelesaikan masalah sempadan yang rosak dengan melatih skema di 

blok dengan sempadan yang rosak. Untuk tahap pengekstrakan fitur (untuk tahap 

segmentasi), skema yang ada, satu ciri yang merupakan Pola Binari Tempatan (LBP), 

digunakan untuk menghuraikan kawasan kanser. Kajian ini telah membangunkan 

model hibrid berdasarkan multi penghurai (ciri tekstur) untuk membolehkan 

pengekstrakan ROI yang berkesan. Selanjutnya, tesis ini juga fokus kepada 

mencadangkan penghurai baru yang dapat membantu mengenalpasti ketidaknormalan 

payudara dengan meningkatkan fetur tekstur LBP dan penghurai LBP dengan 

menggunakan ambang baru yang dapat membantu mengenalpasti maklumat penting 

yang diperlukan bagi kes mengenalpasti ketidaknormalan. Akhirnya, cantuman multi 

aras untuk klasifikasi automatik bagi imej ultra bunyi statik kanser payudara adalah 

kaedah yang memungkinkan untuk mendiagnosis penyakit payudara dengan cepat dan 

tepat berbanding dengan kaedah manual. Kajian ini telah menggunakan penapis 

median dan Wiener untuk mengurangkan hingar bintik dalam meningkatkan tekstur 

imej ultra bunyi. Proses ini telah membantu mengekstrak fetur berkuasa yang boleh 

membantu mengurangkan tindanan antara kelas benigna dan malignan. Proses ini 

diikuti dengan proses fusion yang boleh membantu menghasilkan keputusan yang 

signifikan berdasarkan fetur yang berbeza terhasil dari imej tertapis yang berbeza. 

Hasil eksperimen menunjukkan kaedah yang dicadangkan boleh menggunakan ciri 

tekstur berasaskan LBP untuk mengkategorikan imej ultrabunyi, yang mencatat 

ketepatan yang lebih tinggi iaitu 98.8%, sensitiviti 98.01% dan spesifisiti 99.3%. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 Introduction  

 

This chapter rationalizes this research, which aims at segmenting and 

identifying Breast Cancer (BC) diagnosis tumour in ultrasound images using a 

proposed model of machine learning techniques. The U.S. National Cancer Institute 

defines breast cancer as cancer that forms in the ducts of the breast (tubes that convey 

milk to the nipple) and lobules of the breast tissue. In 2009, the estimated incidence of 

breast cancer was 192,370 for females and 1,910 for males, while a total of 40,170 

females and 440 males were estimated to have died as a result of cancer in the same 

year (Huang et al., 2015; Siegel et al., 2017). Correspondingly, in Peninsular Malaysia, 

the National Cancer Registry (NCR) registered 3,525 female cases in 2006, making up 

for 16.5% of all registered cancer cases (AbM et al., 2016). The report stated that 39.3 

per 100,000 population was the total Age-Standardized Incidence Rate (ASR), with 

age group 50-59 years displaying a peak ASR in age pattern for the year 2006. The 

Chinese recorded the highest incidence in breast cancer, with 46.4 per 100,000 

population ASR, the Indian race had an ASR of 38.1 per 100,000 population then 

lastly, the Malays with ASR of 30.4 per 100,000 population. These reported figures 

generated a deep sense of concern for the Government of Malaysia and it is citizens. 

Cancer of the breast results from mutations or unusual transformation of genes 

that control cell growth and promote healthy function in the breast. However, the 

mutation, which is abnormal, prompts excessive and unorderly cell division, thereby 

replicating more cells which later form a tumor. Tumors are classified into benign or 

non-cancerous and malignant or cancerous tumors. A benign tumor, which is reported 

to be less detrimental to the health, bears a close-to-normal appearance, has a fairly 

slow progression and metastasizing rate. Contrarily, malignant tumors are detrimental 
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to health, and without a prompt and accurate diagnosis, malignancy can result from 

increases in tumor size and metastasis to surrounding tissues. Fortunately, cancer of 

the breast can be cured at the early stages (Mohammed et al., 2018). Present-day 

diagnosis initially includes screening testing, at that point pursued by treatment and 

breast biopsy. The screening test process is done to recognize the nearness of 

substantial masses inside the breast tissues. The purpose of the screening tests, the 

nearness of the cancer lesion, is resolved, and the lesion location in the BC is found 

(Obaid et al., 2018). Photos of BC interior structure are captured, and the pictures are 

considered by oncologists to distinguish any variations from the norm inside BC 

tissues. 

 

Ultrasound images (US) is probably the most normally sent therapeutic image 

methodology and has been utilized for over 50 years. Because of its non-intrusive 

nature and safe, this imaging methodology is regularly utilized in breast disease 

studies, especially amid the time of breast for identifying tumor development (Cheng 

et al., 2010). A significant part of the current studies has demonstrated that ultrasound 

images have practically no conspicuous negative impacts on the patients. The medical 

imaging modalities furnish oncologists with an extraordinary measure of data, for 

example, the shape, size, and state of the tumor in the region of multiplication, 

including the tumor location. Previously, the mammography technique (which utilizes 

X-beams for catching BC cases) was the most utilized technique for the screening 

process. This strategy is unsafe because of the measure of radiation, which the patient 

is presented amid every screening process. Working with these radiations adds to 

leukemia and other long haul sicknesses (Chen et al., 2005).  

 

Therefore, the radiologists and patients favor ultrasound examine as a less 

destructive substitute for the screening process. The use of ultrasound exposes parts of 

the body to sound waves of high frequency, thereby generating images containing the 

internal structures of the body. Unlike the mammogram, ultrasound fails to employ the 

use of ionizing radiation, thus corroborating it is safe. In addition, images of fairly high 

resolution are produced (Mohammed et al., 2018). The subsequent stage in BC was 

finding as diagnosis procedure is the breast biopsy process whereby an example of BC 

tissue is removed in order to establish whether the presence of malignancy (cancerous) 
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in the tumor exists, or if it is just benign (non-cancerous). Although other methods of 

imaging, as well as ultrasound, are used to detect abnormalities of the breast, biopsy 

accompanied by pathological analysis remains the most reliable method of detecting 

cancer. There are so many methods of biopsies; this varies with magnitude, 

appearance, site, and features that the anomalies possess. These include core needle 

biopsy, Fine Needle Aspiration (FNA), vacuum-assisted biopsy, and then open 

surgical biopsy (Akay, 2009; Polat & Güneş, 2007). 

 

Certainly, accurate identification of the breast cancer abnormality type is 

crucially needed to reduce errors associated with diagnosis and also to recommend the 

appropriate management regimen. Therefore, the use of Computer Aided Diagnostics 

(CAD) as a diagnostic tool has remarkably improved the identification precision. The 

CAD system not only offers an alternative opinion to bear the interpretation of images 

by the radiologist. Nevertheless, it drastically lessens the time spent in reading the 

image. Segmentation of the breast to detect any anomalies present in images viewed 

ultrasound is extremely wearisome due to the complexity of the human anatomy, 

including attributing issues characterized by the image (Liu et al., 2009). The diverse 

and diffused evidence of pathology found in medical imageries frequently rules out 

the use of computational approaches. Primarily, several classes of tumour types 

possess a variety of sizes and shapes (Ayres & Rangayyan, 2007). The appearance of 

tumour at different locations in the breast with varying image intensities is another 

factor that renders automated breast tumour image detection and segmentation 

challenging (Ayres & Rangayyan, 2007). The diffusive growth of tumours frequently 

adds to the inherent difficulty of resection. Typically, the implementation of surgery 

is to achieve a Gross Total Resection (GTR) as the extent of surgical resection, in turn, 

determines the patient’s longevity. 

 

Numerous endeavors have been made to develop an effective elective approach 

to breast cancer classification, which could outride the necessity of performing 

biopsies. Sadly, none of such options have been found to date. In any case, huge 

endeavors have been made to think of proficient strategies for decreasing the number 

of biopsies in which the elective techniques can yield results that are indistinguishable 

from biopsy results (Polakowski et al., 1997). At present, the widely used technique 
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which is also being improved is the image analysis method. In this technique, the 

tumors are classified through counts utilizing just the images acquired from screening 

tests. The advantage of this method is that it requires no physical medical procedure, 

therefore, causing any damage or hazard to patients, in opposition to biopsies. 

Unfortunately, this technique is far from perfect as it influences the precision of the 

outcomes (Jalalian et al., 2013). This drawback is the principal reason for the hesitance 

of oncologists to depend on the outcomes given by image analysis and examination 

techniques. In spite of all chances, studies far and wide are endeavoring to make this 

innovation to be progressively precise and reliable. 

 

Popular Machine Learning (ML) approaches such as clustering analysis, 

Genetic Algorithm (GA), Support Vector Machines (SVM), Fuzzy Logic, and 

Artificial Neural Networks (ANN) among many, are some of the well-known 

techniques (Cireşan et al., 2013; Patel & Sinha, 2010; Pena-Reyes & Sipper, 1999; 

Rejani & Selvi, 2009). These techniques use different strategies used to assimilate the 

data previously existing together with detection or automatic segmentation. The 

automatic computation scheme and an interaction plan decide the implementation of 

this kind of technique. Furthermore, evaluation of performance differs across 

applications since exclusively different intricate anatomical structures are involved in 

several medical images. As such, the techniques encounter setbacks in the 

management of fragile edges, peripheral concavities, and medical image noises. 

 

It is clear that cancer is considered as the sickness of the century. In this work, 

a trainable method that can help to segment the breast cancer ultrasound images is 

proposed. The proposed segmentation method is based on machine learning and local 

pixels information. Here, different features have been extracted from each pixel. 

Fusion has been used to benefit from all features and feed it to the ANN.  Also, to 

propose a new describer that can help to identify the abnormality of the breast by 

enhancing the Local Binary Patterns (LBP) texture features and enhance the LBP 

descriptor by using a new threshold that can help to identify the important information 

required for the identification of abnormal cases. In the next stage, the most significant 

features are extracted from the breast tumour images. The features could fall under the 

frequency or spatial domain. The extracted features for automatic tumour diagnosis 
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are additional and different from those that a radiologist extracted manually. Based on 

the discussion above, the next section focuses on the problem statement. 

1.2 Problem Statement  

 

The breast cancer diagnostic procedure relies wholly on the physician’s 

expertise and different subjective judgments. Inter-observer and intra-observer 

variations can result from these subjective judgments. The sum of variances in the 

results attained from the examination of comparable materials by two or more 

observers is known as inter-observer variation, while intra-observer variation refers to 

the sum of variances experienced by one observer after examining comparable 

materials many times (Kobayashi, 1979). The traditional method of a breast cancer 

diagnosis is not without limitations. For instance, the long period of time used by 

doctors to identify the tumor region (Kuhl et al., 2005). Another challenge is human 

errors, which involve the use of human eyes by doctors to observe BC cases, thus 

leaving out some important details. The use of human visual system as a diagnostic 

technique largely depends on the experience the doctor has, which physically 

computes the percentages of BC that was successfully separated.  

 

 

    With the help of mammography and ultrasound, early diagnosis and 

treatment of BC are achieved, and this is the most efficacious way of enhancing 

mortality decline. While it is true that mammography has the capability of visualizing 

non-palpable and tiny tumors, ultrasound is considered to have more advantages in 

daily clinical practice, especially as regards mass breast evaluation (Bonnema et al., 

1997). CAD introduced, which provides extra information to improve the accuracy of 

diagnosis, this is to avoid needless biopsies. Ultrasound, which is a useful variation for 

their differentiation, is viewed as a textural variation between benign and malignant 

tumors. 
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     In the context of image analysis, segmentation is the process of separating 

the distinguished or interesting image objects from the image background, i.e., 

partitioning the image into meaningful regions and then selecting the wanted region 

known as Region of interest (ROI) (Chang et al.,2005). Image segmentation is an 

important step that can make the image analysis easier. In medical imaging 

applications, ROIs are often extracted either manually by experts or automatically 

using image segmentation methods before analysing the image for the purposes that 

they were captured for (Huang et al., 2015).  

 

    Generally, methods planning to isolate structures or regions from different 

locations, such as the background, use particular and quantifiable features. Helpful 

features incorporate picture power appropriation in the spatial just as gradient 

magnitude, recurrence spaces, entropy, and entropy (Chang et al.,2005). The breast 

segmentation process helps in searching for the pixels with qualities inside the 

characterized extents that are set up in the pre-decided edges. Automatic or manual 

determination is a viable method to select edges that utilized in the techniques. In 

manual determination, hypothetical information and preliminary tests that are required 

to decide the fitting threshold esteems. Preliminary analyses are expected to join data 

from the pictures and to consequently locate the versatile edge esteems (Kobayashi, 

1979). The Otsu's strategy (Otsu, 1979) is one of the cases ordinarily utilized in 

acquiring the threshold value with picture histogram. In view of the data that 

characterizes threshold esteems, it has been affirmed that methods have distinctive 

characterization, in particular, the hybrid methods, edge-based techniques, and region-

based methods (Jeong et al., 2005). 

 

   One of the limitations of the prior CAD systems utilizing textural analysis is 

its need for a particular ultrasound system for it to function effectively (Cheng et al., 

2010). Physicians take note of information concerning the shape of the tumor and the 

contour while making decisions in diagnosis. The difference between benign lesions 

and malignant lesions has been well presented by many projected CAD algorithms 

through analysis of a tumor’s shape (Kelly et al., 2010). The look of the morphological 

characteristics is virtually not dependent on ultrasound gain setting, which can allow 

practical disparity in contour segmentation coupled with several machines utilized. 

The main step in the analysis of the images is to extract relevant features that will form 
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the basis for the analysis and diagnosis. In image-based automatic pattern recognition 

applications, the main goal of feature extraction is to obtain the most discriminating 

information from an image. Such features are either encapsulated in the image spatial 

domain and/or after transforming it into another domain such as frequency or wavelet 

domain. The extracted features are then represented as feature vectors to be fed into a 

classifier to the next stage in the identification process. The main investigations in this 

chapter are concerned with complementing existing features, currently determined 

manually in clinics for diagnosis, by innovative sets of spatial/frequency domain 

features that can be used in the analysis of gynecological ultrasound images for 

investigated abnormalities (i.e., breast cancer). 

 

    Speckle noise” is a rare type of noise that has been known to influence 

images of ultrasounds. It occurs as a result of energy interference from randomly 

distributed scattering, which is made up of artifacts (Jesneck et al., 2006). The noise 

belongs to the multiplicative noise type. The quality of an image can be affected 

negatively by speckle noise, which hides and blurs the vital details of the image. This, 

in turn, affects the post-processing operations and extraction of features in the future, 

thereby reducing the diagnostic value of the image. Speckle noise reduction remains 

an essential aspect of the analysis and automatic processing of ultrasound images. 

Automatic biomedical image processing and analysis, it is very important to eliminate 

or at least reduce the effect of noise to minimise its negative impact on the later stages, 

i.e., the features extraction stages and to increase diagnosis (classification) accuracy 

manually or automatically. Also, Decision Support Systems (DSS) seeks to create a 

model that yields accurate decisions with little input of data/information. Very often, 

the accuracy of the decisions taken is of importance, particularly in safety-critical 

systems. Where this occurs, deriving the final decision in good time is more important 

than the limitation resulting from the minimum information. According to an 

approach, developing already found methods and establishing new ones should be the 

basis for DSS to progress (Cheriguene et al., 2016; Itoh et al., 2006). However, another 

approach proposed that it may be difficult to create another model, and so the existing 

method should be further developed by using other methods that have been known to 

function effectively in terms of achieving better results. To reduce uncertainty, it seems 

best to combine information, although, each certain errors such as may accompany 

some methods and incomplete or corrupt input of information. Nevertheless, it is 
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expected that different methods operating with different data will produce different 

errors. In the event that all the individual methods function effectively, the benefits of 

the various methods should be used jointly in order to reduce the general classification 

errors, thus resulting in an emphasis on the correct output. 

1.3 Research Questions  

 

The following research questions have been framed to set the direction for this 

research: 

1. Is it possible to use the existing machine learning methods to segment and 

classify breast cancer as benign and malignant?  

2. Can a new method of overcoming the earlier limitations associated with 

ultrasound images of breast cancer segmentation, feature extraction, and 

classification be developed? Is the trainable segmentation model able to 

precisely segment the Breast tumour, and capable of first, extracting a good 

texture features, second, training a good classifier to detect the breast ROI? 

3. Is the proposed method capable of extracting suitable features from the 

abnormal tissues which can be used to represent the breast cancer in the 

ultrasound images? 

4. Is it possible to combine the expert measurements or the existing features with 

the new user that produced by a mathematical transformation to predict a 

confident decision?  

1.4 Research Aim  

 

This study aims at developing a new trainable segmentation model based on 

backpropagation and region growing algorithms to segment the breast static ultrasound 

image and extract the ROI from the rest. Then, enhance the uniform local binary 

pattern feature algorithm to extract a powerful feature that can help to identify the risk 

of the malignant from the benign. Finally, develop a feature-based fusion scheme using 
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eU-LBP and filtered noise reduction to get a more effective model to diagnose the 

malignant in the early stage.  

 

As a general aim of this workis  developing an automatic solution that provides 

a multi-disciplinary skill for breast ultrasound images, which could aid specialists in 

developing accuracy in disease identification, thus reducing the rate of false-positive 

and false-negative results. This, in turn, improves specificity and sensitivity. There is 

an urgent call for improvement in breast cancer detection methods, and also new 

methods of analysis, as well as integrating identification of anomalies in ultrasound 

images, breast tumor detection, segmentation, and breast classification, with a higher 

degree of accuracy than the existing ones are offering. Also, it is essential to find a 

new sign (texture feature) to diagnose the breast ultrasound images. 

1.5   Research Objectives 

 

This study proposes to achieve this through the following objectives: 

 

1. To investigate the machine learning techniques based on ultrasound Images 

segmentation and proposed Multi-Level segmentation method based on the 

Backpropagation classifier and Region Growing Algorithm.  

2. To propose Enhancement Uniform-Local Binary Pattern (eU-LBP) Features 

Extraction Algorithm. 

3. To Integrate Features-Based Fusion Scheme Using eU-LBP and Filtered  Noise 

Reduction. 

 

Having determined the objectives of this research, the next section states the scope of 

the study, what will be researched and done, as well as what will be excluded in line 

with the stated objectives of this study. 
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1.6   Research Scopes 

 

Fundamentally, this research focuses on designing a new model and evaluating 

solutions for breast cancer identification for intelligent diagnosis using ML techniques. 

In this work, a dataset containing 250 of breast ultrasound images was used, 100 

benign and 150 malignant.  Breast ultrasound images is a database already widely used 

in the literature (https://data.mendeley.com/datasets/wmy84gzngw/1). This data set 

includes the most challenges that can affect the solutions. Based on the investigations, 

the researcher strongly believes that proposed solutions to cover the limitations and 

challenges with this dataset can be used for different images extracted from different 

hospitals and different countries.  

 

 

In addition, the application of machine learning techniques is restricted to 

compound issues having an enormous solution space. Investigating the solution space 

and reducing the size is the research goal. The testing and implementation of the model 

are carried out in the MATLAB programming language. It is hoped that the results of 

this effort will facilitate the investigation of automatic methods for distinguishing 

between different types of tumours (benign or malignant); a similar approach may 

interpret the same case differently in various situations. This may lead to having a 

similar specialized approach to understanding the same case differently. This, in turn, 

makes the proposed system capable of supporting the decision and producing more 

reliable outcomes. 

 

 

1.7     Significance of the Research  

 

The imperative need for the aforementioned diagnosis is the driving force 

behind this study. There is an effective belief that ample CAD would offer a multi-

disciplinary ability for breast images, thus enabling specialists to improve the accuracy 

of identifying the disease leading to a decline in the rate of false negative and false 

positive and false results and improving the specificity and sensitivity results. This 

research was prompted by the need to improve the methods of breast cancer 

https://data.mendeley.com/datasets/wmy84gzngw/1
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identification.  The significance of the present study is to develop a new method of 

image analysis for producing precise and reliable results that can be similar to results 

produced by biopsies. With that in mind, oncologists and physicians can assertively 

trust the results of the analysis; the results could, therefore, back the physician’s 

resolution in continuing with the management of breast cancer. Accordingly, there 

would be little or no need for patients to undertake countless biopsies as previously 

done for corroborating the manifestation of cancer. This would, in turn, prevent the 

many side effects of biopsies and also reduce the financial burden on the part of the 

patients.  

 

To provide a quick overview of the total research project and offer a holistic 

picture of this current study, the next section provides brief descriptions of the various 

chapters in this thesis. 

1.8      Thesis Organization 

 

This thesis is organized as follows: 

 

Chapter 1: Which provides a comprehensive overview of the Research 

Background and the various structural components of the study present including 

the Scope of the Study, Research Questions, Problem Statement, Research 

Objectives, and Significance of the Study, the remaining chapters deal with various 

aspects of this research systematically and in detail. 

 

Chapter 2: Provides an in-depth overview of relevant literature on Breast cancer 

including Breast cancer components, Initial Symptoms of Breast cancer, Stages of 

Breast cancer, Diagnosis of Breast cancer, Breast cancer and Existing Methods of 

Diagnosis, Treatment Options of Breast cancer, Breast cancer Prognosis, and 

Prevalence of Breast cancer. The chapter also provides an in-depth overview of 

relevant literature on Medical images of Breast cancer tumour detection, 

segmentation, and classification. The limitations of the existing methods and the 

need to develop a new method for detecting abnormal Breast cancer cases, 



 

141 

 

 

 

REFERENCES 

Abd Ghani, M., Mohammed, M., & Arunkumar, N. (2018). Mostafa SA, Ibrahim DA, 

Abdullah MK, Jaber, MM, Enas Abdulhay, Gustavo Ramirez-Gonzalez, 

Burhanuddin, MA Decision-level fusion scheme for nasopharyngeal 

carcinoma identification using machine learning techniques. Neural 

Computing and Applications, pp. 1-14. 

Abdel-Nasser, M., Melendez, J., Moreno, A., Omer, O. A., & Puig, D. (2017). Breast 

tumor classification in ultrasound images using texture analysis and super-

resolution methods. Engineering Applications of Artificial Intelligence, 59, 84-

92. 

Abdulazeez, A. M., & Issa, A. S. (2011). Intrusion Detection System Based on Neural 

Networks Using Bipolar Input with Bipolar Sigmoid Activation Function. AL-

Rafidain Journal of Computer Sciences and Mathematics, 8(2), 79-86.  

AbM, A., Nor Saleh, I. T., & Noor Hashima, A. (2016). Malaysian National Cancer 

Registry Report 2007− 2011. Malaysia Cancer Statistics, Data, and 

Figure. National Cancer Institute, Ministry of Health, Putrajaya, Malaysia. 

Acharya, J., Gadhiya, S., & Raviya, K. (2013). Segmentation techniques for image 

analysis: A review. International Journal of computer science and 

management research, 2(1), 1218-1221.  

Acharya, R. U., Faust, O., Alvin, A. P. C., Sree, S. V., Molinari, F., Saba, L.,  Suri, J. 

S. (2012). Symptomatic vs. asymptomatic plaque classification in carotid 

ultrasound. Journal of medical systems, 36(3), 1861-1871.  

Acharya, U. R., Faust, O., Kadri, N. A., Suri, J. S., & Yu, W. (2013). Automated 

identification of normal and diabetes heart rate signals using nonlinear 

measures. Computers in biology and medicine, 43(10), 1523-1529.  

Acharya, U. R., Faust, O., Molinari, F., Sree, S. V., Junnarkar, S. P., & Sudarshan, V. 

(2015). Ultrasound-based tissue characterization and classification of fatty 



 

142 

 

liver disease: A screening and diagnostic paradigm. Knowledge-Based 

Systems, 75, 66-77.  

Acharya, U. R., Sree, S. V., Krishnan, M. M. R., Molinari, F., Garberoglio, R., & Suri, 

J. S. (2012). Non-invasive automated 3D thyroid lesion classification in 

ultrasound: a class of ThyroScan™ systems. Ultrasonics, 52(4), 508-520.  

Acharya, U. R., Sree, S. V., Krishnan, M. M. R., Molinari, F., Saba, L., Ho, S. Y. S., .  

Suri, J. S. (2012). Atherosclerotic risk stratification strategy for carotid arteries 

using texture-based features. Ultrasound in medicine & biology, 38(6), 899-

915.  

Acton, S. T. (2005). Deconvolutional speckle reducing anisotropic diffusion. Paper 

presented at the IEEE International Conference on Image Processing 2005. 

Adams, R., & Bischof, L. (1994). Seeded region growing. IEEE Transactions on 

pattern analysis and machine intelligence, 16(6), 641-647.  

Al-Hashimi, M., & Wang, X. J. (2014). Breast cancer in Iraq, incidence trends from 

2000-2009. Asian Pacific journal of cancer prevention: APJCP, 15(1), 281-

286.  

Akay, M. F. (2009). Support vector machines combined with feature selection for 

breast cancer diagnosis. Expert systems with applications, 36(2), 3240-3247. 

Almajalid, R., Shan, J., Du, Y., & Zhang, M. (2018). Development of a Deep-

Learning-Based Method for Breast Ultrasound Image Segmentation. In 2018 

17th IEEE International Conference on Machine Learning and Applications 

(ICMLA) (pp. 1103-1108). IEEE. 

Altman, D. G., & Bland, J. M. (1983). Measurement in medicine: the analysis of 

method comparison studies. Journal of the Royal Statistical Society: Series D 

(The Statistician), 32(3), 307-317.  

Anand, S., Kumari, R. S. S., Jeeva, S., & Thivya, T. (2013). Directionlet transform 

based sharpening and enhancement of mammographic X-ray images. 

Biomedical Signal Processing and Control, 8(4), 391-399.  

Aswin, R. B., Jaleel, J. A., & Salim, S. (2013). Implementation of ann classifier using 

matlab for skin cancer detection. International Journal of Computer Science 

and Mobile Computing, 1002, 87-94. 

Ayres, F. J., & Rangayyan, R. M. (2007). Design and performance analysis of oriented 

feature detectors. Journal of Electronic Imaging, 16(2), 023007.  



 

143 

 

Baker, J., Kornguth, P. J., Soo, M. S., Walsh, R., & Mengoni, P. (1999). Sonography 

of solid breast lesions: observer variability of lesion description and 

assessment. AJR. American journal of roentgenology, 172(6), 1621-1625.  

Basiri, M. E., Ghasem-Aghaee, N., & Aghdam, M. H. (2008). Using ant colony 

optimization-based selected features for predicting post-synaptic activity in 

proteins. In European Conference on Evolutionary Computation, Machine 

Learning and Data Mining in Bioinformatics (pp. 12-23). Springer, Berlin, 

Heidelberg. 

Bevk, M., & Kononenko, I. (2002). A statistical approach to texture description of 

medical images: a preliminary study. In Proceedings of 15th IEEE Symposium 

on Computer-Based Medical Systems (CBMS 2002) (pp. 239-244). IEEE. 

Beyer, T., & Moonka, R. (2003). Normal mammography and ultrasonography in the 

setting of palpable breast cancer. The American journal of surgery, 185(5), 

416-419.  

Bhusri, S., Jain, S., & Virmani, J. (2016). Classification of breast lesions using the 

difference of statistical features. Research Journal of Pharmaceutical 

Biological and Chemical Sciences, 7(4), 1365-1372. 

Bhusri, S., Jain, S., & Virmani, J. (2017). Classification of breast lesions using texture 

ratio vector technique. In Proceedings of the 11th INDIACom International 

Conference on Computing for Sustainable Global Development (pp. 6289-

6293). 

Birdwell, R. L., Bandodkar, P., & Ikeda, D. M. (2005). Computer-aided detection with 

screening mammography in a university hospital setting. Radiology, 236(2), 

451-457.  

Bland, J. M., & Altman, D. G. (1995). Comparing methods of measurement: why 

plotting difference against standard method is misleading. The lancet, 

346(8982), 1085-1087.  

Bolon-Canedo, V., Sanchez-Marono, N., & Alonso-Betanzos, A. (2011). Feature 

selection and classification in multiple class datasets: An application to KDD 

Cup 99 dataset. Expert Systems with Applications, 38(5), 5947-5957.  

Bonnema, J., van Geel, A. N., van Ooijen, B., Mali, S. P., Tjiam, S. L., Henzen-

Logmans, S. C., Wiggers, T. (1997). Ultrasound-guided aspiration biopsy for 

detection of nonpalpable axillary node metastases in breast cancer patients: 

new diagnostic method. World journal of surgery, 21(3), 270-274.  



 

144 

 

Boyle, P., & Levin, B. (2008). World cancer report 2008: IARC Press, International 

Agency for Research on Cancer, Book, pp.510 . 

Brem, R. F., Baum, J., Lechner, M., Kaplan, S., Souders, S., Naul, L. G., & 

Hoffmeister, J. (2003). Improvement in sensitivity of screening mammography 

with computer-aided detection: a multiinstitutional trial. American Journal of 

Roentgenology, 181(3), 687-693.  

Brown, C. D., & Davis, H. T. (2006). Receiver operating characteristics curves and 

related decision measures: A tutorial. Chemometrics and Intelligent 

Laboratory Systems, 80(1), 24-38.  

Brownrigg, D. (1984). The weighted median filter. Communications of the ACM, 

27(8), 807-818.  

Bruno, D. O. T., do Nascimento, M. Z., Ramos, R. P., Batista, V. R., Neves, L. A., & 

Martins, A. S. (2016). LBP operators on curvelet coefficients as an algorithm 

to describe texture in breast cancer tissues. Expert Systems with Applications, 

55, 329-340.  

Buchholz, T. A., Hunt, K. K., Whitman, G. J., Sahin, A. A., & Hortobagyi, G. N. 

(2003). Neoadjuvant chemotherapy for breast carcinoma: multidisciplinary 

considerations of benefits and risks. Cancer: Interdisciplinary International 

Journal of the American Cancer Society, 98(6), 1150-1160.  

Burdett, S., Stewart, L., & Rydzewska, L. (2007). Chemotherapy and surgery versus 

surgery alone in non‐small cell lung cancer. Cochrane database of systematic 

reviews(3). Issue 3. Art. No.: CD006157 

Cai, L., Wang, X., Wang, Y., Guo, Y., Yu, J., & Wang, Y. (2015). Robust phase-based 

texture descriptor for classification of breast ultrasound images. Biomedical 

engineering online, 14(1), 26.  

Carmichael, A. R., & Mokbel, K. (2016). Evolving trends in breast surgery: 

oncoplastic to onco-aesthetic surgery. Archives of plastic surgery, 43(2), 222.  

Chang, R.-F., Wu, W.-J., Moon, W. K., & Chen, D.-R. (2005). Automatic ultrasound 

segmentation and morphology based diagnosis of solid breast tumors. Breast 

cancer research and treatment, 89(2), 179.  

Chang, R.-F., Wu, W.-J., Moon, W. K., Chen, W.-M., Lee, W., & Chen, D.-R. (2003). 

Segmentation of breast tumor in three-dimensional ultrasound images using 

three-dimensional discrete active contour model. Ultrasound in medicine & 

biology, 29(11), 1571-1581.  



 

145 

 

Chen, D.R., Chang, R.F., Chen, C.J., Ho, M.F., Kuo, S.J., Chen, S.T., Hung, S.J. and 

Moon, W.K.,(2005). Classification of breast ultrasound images using fractal 

feature. Clinical imaging, 29(4), pp.235-245. 

Chen, C.-h. (2015). Handbook of pattern recognition and computer vision: World 

Scientific. 

Chen, D.-R., Chang, R.-F., & Huang, Y.-L. (1999). Computer-aided diagnosis applied 

to US of solid breast nodules by using neural networks. Radiology, 213(2), 

407-412.  

Chen, D.-R., Chang, R.-F., & Huang, Y.-L. (2000). Breast cancer diagnosis using self-

organizing map for sonography. Ultrasound in medicine & biology, 26(3), 405-

411.  

Chen, D.-R., & Hsiao, Y.-H. (2008). Computer-aided diagnosis in breast ultrasound. 

Journal of Medical Ultrasound, 16(1), 46-56.  

Cheng, H.-D., Jiang, X. H., Sun, Y., & Wang, J. (2001). Color image segmentation: 

advances and prospects. Pattern recognition, 34(12), 2259-2281.  

Cheng, H.-D., Shan, J., Ju, W., Guo, Y., & Zhang, L. (2010). Automated breast cancer 

detection and classification using ultrasound images: A survey. Pattern 

recognition, 43(1), 299-317.  

Cheng, H.-D., Shi, X., Min, R., Hu, L., Cai, X., & Du, H. (2006). Approaches for 

automated detection and classification of masses in mammograms. Pattern 

recognition, 39(4), 646-668.  

Cheriguene, S., Azizi, N., Zemmal, N., Dey, N., Djellali, H., & Farah, N. (2016). 

Optimized tumor breast cancer classification using combining random 

subspace and static classifiers selection paradigms. In Applications of 

intelligent optimization in biology and medicine (pp. 289-307): Springer. 

Chouhan, S. S., Kaul, A., & Singh, U. P. (2018). Image Segmentation Using 

Computational Intelligence Techniques. Archives of Computational Methods 

in Engineering, 1-64.  

Cireşan, D. C., Giusti, A., Gambardella, L. M., & Schmidhuber, J. (2013). Mitosis 

detection in breast cancer histology images with deep neural networks. Paper 

presented at the International Conference on Medical Image Computing and 

Computer-assisted Intervention. 

Cortes, C., & Vapnik, V. (1995). Support-vector networks. Machine learning, 20(3), 

273-297.  



 

146 

 

Cremers, D., Rousson, M., & Deriche, R. (2007). A review of statistical approaches to 

level set segmentation: integrating color, texture, motion and shape. 

International journal of computer vision, 72(2), 195-215.  

Cufi, X., Munoz, X., Freixenet, J., & Marti, J. (2003). A review of image segmentation 

techniques integrating region and boundary information. Advances in imaging 

and electron physics, 120, 1-39.  

Daoud, M. I., Bdair, T. M., Al-Najar, M., & Alazrai, R. (2016). A fusion-based 

approach for breast ultrasound image classification using multiple-ROI texture 

and morphological analyses. Computational and mathematical methods in 

medicine, 2016. 

Daoud, M. I., Atallah, A. A., Awwad, F., Al-Najjar, M., & Alazrai, R. (2019). 

Automatic superpixel-based segmentation method for breast ultrasound 

images. Expert Systems with Applications, 121, 78-96.  

Datti, R., & Lakhina, S. (2012). Performance Comparison of Features Reduction 

Techniques for Intrusion Detection System .IJCST Vol.3. 

Daubechies, I. (1993). Wavelets and Operators. Science, 262(5139), 1589-1592.  

Davey, S., Godil, H., Biswas, A., Devalaraja, S., Davey, N., & Shekhar, R. (2015). U.S. 

Patent Application No. 14/652,459. 

De Bruijne, M. (2016). Machine learning approaches in medical image analysis: From 

detection to diagnosis. In: Elsevier, 94-97. 

Devireddy, S. K., & Rao, S. A. (2009). HAND WRITTEN CHARACTER 

RECOGNITION USING BACK PROPAGATION NETWORK. Journal of 

Theoretical & Applied Information Technology, 5(3).  

Dewitte, K., Fierens, C., Stöckl, D., & Thienpont, L. M. (2002). Application of the 

Bland–Altman plot for interpretation of method-comparison studies: a critical 

investigation of its practice. Clinical chemistry, 48(5), 799-801. 

Dhawan, A. P. (2011). Medical image analysis (Vol. 31): John Wiley & Sons. 

Dinsha, D., & Manikandaprabu, N. (2014). Breast tumor segmentation and 

classification using SVM and Bayesian from thermogram images. Unique 

Journal of Engineering and Advanced Sciences, 2(2), 147-151.  

Doi, K. (2007). Computer-aided diagnosis in medical imaging: historical review, 

current status and future potential. Computerized medical imaging and 

graphics, 31(4-5), 198-211.  



 

147 

 

Doi, K., Giger, M. L., Nishikawa, R. M., & Schmidt, R. A. (1997). Computer aided 

diagnosis of breast cancer on mammograms. Breast Cancer, 4(4), 228-233.  

Dora, L., Agrawal, S., Panda, R., & Abraham, A. (2017). Optimal breast cancer 

classification using Gauss–Newton representation based algorithm. Expert 

Systems with Applications, 85, 134-145.  

Drukker, K., Giger, M. L., Horsch, K., Kupinski, M. A., Vyborny, C. J., & Mendelson, 

E. B. (2002). Computerized lesion detection on breast ultrasound. Medical 

physics, 29(7), 1438-1446.  

Drukker, K., Giger, M. L., Vyborny, C. J., & Mendelson, E. B. (2004). Computerized 

detection and classification of cancer on breast ultrasound1. Academic 

radiology, 11(5), 526-535.  

Edge, S. B., & Compton, C. C. (2010). The American Joint Committee on Cancer: the 

7th edition of the AJCC cancer staging manual and the future of TNM. Annals 

of surgical oncology, 17(6), 1471-1474.  

Eesa, A. S., Brifcani, A. M. A., & Orman, Z. (2015). A New DIDS Design Based on 

a Combination Feature Selection Approach. World Academy of Science, 

Engineering and Technology, International Journal of Computer, Electrical, 

Automation, Control and Information Engineering, 9(8), 1921-1925.  

Eksborg, S. (1981). Evaluation of method-comparison data. Clinical chemistry, 27(7), 

1311-1312.  

Faust, O., Acharya, U. R., Meiburger, K. M., Molinari, F., Koh, J. E., Yeong, C. H., . 

Ng, K. H. (2018). Comparative assessment of texture features for the 

identification of cancer in ultrasound images: a review. Biocybernetics and 

Biomedical Engineering, 38(2), 275-296.  

Faust, O., Acharya, U. R., Sudarshan, V. K., San Tan, R., Yeong, C. H., Molinari, F., 

& Ng, K. H. (2017). Computer aided diagnosis of coronary artery disease, 

myocardial infarction and carotid atherosclerosis using ultrasound images: A 

review. Physica Medica, 33, 1-15.  

Feng, Y., Dong, F., Xia, X., Hu, C. H., Fan, Q., Hu, Y., Mutic, S. (2017). An adaptive 

fuzzy C‐means method utilizing neighboring information for breast tumor 

segmentation in ultrasound images. Medical physics, 44(7), 3752-3760.  

Fenton, J. J., Taplin, S. H., Carney, P. A., Abraham, L., Sickles, E. A., D'Orsi, C., 

Barlow, W. E. (2007). Influence of computer-aided detection on performance 



 

148 

 

of screening mammography. New England Journal of Medicine, 356(14), 

1399-1409.  

Fix, E., & Hodges Jr, J. L. (1951). Discriminatory analysis-nonparametric 

discrimination: consistency properties. Retrieved from  

Gangeh, M. J., Sadeghi-Naini, A., Diu, M., Tadayyon, H., Kamel, M. S., & Czarnota, 

G. J. (2014). Categorizing extent of tumor cell death response to cancer therapy 

using quantitative ultrasound spectroscopy and maximum mean discrepancy. 

IEEE Transactions on medical imaging, 33(6), 1390-1400.  

Gangeh, M. J., Tadayyon, H., Sannachi, L., Sadeghi-Naini, A., Tran, W. T., & 

Czarnota, G. J. (2015). Computer aided theragnosis using quantitative 

ultrasound spectroscopy and maximum mean discrepancy in locally advanced 

breast cancer. IEEE Transactions on medical imaging, 35(3), 778-790.  

Gayathri, B. K., & Raajan, P. (2016). A survey of breast cancer detection based on 

image segmentation techniques. In 2016 International Conference on 

Computing Technologies and Intelligent Data Engineering (ICCTIDE'16)(pp. 

1-5). IEEE. 

Ghani, M. K. A., Mohammed, M. A., Arunkumar, N., Mostafa, S. A., Ibrahim, D. A., 

Abdullah, M. K.,and Burhanuddin, M. A. (2018). Decision-level fusion 

scheme for nasopharyngeal carcinoma identification using machine learning 

techniques. Neural Computing and Applications, 1-14. 

Ghosh, P., Antani, S., Long, L. R., & Thoma, G. R. (2011). Review of medical image 

retrieval systems and future directions. In 2011 24th International Symposium 

on Computer-Based Medical Systems (CBMS) (pp. 1-6). IEEE. 

Giavarina, D. (2015). Understanding bland altman analysis. Biochemia medica: 

Biochemia medica, 25(2), 141-151.  

Girshick, R. (2015). Fast r-cnn. In Proceedings of the IEEE international conference 

on computer vision (pp. 1440-1448). 

Girshick, R., Donahue, J., Darrell, T., & Malik, J. (2014). Rich feature hierarchies for 

accurate object detection and semantic segmentation. In Proceedings of the 

IEEE conference on computer vision and pattern recognition (pp. 580-587). 

Gomez, W., Leija, L., Alvarenga, A., Infantosi, A., & Pereira, W. (2010). 

Computerized lesion segmentation of breast ultrasound based on marker‐

controlled watershed transformation. Medical physics, 37(1), 82-95.  



 

149 

 

Gonzalez, R. C., & Woods, R. E. (2002). Thresholding in digital image processing. 

Pearson Education, 15, 595-611.  

Guo, Y., Şengür, A., & Tian, J.-W. (2016). A novel breast ultrasound image 

segmentation algorithm based on neutrosophic similarity score and level set. 

Computer methods and programs in biomedicine, 123, 43-53.  

Guo, Z., Wang, X., Zhou, J., & You, J. (2016). Robust texture image representation 

by scale selective local binary patterns. IEEE transactions on image 

processing, 25(2), 687-699.  

Guo, Z., Zhang, L., & Zhang, D. (2010). A completed modeling of local binary pattern 

operator for texture classification. IEEE transactions on image processing, 

19(6), 1657-1663.  

Gupta, S., Chauhan, R., & Saxena, S. (2005). Robust non-homomorphic approach for 

speckle reduction in medical ultrasound images. Medical and Biological 

Engineering and Computing, 43(2), 189-195.  

Hadjidemetriou, E., Grossberg, M. D., & Nayar, S. K. (2004). Multiresolution 

histograms and their use for recognition. IEEE Transactions on Pattern 

Analysis & Machine Intelligence(7), 831-847.  

Hanley, J. A., & McNeil, B. J. (1982). The meaning and use of the area under a receiver 

operating characteristic (ROC) curve. Radiology, 143(1), 29-36.  

Harrington, N. (2007). Segmentation of Human Ovarian Follicles from Ultrasound 

Images Acquired'in Vivo'Using Geometric Active Contour Models and A Naïve 

Bayes Classifier (Doctoral dissertation, University of Saskatchewan). 

Hojjatoleslami, S., & Kittler, J. (1998). Region growing: a new approach. IEEE 

transactions on image processing, 7(7), 1079-1084.  

Horsch, K., Giger, M. L., Venta, L. A., & Vyborny, C. J. (2002). Computerized 

diagnosis of breast lesions on ultrasound. Medical physics, 29(2), 157-164.  

Hortobagyi, G. (2000). Adjuvant therapy for breast cancer. Annual review of medicine, 

51(1), 377-392.  

Howell, A., Cuzick, J., Baum, M., Buzdar, A., Dowsett, M., Forbes, J. F., Tobias, J. 

(2005). Results of the ATAC (Arimidex, Tamoxifen, Alone or in Combination) 

trial after completion of 5 years’ adjuvant treatment for breast cancer. Lancet, 

365(9453), 60-62.  



 

150 

 

Huang, Q., Luo, Y., & Zhang, Q. (2017). Breast ultrasound image segmentation: a 

survey. International journal of computer assisted radiology and surgery, 

12(3), 493-507.  

Huang, Y. L., Chen, D. R., & Liu, Y. K. (2004). Breast cancer diagnosis using image 

retrieval for different ultrasonic systems. In 2004 International Conference on 

Image Processing, 2004. ICIP'04. (Vol. 5, pp. 2957-2960). IEEE. 

Huang, Q., Yang, F., Liu, L., & Li, X. (2015). Automatic segmentation of breast 

lesions for interaction in ultrasonic computer-aided diagnosis. Information 

Sciences, 314, 293-310. 

Ibrahim, D. A., Al-Assam, H., Du, H., & Jassim, S. (2017). Using trainable 

segmentation and watershed transform for identifying unilocular and 

multilocular cysts from ultrasound images of ovarian tumour. In Mobile 

Multimedia/Image Processing, Security, and Applications 2017 (Vol. 10221, 

p. 102210B). International Society for Optics and Photonics. 

Iftekharuddin, K. M. (2011). Transformation invariant on-line target recognition. 

IEEE transactions on neural networks, 22(6), 906-918.  

Ikedo, Y., Fukuoka, D., Hara, T., Fujita, H., Takada, E., Endo, T., & Morita, T. (2007, 

April). Computerized mass detection in whole breast ultrasound images: 

Reduction of false positives using bilateral subtraction technique. In Medical 

Imaging 2007: Computer-Aided Diagnosis (Vol. 6514, p. 65141T). 

International Society for Optics and Photonics. 

Itoh, A., Ueno, E., Tohno, E., Kamma, H., Takahashi, H., Shiina, T., Matsumura, T. 

(2006). Breast disease: clinical application of US elastography for diagnosis. 

Radiology, 239(2), 341-350.  

Jackson, V. P., Reynolds, H. E., & Hawes, D. R. (1996). Sonography of the breast. 

In Seminars in Ultrasound, CT and MRI (Vol. 17, No. 5, pp. 460-475). WB 

Saunders. 

Jalalian, A., Mashohor, S. B., Mahmud, H. R., Saripan, M. I. B., Ramli, A. R. B., & 

Karasfi, B. (2013). Computer-aided detection/diagnosis of breast cancer in 

mammography and ultrasound: a review. Clinical imaging, 37(3), 420-426.  

James, A. P., & Dasarathy, B. V. (2014). Medical image fusion: A survey of the state 

of the art. Information Fusion, 19, 4-19.  

Jeong, H. J., Kim, T. Y., Hwang, H. G., Choi, H. J., Park, H. S., & Choi, H. K. (2005). 

Comparison of thresholding methods for breast tumor cell segmentation. 



 

151 

 

In Proceedings of 7th International Workshop on Enterprise networking and 

Computing in Healthcare Industry, 2005. Healthcom 2005.(pp. 392-395). 

IEEE. 

Jesneck, J. L., Nolte, L. W., Baker, J. A., Floyd, C. E., & Lo, J. Y. (2006). Optimized 

approach to decision fusion of heterogeneous data for breast cancer diagnosis. 

Medical physics, 33(8), 2945-2954.  

Jia, Y., Shelhamer, E., Donahue, J., Karayev, S., Long, J., Girshick, R. and Darrell, T. 

(2014). Caffe: Convolutional architecture for fast feature embedding. 

In Proceedings of the 22nd ACM international conference on Multimedia (pp. 

675-678). ACM. 

Jiang, Y., & Wang, X. (2012). A Background Model Combining Adapted Local Binary 

Pattern with Gauss Mixture Model. In Advances in Future Computer and 

Control Systems (pp. 7-12): Springer. 

Joo, S., Moon, W. K., & Kim, H. C. (2004). Computer-aided diagnosis of solid breast 

nodules on ultrasound with digital image processing and artificial neural 

network. In The 26th Annual International Conference of the IEEE 

Engineering in Medicine and Biology Society (Vol. 1, pp. 1397-1400). IEEE. 

Joshi, N., Jain, S., & Agarwal, A. (2016). An improved approach for denoising MRI 

using non local means filter. In 2016 2nd International Conference on Next 

Generation Computing Technologies (NGCT) (pp. 650-653). IEEE. 

Kaur, A., & Singh, K. (2010). Speckle noise reduction by using wavelets. Paper 

presented at the NCCI 2010-National Conference on Computational 

Instrumentation CSIO Chandigarh. 

Karemore, G. (2012). Computer aided breast cancer risk assessment using shape and 

texture of breast parenchyma in mammography (Doctoral dissertation, 

Department of Computer Science, University of Copenhagen). 

Kaufman, B., Mackey, J. R., Clemens, M. R., Bapsy, P. P., Vaid, A., Wardley, A.,  

Feyereislova, A. (2009). Trastuzumab plus anastrozole versus anastrozole 

alone for the treatment of postmenopausal women with human epidermal 

growth factor receptor 2–positive, hormone receptor–positive metastatic breast 

cancer: Results from the randomized phase III TAnDEM study. Journal of 

Clinical Oncology, 27(33), 5529-5537.  



 

152 

 

Kaur, A., & Singh, K. (2010). Speckle noise reduction by using wavelets. Paper 

presented at the NCCI 2010-National Conference on Computational 

Instrumentation CSIO Chandigarh,pp.198-203. 

Keatmanee, C., Chaumrattanakul, U., Kotani, K., & Makhanov, S. S. (2017). 

Initialization of active contours for segmentation of breast cancer via fusion of 

ultrasound, Doppler, and elasticity images. Ultrasonics,pp.438-453 

Kelly, K. M., Dean, J., Comulada, W. S., & Lee, S.-J. (2010). Breast cancer detection 

using automated whole breast ultrasound and mammography in 

radiographically dense breasts. European radiology, 20(3), 734-742.  

Khan, M. H. M. (2017). Automated breast cancer diagnosis using artificial neural 

network (ANN). In 2017 3rd Iranian Conference on Intelligent Systems and 

Signal Processing (ICSPIS) (pp. 54-58). IEEE 

Kim, S., Lee, D., Park, S., Oh, K.-S., Chung, S. W., & Kim, Y. (2017). Automatic 

segmentation of supraspinatus from MRI by internal shape fitting and 

autocorrection. Computer methods and programs in biomedicine, 140, 165-

174.  

Kobayashi, T. (1979). Diagnostic ultrasound in breast cancer: analysis of 

retrotumorous echo patterns correlated with sonic attenuation by cancerous 

connective tissue. Journal of Clinical Ultrasound, 7(6), 471-479.  

Koitka, S., & Friedrich, C. M. (2016). Traditional Feature Engineering and Deep 

Learning Approaches at Medical Classification Task of ImageCLEF 2016. 

In CLEF (Working Notes) (pp. 304-317). 

Kok, C. W., Hui, Y., & Nguyen, T. Q. (1996). Medical image pseudo coloring by 

wavelet fusion. In Proceedings of 18th Annual International Conference of the 

IEEE Engineering in Medicine and Biology Society (Vol. 2, pp. 648-649). 

IEEE. 

Kuhl, C. K., Schrading, S., Leutner, C. C., Morakkabati-Spitz, N., Wardelmann, E., 

Fimmers, R., . . . Schild, H. H. (2005). Mammography, breast ultrasound, and 

magnetic resonance imaging for surveillance of women at high familial risk for 

breast cancer. Journal of Clinical Oncology, 23(33), 8469-8476.  

Kumar, D. A., & Prema, P. (2013). A review on crop and weed segmentation based on 

digital images. In Multimedia Processing, Communication and Computing 

Applications (pp. 279-291): Springer. 



 

153 

 

Lee, L. K., & Liew, S. C. (2015). Breast ultrasound automated ROI segmentation with 

region growing. In 2015 4th International Conference on Software 

Engineering and Computer Systems (ICSECS) (pp. 177-182). IEEE. 

Li, X., Yang, C., & Wu, S. (2016). Automatic segmentation algorithm of breast 

ultrasound image based on improved level set algorithm. 2016 IEEE 

International Conference on Signal and Image Processing (ICSIP), 319-322. 

Liao, R., Wan, T., & Qin, Z. (2011). Classification of benign and malignant breast 

tumors in ultrasound images based on multiple sonographic and textural 

features. In 2011 Third International Conference on Intelligent Human-

Machine Systems and Cybernetics (Vol. 1, pp. 71-74). IEEE. 

Lin, T. Y., Dollár, P., Girshick, R., He, K., Hariharan, B., & Belongie, S. (2017). 

Feature pyramid networks for object detection. In Proceedings of the IEEE 

conference on computer vision and pattern recognition (pp. 2117-2125). 

Lin, Z., Jin, J., & Talbot, H. (2000). Unseeded region growing for 3D image 

segmentation. In Selected papers from the Pan-Sydney workshop on 

Visualisation-Volume 2 (pp. 31-37). Australian Computer Society, Inc.. 

Lodwick, G. (1962). Computer diagnosis in radiology. Journal-Michigan State 

Medical Society, 61, 1239-1242.  

Liu, B., Cheng, H.-D., Huang, J., Tian, J., Tang, X., & Liu, J. (2010a). Fully automatic 

and segmentation-robust classification of breast tumors based on local texture 

analysis of ultrasound images. Pattern recognition, 43(1), 280-298.  

Liu, B., Cheng, H.-D., Huang, J., Tian, J., Tang, X., & Liu, J. (2010b). Probability 

density difference-based active contour for ultrasound image segmentation. 

Pattern recognition, 43(6), 2028-2042.  

Liu, L., Lao, S., Fieguth, P. W., Guo, Y., Wang, X., & Pietikäinen, M. (2016). Median 

robust extended local binary pattern for texture classification. IEEE 

transactions on image processing, 25(3), 1368-1381.  

Liu, L., Long, Y., Fieguth, P. W., Lao, S., & Zhao, G. (2014). BRINT: binary rotation 

invariant and noise tolerant texture classification. IEEE transactions on image 

processing, 23(7), 3071-3084. 

Liu, L., Li, K., Qin, W., Wen, T., Li, L., Wu, J., & Gu, J. (2018). Automated breast 

tumor detection and segmentation with a novel computational framework of 

whole ultrasound images. Medical & biological engineering & 

computing, 56(2), 183-199.  



 

154 

 

Liu, X., Tang, J., Xiong, S., Feng, Z., & Wang, Z. (2009). A multiscale contrast 

enhancement algorithm for breast cancer detection using Laplacian Pyramid. 

In 2009 International Conference on Information and Automation (pp. 1167-

1171). IEEE. 

Lo, C.-M., Moon, W. K., Huang, C.-S., Chen, J.-H., Yang, M.-C., & Chang, R.-F. 

(2015).Intensity-invariant texture analysis for classification of bi-rads category 

3 breast masses. Ultrasound in medicine & biology, 41(7), 2039-2048.  

Lotfollahi, M., Gity, M., Ye, J. Y., & Far, A. M. (2018). Segmentation of breast 

ultrasound images based on active contours using neutrosophic theory. Journal 

of Medical Ultrasonics, 45(2), 205-212.  

Mangasarian, O. L., Street, W. N., & Wolberg, W. H. (1995). Breast cancer diagnosis 

and prognosis via linear programming. Operations Research, 43(4), 570-577.  

Marcomini, K. D., Carneiro, A. A., & Schiabel, H. (2016). Application of artificial 

neural network models in segmentation and classification of nodules in breast 

ultrasound digital images. International journal of biomedical imaging, 2016. 

Massich, J., Meriaudeau, F., Pérez, E., Martı, R., Oliver, A., & Martı, J. (2011). Seed 

selection criteria for breast lesion segmentation in Ultra-Sound images. 

In MICCAI Workshop on Breast Image Analysis (pp. 55-64). 

Matsumoto, M. M., Sehgal, C. M., & Udupa, J. K. (2012). Local binary pattern texture-

based classification of solid masses in ultrasound breast images. In Medical 

Imaging 2012: Ultrasonic Imaging, Tomography, and Therapy (Vol. 8320, p. 

83201H). International Society for Optics and Photonics. 

McPherson, K., Steel, C., & Dixon, J. (2000). Breast cancer—epidemiology, risk 

factors, and genetics. Bmj, 321(7261), 624-628.  

Meiburger, K. M., Acharya, U. R., & Molinari, F. (2018). Automated localization and 

segmentation techniques for B-mode ultrasound images: A review. Computers 

in biology and medicine, 92, 210-235.  

Meyers, P. H., Becker, H. C., Sweeney, J. W., Nice Jr, C. M., & Nettleton Jr, W. J. 

(1963). Evaluation of a computer-retrieved radiographic image. Radiology, 

81(2), 201-206.  

Mohammed, M. A., Al-Khateeb, B., Rashid, A. N., Ibrahim, D. A., Ghani, M. K. A., 

& Mostafa, S. A. (2018). Neural network and multi-fractal dimension features 

for breast cancer classification from ultrasound images. Computers & 

Electrical Engineering, 70, 871-882.  



 

155 

 

Mohammed, M. A., Ghani, M. K. A., Arunkumar, N., Hamed, R. I., Mostafa, S. A., 

Abdullah, M. K., & Burhanuddin, M. (2018). Decision support system for 

nasopharyngeal carcinoma discrimination from endoscopic images using 

artificial neural network. The Journal of Supercomputing, 1-19.  

Mohammed, M. A., Ghani, M. K. A., Hamed, R. I., Abdullah, M. K., & Ibrahim, D. 

A. (2017). Automatic segmentation and automatic seed point selection of 

nasopharyngeal carcinoma from microscopy images using region growing 

based approach. Journal of Computational Science, 20, 61-69.  

Mohammed, M. A., Ghani, M. K. A., Hamed, R. I., & Ibrahim, D. A. (2017a). Analysis 

of an electronic methods for nasopharyngeal carcinoma: Prevalence, diagnosis, 

challenges and technologies. Journal of Computational Science, 21, 241-254.  

Mohammed, M. A., Ghani, M. K. A., Hamed, R. I., & Ibrahim, D. A. (2017b). Review 

on Nasopharyngeal Carcinoma: Concepts, methods of analysis, segmentation, 

classification, prediction and impact: A review of the research literature. 

Journal of Computational Science, 21, 283-298.  

Molinari, F., Liboni, W., Giustetto, P., Badalamenti, S., & Suri, J. S. (2009). Automatic 

computer-based tracings (ACT) in longitudinal 2-D ultrasound images using 

different scanners. Journal of Mechanics in Medicine and Biology, 9(04), 481-

505.  

Molinari, F., M. Meiburger, K., Zeng, G., Acharya, U. R., Liboni, W., Nicolaides, A., 

& Suri, J. S. (2012). Carotid artery recognition system: a comparison of three 

automated paradigms for ultrasound images. Medical physics, 39(1), 378-391.  

Moon, W. K., Chen, I.-L., Chang, J. M., Shin, S. U., Lo, C.-M., & Chang, R.-F. (2017). 

The adaptive computer-aided diagnosis system based on tumor sizes for the 

classification of breast tumors detected at screening ultrasound. Ultrasonics, 

76, 70-77.  

Moon, W. K., Chen, I.-L., Yi, A., Bae, M. S., Shin, S. U., & Chang, R.-F. (2018). 

Computer-aided prediction model for axillary lymph node metastasis in breast 

cancer using tumor morphological and textural features on ultrasound. 

Computer methods and programs in biomedicine, 162, 129-137.  

Moon, W. K., Lee, Y.-W., Huang, Y.-S., Lee, S. H., Bae, M. S., Yi, A., Chang, R.-F. 

(2017). Computer-aided prediction of axillary lymph node status in breast 

cancer using tumor surrounding tissue features in ultrasound images. Computer 

methods and programs in biomedicine, 146, 143-150.  



 

156 

 

Moore, S. K. (2001). Better breast cancer detection. Ieee Spectrum, 38(5), 50-54.  

Morgan, M. P., Cooke, M. M., & McCarthy, G. M. (2005). Microcalcifications 

associated with breast cancer: an epiphenomenon or biologically significant 

feature of selected tumors? Journal of mammary gland biology and neoplasia, 

10(2), 181-187.  

Mouelhi, A., Sayadi, M., & Fnaiech, F. (2013). Hybrid segmentation of breast cancer 

cell images using a new fuzzy active contour model and an enhanced watershed 

method. In 2013 International Conference on Control, Decision and 

Information Technologies (CoDIT) (pp. 382-387). IEEE. 

Mubarak, D. M. N., Sathik, M. M., Beevi, S. Z., & Revathy, K. (2012). A hybrid region 

growing algorithm for medical image segmentation. International Journal of 

Computer Science & Information Technology, 4(3), 61.  

Muhimmah, I., & Zwiggelaar, R. (2006). Mammographic density classification using 

multiresolution histogram information. In Proceedings of the International 

Special Topic Conference on Information Technology in Biomedicine, 

ITAB (pp. 26-28). 

Muto, T., Bussey, H., & Morson, B. (1975). The evolution of cancer of the colon and 

rectum. Cancer, 36(6), 2251-2270.  

Naik, S., Doyle, S., Agner, S., Madabhushi, A., Feldman, M., & Tomaszewski, J. 

(2008). Automated gland and nuclei segmentation for grading of prostate and 

breast cancer histopathology. In 2008 5th IEEE International Symposium on 

Biomedical Imaging: From Nano to Macro (pp. 284-287). IEEE. 

Nanni, L., Lumini, A., & Brahnam, S. (2012). Survey on LBP based texture descriptors 

for image classification. Expert Systems with Applications, 39(3), 3634-3641.  

Neinstein, L. S. (1999). Breast disease in adolescents and young women. Pediatric 

Clinics of North America, 46(3), 607-629.  

Nemat, H., Fehri, H., Ahmadinejad, N., Frangi, A. F., & Gooya, A. (2018). 

Classification of breast lesions in ultrasonography using sparse logistic 

regression and morphology‐based texture features. Medical physics, 45(9), 

4112-4124.  

Ng, K., Faust, O., Sudarshan, V., & Chattopadhyay, S. (2015). Data overloading in 

medical imaging: Emerging issues, challenges and opportunities in efficient 

data management. Journal of medical imaging and health informatics, 5(4), 

755-764.  



 

157 

 

Ng, K., & Muttarak, M. (2003). Advances in mammography have improved early 

detection of breast cancer. Journal-Hong Kong College of Radiologists, 6, 126-

131.  

Noble, A., & Boukerroui, D. (2006). Ultrasound image segmentation: a survey. IEEE 

Transactions on medical imaging, 25(8), 987-1010.  

Nugroho, H. A., Triyani, Y., Rahmawaty, M., & Ardiyanto, I. (2017). Analysis of 

margin sharpness for breast nodule classification on ultrasound images. Paper 

presented at the 2017 9th International Conference on Information Technology 

and Electrical Engineering (ICITEE). 

Nugroho, H. A., Frannita, E. L., Ardiyanto, I., & Choridah, L. (2019). Computer aided 

diagnosis for thyroid cancer system based on internal and external 

characteristics. Journal of King Saud University-Computer and Information 

Sciences. 

Obaid, O. I., Mohammed, M. A., Ghani, M. K. A., Mostafa, A., & Taha, F. (2018). 

Evaluating the Performance of Machine Learning Techniques in the 

Classification of Wisconsin Breast Cancer. International Journal of 

Engineering & Technology, 7(4.36), 160-166.  

Obenauer, S., Sohns, C., Werner, C., & Grabbe, E. (2006). Impact of breast density on 

computer-aided detection in full-field digital mammography. Journal of digital 

imaging, 19(3), 258.  

Ojala, T., Maenpaa, T., Pietikainen, M., Viertola, J., Kyllonen, J., & Huovinen, S. 

(2002). Outex-new framework for empirical evaluation of texture analysis 

algorithms. In Object recognition supported by user interaction for service 

robots(Vol. 1, pp. 701-706). IEEE. 

Ojala, T., Pietikäinen, M., & Harwood, D. (1996). A comparative study of texture 

measures with classification based on featured distributions. Pattern 

recognition, 29(1), 51-59.  

Ojala, T., Pietikäinen, M., & Mäenpää, T. (2000). Gray scale and rotation invariant 

texture classification with local binary patterns. In European Conference on 

Computer Vision(pp. 404-420). Springer, Berlin, Heidelberg. 

Ojala, T., Pietikäinen, M., & Mäenpää, T. (2002). Multiresolution gray-scale and 

rotation invariant texture classification with local binary patterns. IEEE 

Transactions on Pattern Analysis & Machine Intelligence(7), 971-987.  



 

158 

 

Oliver, A., Lladó, X., Marti, R., Freixenet, J., & Zwiggelaar, R. (2007, July). 

Classifying mammograms using texture information. In Medical Image 

Understanding and Analysis(Vol. 223). 

Otsu, N. (1979). A threshold selection method from gray-level histograms. IEEE 

transactions on systems, man, and cybernetics, 9(1), 62-66.  

Pan, Z., Fan, H., & Zhang, L. (2015). Texture classification using local pattern based 

on vector quantization. IEEE transactions on image processing, 24(12), 5379-

5388.  

Pan, Z., Li, Z., Fan, H., & Wu, X. (2017). Feature based local binary pattern for 

rotation invariant texture classification. Expert Systems with Applications, 88, 

238-248.  

Parikh, R., & Shah, D. (2013). A survey on computer vision based diagnosis for skin 

lesion detection. International Journal of Engineering Science and Innovative 

Technology, 2(2).  

Patel, B. C., & Sinha, G. (2010). An adaptive K-means clustering algorithm for breast 

image segmentation. International Journal of Computer Applications, 10(4), 

35-38.  

Patel, B. C., & Sinha, G. (2015). Gray level clustering and contrast enhancement 

(GLC–CE) of mammographic breast cancer images. CSI Transactions on ICT, 

2(4), 279-286.  

Panigrahi, L., Verma, K., & Singh, B. K. (2016). An enhancement in automatic seed 

selection in breast cancer ultrasound images using texture features. Paper 

presented at the 2016 International Conference on Advances in Computing, 

Communications and Informatics (ICACCI). 

Patidar, P., Gupta, M., Srivastava, S., & Nagawat, A. K. (2010). Image de-noising by 

various filters for different noise. International Journal of Computer 

Applications, 9(4), 45-50.  

Peng, B., Zhang, L., & Zhang, D. (2011). Automatic image segmentation by dynamic 

region merging. IEEE transactions on image processing, 20(12), 3592-3605.  

Pena-Reyes, C. A., & Sipper, M. (1999). A fuzzy-genetic approach to breast cancer 

diagnosis. Artificial intelligence in medicine, 17(2), 131-155.  

Pereira, D. C., Ramos, R. P., & Do Nascimento, M. Z. (2014). Segmentation and 

detection of breast cancer in mammograms combining wavelet analysis and 



 

159 

 

genetic algorithm. Computer methods and programs in biomedicine, 114(1), 

88-101.  

Phillips-Wren, G. E., Hahn, E., & Forgionne, G. A. (2008). Consensus Building in 

Collaborative Decision Making. In CDM (pp. 221-230). 

Pietikäinen, M., Ojala, T., & Xu, Z. (2000). Rotation-invariant texture classification 

using feature distributions. Pattern recognition, 33(1), 43-52.  

Pisano, E. D., Gatsonis, C., Hendrick, E., Yaffe, M., Baum, J. K., Acharyya, S., D'orsi, 

C. (2005). Diagnostic performance of digital versus film mammography for 

breast-cancer screening. New England Journal of Medicine, 353(17), 1773-

1783.  

Poonguzhali, S., & Ravindran, G. (2006). Performance evaluation of feature extraction 

methods for classifying abnormalities in ultrasound liver images using neural 

network. In 2006 International Conference of the IEEE Engineering in 

Medicine and Biology Society (pp. 4791-4794). IEEE. 

Polakowski, W. E., Cournoyer, D. A., Rogers, S. K., DeSimio, M. P., Ruck, D. W., 

Hoffmeister, J. W., & Raines, R. A. (1997). Computer-aided breast cancer 

detection and diagnosis of masses using difference of Gaussians and 

derivative-based feature saliency. IEEE Transactions on medical imaging, 

16(6), 811-819.  

Polat, K., & Güneş, S. (2007). Breast cancer diagnosis using least square support 

vector machine. Digital signal processing, 17(4), 694-701. 

Prabhakar, T., & Poonguzhali, S. (2017). Automatic detection and classification of 

benign and malignant lesions in breast ultrasound images using texture 

morphological and fractal features. In 2017 10th Biomedical Engineering 

International Conference (BMEiCON) (pp. 1-5). IEEE. 

Precious, J. G., & Selvan, S. (2018). Detection of Abnormalities in Ultrasound Images 

Using Texture and Shape Features. In 2018 International Conference on 

Current Trends towards Converging Technologies (ICCTCT) (pp. 1-6). IEEE. 

Prochazka, A., Gulati, S., Holinka, S., & Smutek, D. (2019). Patch-based classification 

of thyroid nodules in ultrasound images using direction independent features 

extracted by two-threshold binary decomposition. Computerized medical 

imaging and graphics, 71, 9-18.  

Raha, P., Menon, R. V., & Chakrabarti, I. (2017). Fully automated computer aided 

diagnosis system for classification of breast mass from ultrasound images. 



 

160 

 

Paper presented at the 2017 International Conference on Wireless 

Communications, Signal Processing and Networking (WiSPNET). 

Rejani, Y., & Selvi, S. T. (2009). Early detection of breast cancer using SVM classifier 

technique. arXiv preprint arXiv:0912.2314.  

Raeth, U., Schlaps, D., Limberg, B., Zuna, I., Lorenz, A., Van Kaick, G.,  Kommerell, 

B. (1985). Diagnostic accuracy of computerized B‐scan texture analysis and 

conventional ultrasonography in diffuse parenchymal and malignant liver 

disease. Journal of Clinical Ultrasound, 13(2), 87-99.  

Raja, S. K., Khadir, A., Shaik, A., & Ahamed, S. R. (2009). Moving Toward Region-

Based Image Segmentation Techniques: A Study. Journal of Theoretical & 

Applied Information Technology, 5(1).  

Ramani, R., Suthanthiravanitha, D. S., & Valarmathy, S. (2012). A survey of current 

image segmentation techniques for detection of breast cancer. International 

Journal of Engineering Research and Applications (IJERA), 2(5), 1124-1129.  

Reboucas Filho, P. P., Rebouças, E. d. S., Marinho, L. B., Sarmento, R. M., Tavares, 

J. M. R., & de Albuquerque, V. H. C. (2017). Analysis of human tissue 

densities: A new approach to extract features from medical images. Pattern 

Recognition Letters, 94, 211-218.  

Rui, Y., She, A. C., & Huang, T. S. (1996). Modified Fourier descriptors for shape 

representation-a practical approach. In Proc of First International Workshop 

on Image Databases and Multi Media Search (pp. 22-23). Citeseer. 

Sadad, T., Munir, A., Saba, T., & Hussain, A. (2018). Fuzzy C-means and region 

growing based classification of tumor from mammograms using hybrid texture 

feature. Journal of Computational Science, 29, 34-45.  

Seber, G. A., & Lee, A. J. (2012). Linear regression analysis. Vol. 936. Hoboken, NJ. 

Sellami, L., Sassi, O. B., & Hamida, A. B. (2015). Breast cancer ultrasound images' 

sequence exploration using BI-RADS features' extraction: towards an 

advanced clinical aided tool for precise lesion characterization. IEEE 

transactions on nanobioscience, 14(7), 740-745.  

Senthilkumar, B., & Umamaheswari, G. (2011). A novel edge detection algorithm for 

the detection of breast cancer. European Journal of Scientific Research, 53(1), 

51-55.  



 

161 

 

Shah, H., Badshah, N., Ullah, F., & Ullah, A. (2019). A new selective segmentation 

model for texture images and applications to medical images. Biomedical 

Signal Processing and Control, 48, 234-247.  

Shan, J., Cheng, H. D., & Wang, Y. (2008). A novel automatic seed point selection 

algorithm for breast ultrasound images. In 2008 19th International Conference 

on Pattern Recognition (pp. 1-4). IEEE. 

Shan, J., Cheng, H., & Wang, Y. (2012). Completely automated segmentation 

approach for breast ultrasound images using multiple-domain features. 

Ultrasound in medicine & biology, 38(2), 262-275.  

Shi, J., & Shan, Z. (2012). Image resolution enhancement using statistical estimation 

in wavelet domain. Biomedical Signal Processing and Control, 7(6), 571-578.  

Shojaeilangari, S., Yau, W. Y., Li, J., & Teoh, E. K. (2012). Feature extraction through 

binary pattern of phase congruency for facial expression recognition. In 2012 

12th International Conference on Control Automation Robotics & Vision 

(ICARCV) (pp. 166-170). IEEE. 

Shruthi, B., Renukalatha, S., & Siddappa, D. M. (2015). Speckle noise reduction in 

ultrasound images-A review. International journal of Engineering Research & 

Technology, 4(02).  

Shubbar, S. (2017). Ultrasound Medical Imaging Systems Using Telemedicine and 

Blockchain for Remote Monitoring of Responses to Neoadjuvant 

Chemotherapy in Women’s Breast Cancer: Concept and 

Implementation (Doctoral dissertation, Kent State University). 

Siegel, R. L., Miller, K. D., & Jemal, A. (2015). Cancer statistics, 2015. CA: a cancer 

journal for clinicians, 65(1), 5-29.  

Siegel, R. L., Miller, K. D., Fedewa, S. A., Ahnen, D. J., Meester, R. G., Barzi, A., & 

Jemal, A. (2017). Colorectal cancer statistics, 2017. CA: a cancer journal for 

clinicians, 67(3), 177-193. 

Sifakis, E. G., & Golemati, S. (2014). Robust carotid artery recognition in longitudinal 

B-mode ultrasound images. IEEE transactions on image processing, 23(9), 

3762-3772. 

   Singh, B. K., Verma, K., & Thoke, A. (2016). Fuzzy cluster based neural network 

classifier for classifying breast tumors in ultrasound images. Expert Systems 

with Applications, 66, 114-123.  



 

162 

 

Sivakumar, P., & Meenakshi, S. (2016). A review on image segmentation 

techniques. International Journal of Advanced Research in Computer 

Engineering & Technology (IJARCET), 5(3), 641-647. 

Somwanshi, D. K., Yadav, A. K., & Roy, R. (2017). Medical images texture analysis: 

A review. In 2017 International Conference on Computer, Communications 

and Electronics (Comptelix) (pp. 436-441). IEEE. 

Straka, M., La Cruz, A., Dimitrov, L. I., Šrámek, M., Fleischmann, D., & Gröller, E. 

(2003). Bone segmentation in CT-angiography data using a probabilistic atlas. 

In VMV (pp. 505-512). 

Tajeripour, F., Kabir, E. and Sheikhi, A., 2008. Fabric defect detection using modified 

local binary patterns. EURASIP Journal on Advances in Signal 

Processing, 2008, p.60. 

Valckx, F. M., & Thijssen, J. M. (1997). Characterization of echographic image texture 

by cooccurrence matrix parameters. Ultrasound in medicine & biology, 23(4), 

559-571. 

Viola, P., & Jones, M. (2001). Rapid object detection using a boosted cascade of 

simple features. CVPR (1), 1(511-518), 3. 

Virmani, J., & Agarwal, R. (2019). Effect of despeckle filtering on classification of 

breast tumors using ultrasound images. Biocybernetics and Biomedical 

Engineering, 39(2), 536-560.  

Wang, S.-P., & Rao, F. (2006). Breast cancer screening with ultrasound image 

overlays. In: Google Patents. 

Wang, Z., Bovik, A. C., Sheikh, H. R., & Simoncelli, E. P. (2004). Image quality 

assessment: from error visibility to structural similarity. IEEE transactions on 

image processing, 13(4), 600-612. 

Wang, L., & He, D. C. (1990). Texture classification using texture spectrum. Pattern 

Recognition, 23(8), 905-910. 

Warren Burhenne, L. J., Wood, S. A., D'Orsi, C. J., Feig, S. A., Kopans, D. B., 

O'Shaughnessy, K. F., ... & Castellino, R. A. (2000). Potential contribution of 

computer-aided detection to the sensitivity of screening 

mammography. Radiology, 215(2), 554-562. 

Wu, W. J., & Moon, W. K. (2008). Ultrasound breast tumor image computer-aided 

diagnosis with texture and morphological features. Academic radiology, 15(7), 

873-880. 



 

163 

 

Wu, T. K., Meng, Y. R., & Huang, S. C. (2006). Application of Artificial Neural 

Network to the Identification of Students with Learning Disabilities. In IC-

AI (pp. 162-168). 

Xian, M., Zhang, Y., Cheng, H. D., Xu, F., Zhang, B., & Ding, J. (2018). Automatic 

breast ultrasound image segmentation: A survey. Pattern Recognition, 79, 340-

355. 

Yue, W., Wang, Z., Chen, H., Payne, A., & Liu, X. (2018). Machine learning with 

applications in breast cancer diagnosis and prognosis. Designs, 2(2), 13. 

Yu, Y., & Acton, S. T. (2004). Edge detection in ultrasound imagery using the 

instantaneous coefficient of variation. IEEE Transactions on Image 

processing, 13(12), 1640-1655. 

Zeng, X., Chen, A., & Zhou, M. (2019). Color perception algorithm of medical images 

using density peak based hierarchical clustering. Biomedical Signal Processing 

and Control, 48, 69-79. 

Zhang, L., Ren, Y., Huang, C., & Liu, F. (2011). A novel automatic tumor detection 

for breast cancer ultrasound Images. Paper presented at the 2011 Eighth 

International Conference on Fuzzy Systems and Knowledge Discovery 

(FSKD),  vol. 1, pp. 401-404. IEEE, 2011 

Zhao, C., Wang, Z., Li, H., Wu, X., Qiao, S., & Sun, J. (2019). A new approach for 

medical image enhancement based on luminance-level modulation and 

gradient modulation. Biomedical Signal Processing and Control, 48, 189-196. 

Zhu, C., & Wang, R. (2012). Local multiple patterns based multiresolution gray-scale 

and rotation invariant texture classification. Information Sciences, 187, 93-108. 

Zwiggelaar, R., Muhimmah, I., & Denton, E. R. E. (2005). Mammographic density 

classification based on statistical grey-level histogram modeling. Proceedings 

of the Medical Image Understanding and Analysis (MIUA'05), 183-186. 

 

 




