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Abstract: Collective improvement in the acceptable or desirable accuracy level
of breast cancer image-related pattern recognition using various schemes
remains challenging. Despite the combination of multiple schemes to achieve
superior ultrasound image pattern recognition by reducing the speckle noise,
an enhanced technique is not achieved. The purpose of this study is to intro-
duce a features-based fusion scheme based on enhancement uniform-Local
Binary Pattern (LBP) and filtered noise reduction. To surmount the above
limitations and achieve the aim of the study, a new descriptor that enhances
the LBP features based on the new threshold has been proposed. This paper
proposes a multi-level fusion scheme for the auto-classification of the static
ultrasound images of breast cancer, which was attained in two stages. First,
several images were generated from a single image using the pre-processing
method. Themedian andWiener filters were utilized to lessen the speckle noise
and enhance the ultrasound image texture. This strategy allowed the extraction
of a powerful feature by reducing the overlap between the benign and malig-
nant image classes. Second, the fusion mechanism allowed the production
of diverse features from different filtered images. The feasibility of using the
LBP-based texture feature to categorize the ultrasound images was demon-
strated. The effectiveness of the proposed scheme is tested on 250 ultrasound
images comprising 100 and 150 benign and malignant images, respectively.
The proposed method achieved very high accuracy (98%), sensitivity (98%),
and specificity (99%). As a result, the fusion process that can help achieve a
powerful decision based on different features produced from different filtered
images improved the results of the new descriptor of LBP features in terms of
accuracy, sensitivity, and specificity.
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1 Introduction

Cancer is considered an evolution and progressive growth of abnormal cells in human’s
body. Breast cancer is one of the earliest cancers discovered in the world; its discovery was first
documented in 1600 BC in Egypt [1]. Breast cancer is one of the leading causes of cancer-related
death among women worldwide [2,3]. Tumors that are non-cancerous are known as benign tumors,
whereas cancerous tumors are known as malignant tumors. Malignant tumors may be distributed
to distant metastasis or neighboring tissues. Malignant tumors can be distributed to different
body parts when cancerous cells enter the lymph system or the blood. A benign tumor, like a
malignant tumor, is also caused by uncontrollable cell growth in the breast. Despite that benign
and malignant tumors both develop uncontrollably, benign tumor only grows within the breast
and does not threaten the lives of women [4].

To assist expert radiologists, many researchers have concentrated on medical image processing.
Tumor discovery at an early stage plays a key role in breast cancer diagnosis and remediation.
The malignancy of breast cancer should be detected at an early stage to reduce the mortality rate.
Several medical imaging approaches have been used to identify breast cancer, such as magnetic
resonance imaging (MRI), mammography, and ultrasound [5]. Every expert or radiologist has
faced many problems to detect the suspicious region or the cancer because of the massive number
of ultrasound images. Moreover, recurrence work has influenced the ultrasound interpretation
accuracy. Thus, an efficient automated system that can help radiologists is needed to remarkably
reduce their burden. Computer-Aided Diagnosis (CAD) systems are used to help radiologists in
detecting breast cancer malignancy [6].

In general, CAD systems consist of several stages. One of the crucial stages to detect the
distinction between benign and malignant cases is segmentation. Segmentation is a procedure of
differentiating and separating objects of the image. Segmentation can select the meaningful or
wanted regions named region of interest (ROI) in images from unwanted regions [3]. Another
important and crucial step in CAD is feature extraction, which can help characterize benign and
malignant tumors. A huge and complex space of features exists in an image. Thus, using feature
extraction and selection stages are important to select the most efficient features. These stages
can be used to extract the most relevant feature set that can differentiate between benign and
malignant tumors [7]. Moreover, speckle noise and the similarity between the textures of the
benign and malignant images are the main challenges of feature extraction, because they reduce
the accuracy of the diagnosis by decreasing sensitivity and specificity. The utilization of various
approaches of feature extraction, such as intensity-, texture-, and histogram-based methods, has
been reported [8].

The available pattern recognition schemes have various limitations in achieving an accept-
able/desirable level of accuracy. Over the years, one or more schemes have been fused or combined
to collectively improve the recognition accuracy level [9]. The benefits of the fusion are shown
in the diverse pattern recognition applications from different disciplines, making this fusion a
major research topic in the field of image classification and pattern recognition. Consequently,
the present research framework considers fusion as an essential component. In decision-making
diagnosis, especially for breast cancer, the fusion is a common clinical practice. Furthermore,
the levels of confidence associated with the diagnosis decisions are reflected by assessing the
malignancy risk factor. Often, the fusion improves the diagnosis confidence, leading to better and
more accurate eventual decisions. Fusion may also create conflicts between the classifiers, leading
to an uncertain situation that needs further investigation [10,11]. Based on these abovementioned
factors, the fusion scheme has recently been utilized in clinical practice. In addition, various fusion
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approaches have been successfully implemented for different applications, such as recognition of
fingerprints, irises, facial images, and hand geometry.

Generally, fusion consists of four stages, namely, pixel, feature, scores, and decision [12], as
presented here. In pixel-level fusion, the pixels of individual source images are fused through some
forms of the processing to the source images (for example the edges extraction or texture analysis)
into an abstract meta-image before the useful features for image classification are extracted from
the meta-image [13]. Feature level fusion combines different feature vectors obtained by the multi-
ple feature extraction algorithms. Often, the feature vectors are concatenated into a single feature
vector or some forms of feature aggregations [14]. Score-level fusion combines the classification
scores into a final score that further determines the class. Usually, the score level fusion is divided
into three categories based on the (a) transformation, (b) classifier, and (c) density [15]. In the
decision-level fusion approach, the classification decision outcomes are combined using different
classifiers or feature vectors into a final decision [16]. Contributions of this study have been
highlighted in the following points:

a. This study aims to propose a new descriptor based on feature-level fusion that can assist
in breast cancer abnormality identification. Local Binary Pattern (LBP) technique has been
used and enhanced based on the new threshold. Required important information on breast
cancer can be identified by using an enhanced LBP descriptor. The proposed contribution
can be derived from various concepts. First, the grayscale image is used as an input that
can be named as the reference image. Second, the new LBP descriptor is applied to each
pixel of the image to generate a fine-textured image as output. Finally, LBP features are
put into play by using a new adaptive threshold value. To produce the binary values, a
comparison between the adaptive threshold and the neighboring pixels is conducted.

b. Moreover, the extraction of different feature vendors from different image representation
domains implies that diagnostic results can be obtained using different schemes that utilize
different feature vectors or different classifiers.

c. This common feature of many pattern recognition problems has been exploited to improve
the accuracy of recognition and classification by using the concept of fusion at different
levels. A main cutting-edge feature of our research framework for breast cancer classifica-
tion is the investigation of various fusion schemes. Particularly, this paper includes fusion
at the feature level prior to classification at the score level (post-classification) and at the
decision level (also post-classification).

The rest of this article is organized as follows. Section 2 presents a review of the literature for
feature extraction and auto-classification. Section 3 describes the detail of the proposed texture
feature extraction and auto-classification mechanisms. Section 4 explains the experimental results.

2 Related Work

To differentiate between benign and malignant tumors in ultrasound utilizing CAD systems,
features need to be extracted from the suspicious region. Thus, feature extraction is an important
stage of CAD systems. The features of ultrasound images of breast cancer can be classified
into two types, namely, texture and morphological features. Morphological features concentrate
on the local properties of the image’s masses, for example, margin or shape. Moreover, mor-
phological features are efficient for breast cancer identification in ultrasound images by CAD
systems. Contours of the tumor are required as a basic knowledge by morphological features, and
these contours can be gained by segmenting images [17]. However, the characteristics of tissue
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scattering can be described by texture features that happen due to mass changes. Texture features
can be computed from the ROI utilizing gray-level values. Unlike morphological features, texture
features do no need to obtain contours of the tumor accurately. Texture features are effective
in differentiating benign from malignant tumors [18]. A seed point of ultrasound images has
been detected automatically based on texture features in a previous study [19]. The current work
pre-processed the image by using a median filter before extracting features.

After the pre-processing stage, the blocking stage is performed on the image to 10×10 blocks.
Finally, in each block, texture features are found, and the four neighbors of chosen segments are
tested. A previous study [20] calculated the statistical texture features, such as SFM, NGTDM,
FOS, GLCM, GLRLM, and GLDS, from the inside and upper side of the lesion to obtain
a ratio texture feature. By utilizing the obtained ratio, the breast lesions are classified based
on the SVM classifier. A previously described process [21] involved the use of pre-processing,
equalization, Wiener, and median filters to reduce noise. Then, the determination of the most
concise representation of the lesion contour is done. After detecting the boundary of the object,
the most important features are identified according to the morphological characterization of the
discovery, thereby producing the input data to the classifier, which is the Multilayer Perceptron
Network (MLP). Many techniques have been proposed for the feature extraction task, including
histogram—[22–24], intensity—[25], and texture-based methods [26–28].

The application of LBP is widespread in many fields, including edge detection and texture
recognition. Unlike available texture descriptors, LBP is computationally efficient with resistance
to fluctuations of monotonic illumination. Several works have been proposed to refine LBP [29].
Most of the refinements are geared toward yielding more information for discriminative analysis
and improving robustness. MRELBP [30] implemented a comparison, in which scholars employed
regional image medians instead of raw image intensities; this comparison differs from standard
LBP and its various variations. Meanwhile, a previous study [31] performed an analysis of LBP’s
scale space and constructed an SSLBP descriptor. A previous study [32] constructed a Multiple
Local Pattern descriptor that advances the usage of multiple LBP codes from merely two-valued
codes, which yield a higher order of discriminative power. In a previous study [33], Local Vector
Quantization Pattern was introduced; it quantifies vectors in place of multiple or binary quantifi-
cation through computing the discrepancy between the center pixel and its neighborhood pixels.
The distinct individual local structural pattern is then subjected to searching for a matching unique
codeword index by looking up a pattern codebook that has been trained in an earlier phase.
Meanwhile, LBP has also been reapplied to different research domains [34]. To overcome this
drawback of LBP, a previous study [35] proposed the completed modeling of Local Binary Pattern
(CLBP) technique, which joins three components of the variance vector d P as three descriptors,
namely, sign (CLBP_S), magnitude (CLBP_M), and central pixel (CLBP_C) descriptors. In con-
trast, the CLBP method still has the following two drawbacks. First, the CLBP_M is introduced
to supply complementary information to CLBP_S, whereas CLBP_M has a dimensionality that
is of the same size as CLBP_S, whose outcome is a sharp increase from (P 2) to (P 2)× (P 2)
in the histogram size. Second, exploiting complementarity among CLBP_M and CLBP_S is still
necessary. In the procedure quantization of the CLBP_M, the majority has been taken by non-
uniform pattern; this means CLBP_S can provide only insufficient complementarity. Afterward,
to overcome some limitations in the CLBP method, a local descriptor called BRINT has been
proposed [36].

The study of [37] introduced another group of features that can be used for separating the
malignant scores from the benign scores in relation to the ultrasound (US) images by collecting
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the textural and sonographic highlights. Next, the segregation capacity of the separated highlights
was assessed via SVM with respect to the outcomes acquired from the counterfeit neural system
(ANN) and KNN classifiers. The performance evaluation revealed the indispensable nature of
the proposed approach for the US PC-supported determination in computer-aided diagnoses
(CAD) frameworks for breast disease or a free program, thereby enabling a precise recognition
of the favorable strong bosom knobs from the harmful ones. The study of [38] proposed a
system to improve the choice combination for uniting the heterogeneous data, such as various
modalities, highlighted classifications, or organizations. For the classifier correlation evaluation,
two measures were used, namely, the ROC and AUC. Four classifiers, namely, the linear discrim-
inant examination (LDA), ANN, and two variants of the chosen combination method, including
the AUC-upgraded DF-A and pAUC-improved DF-P, were used. Despite dedicated effort, the
existing issues related to the computer solutions obtained from the developed classifiers have not
been resolved.

To resolve these limitations related to the computer solution, a multi-level fusion scheme
for the auto-classification of the static ultrasound images of breast cancer has been proposed.
First, the speckle noise that affects the texture features is reduced, thereby increasing the overlap
between the benign and malignant classes. Second, the decisions from a single feature or combi-
nation of different features in one vector that may not be enough to identify the abnormal cases
from the normal cases are considered. These two problems are efficiently tackled in the developed
auto-classification scheme. Therefore, this study contributes to the classification of breast cancer
based on the multi-level fusion to increase the diagnosis accuracy.

3 Proposed Method

In the proposed work, a CAD framework has been proposed for breast cancer detection in
ultrasound images. The framework includes segmentation, features extraction, and classification
using different levels of fusion, as shown in Fig. 1. Developing the new CAD system starts
with a segmentation technique based on a trainable method using machine learning techniques
that can precisely localize breast cancer from tissue images. The segmentation procedure is a
CAD stage for separating the suspicious regions or objects from the background. Based on the
segmentation stage, unwanted regions can be partitioned from the wanted regions, namely, the
ROI. This stage is crucial, because it can help in analyzing images easily. Therefore, the automatic
segmentation technique of Zeebaree et al. [8] (with two-) that enables accurate segmentation
for feature extraction has been used in this paper. In particular, the segmentation technique is
based on machine learning and multi-descriptor features, which can capture various levels of
information, i.e., intensity, structures, and locations. The main purpose of this method is to extract
ROI from ultrasound images. The first phase of the segmentation method aims to detect the tumor
and obtain an initial ROI. To achieve this goal, a machine learning technique based on a multi-
descriptor (texture feature) is used to enhance the identification of the ROI from the background.
The original ultrasound has been used as input to the segmentation method. Afterward, the image
has been divided into blocks. Several blocks are selected and labeled as ROI and background.
A set of Histogram of Oriented Gradients, 7 moments, and Fractal Dimension texture features
have been extracted from each block of ultrasound. Based on the extracted features, the Artificial
Neural Network (ANN) classifier has been trained. In the testing stage, the input ultrasound was
scanned with a fixed window size to extract different powerful texture features. Thereafter, the
extracted features have been fed to the trained method to produce different decisions based on
extracted features. To produce a single decision, the majority decision is used to decide whether
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the block belongs to the ROI or to the background. The ROI obtained from the first phase
still suffers from over and under segmentation problems, because the ROI cannot be obtained
accurately. Thus, distance transform (DT) and Marker Control (MC) methods have been applied
to the second phase. Based on DT and MC, the overlap between ROI and background has been
reduced, and the overlapped objects have been identified to reduce the over-segmentation problem.
The limitation of the previous method is the under-segmentation problem. The Region Growing
(RG) methods have been used in this stage to obtain the accurate segmentation and to avoid
the problem of under segmentation. After ROI detection, the feature needs to be extracted from
ROI to distinguish between benign and malignant tumors. Thus, the main goal of the work is
to propose a new method and describer that can assist in the identification of breast cancer
abnormality by using texture features of enhanced LBP descriptor and different levels of fusion.
Furthermore, the automatic classification of breast cancer supports the classification accuracy with
a level of confidence to address the cases that the machine is not sure about (in terms of the class
label); this classification is based on levels of confidence in a classifier and feature-based decision
level fusion scheme.

diagram of the p

Ultrasound Image

Segmentation

ROI

Feature extraction Denoising

Wiener filter Median filter

Feature extraction Feature extraction

Feature selection Feature selectionFeature selection

Fusion

Final decision

Classification ClassificationClassification

Figure 1: General diagram of the proposed framework

3.1 Image Acquisition
Data collection is among the most important aspects of any research. The researcher has to

ensure that the data collected is accurate to maintain the integrity of the research. The type of
data used in this research is ultrasound image. Testing the execution of any automated image
classification, medical image segmentation, and computer diagnosis approach largely depends on
the selection of the datasets of significant ultrasound cases that will be utilized in the test work
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with suitable assessment conventions. Generally, the classes of breast cancer are available in the
sample pictures to enable the making of the decision on the success or failure of the automated
pattern recognition. One fundamental aspect is knowing the origin of the dataset; this ensures the
validity of the dataset and its relevance to the study. In the experiments, a breast cancer dataset
containing 250 images (100 benign and 150 malignant) of ultrasound was used. Some samples of
both cases are shown in Fig. 2. The dataset is obtained from a database that is widely used in
the literature https://data.mendeley.com/datasets/wmy84gzngw/1.

Benign

Malignan

Figure 2: Different ultrasound images of breast cancer

3.2 Feature Extraction
This work focuses on building an effective CAD to identify the malignant risk at an early

stage. After extracting accurate ROI from the background based on the segmentation method of
Zeebaree et al. [8], features should be extracted from ROI for further processing and diagnosis.
Therefore, this section focuses on producing the most effective features that are used as new signs
to identify the malignant cases from the benign. Based on our investigations and the existing
papers, we found that the texture feature is one of the most effective features that can be used
to identify the different abnormal cases from the medical images. In addition, our analysis shows
that the LBP features are the best for the ultrasound, because they can capture good information
related to the edges of the ROI.

LBPP,R =
p−1∑
p=0

s
(
gp− gc

)
2p, S (x)=

{
1, Si X≥ 0

0, otherwise
(1)

LBP is one of the features used for texture classification. LBP operator refers to a tech-
nique that performs image transformation into integer labels or an array of an image, which
provides a description of an image’s microscopic appearances. Statistics or labels of the image,
typically the histogram, are subsequently employed to conduct a finer image analysis. Most oper-
ators have been constructed to deal with monochromatic images. However, scholars have begun
extending operators to deal with polychromatic images, volumetric data, and videos [39]. The
texture of images can be studied by using the LBP descriptor. Eq. (1) expressed the LBP features

https://data.mendeley.com/datasets/wmy84gzngw/1
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mathematically; gc is assumed as a threshold value in substituting the value of any pixel of
grayscale image based on the 8-bit binary code. Afterward, the chosen value of the center pixel
that is used as the threshold is utilized to label neighboring pixels by checking the variation among
the value of grayscale of the chosen threshold and the neighbor’s pixels. This procedure results
in a new image based on a new LBP descriptor; this procedure is performed by transforming the
binary code to the decimal number that exists at the right of the threshold. The computation
starts in the clockwise direction continuously. The function that is utilized as a threshold is (s(x)).
Many values that are less than 0 assigned as 0, whereas the values that are greater than 0 are
assigned as 1. In the following stage, to produce an LBP image, all zeros and ones of binary code
have been changed to decimal values. The process of traditional LBP is presented in Fig. 3.
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Figure 3: The LBP procedure

The process is based on the number of conversions between zero and one in the patterns; the
same aspects of LBP are achieved, which is the main concept of the LBP uniform. The outcome
of the traditional LBP classified into two main types of values of LBP. The first type of the LBP
uniform contains less than two or two bitwise conversions from one to zero or vice versa, e.g.,
zero conversions (00000000) and 2 conversions (01111110). The second type of LBP has more
than two bitwise conversions, which is named non-uniform LBP, e.g., four conversions (11101101)
and six conversions (01011011). Fig. 4 shows that among every uniform pattern and the result
label in uniform, LBP has an association. However, non-uniform patterns have been assigned as
one label. Thus, the pattern mapping can be done based on the number of distinct outcome labels.

Spot Spot-Flat Line end Edge Corner

Figure 4: Identified LBP texture primitives
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Digital images contain a huge amount of information and data because of the abovemen-
tioned fact, efficient processing and analysis need to be utilized in the digital image interpretation.
To obtain automatic diagnosis and high-quality features of images that can be models, the
pertinent medical information should be extracted effectively. Therefore, to identify the breast
cancer malignancy in ultrasound images, this study extracts effective features by enhancing the
LBP descriptor based on the threshold. To achieve this goal, we first extracted uniform and non-
uniform LBP features from ultrasound images and then fed them to the ANN classifier. Based
on our examination, we found that the most remarkable features that can assist in minimizing
the overlapping among benign and malignant classes are the features that are produced by LBP
uniform. The variation between both LBP uniform and non-uniform is presented in Fig. 5.
Thus, this point has motivated us to enhance LBP uniform to obtain more effective features for
ultrasound diagnosis. The traditional LBP descriptor [40] is restricted in terms of sensitivity for
noise, because of the threshold that can be obtained from the center pixel. Therefore, creating
an insensitive threshold for noise and monotonic greyscale conversion invariance is a crucial step.
Subsequently, a multi-uniform of the LBP descriptor has been proposed in this study. To produce
various features of LBP uniform, a different threshold has been utilized.

0

20

40

60

80

100

Accuracy Sensitivity Specificity

LBP Features

Traditional LBP Uniform LBP

Figure 5: Traditional and uniform LBP features

In the proposed study, four different thresholds are used to identify LBP uniform operators.
The traditional threshold is the mean threshold and is utilized to identify the first LBP uniform
operator. However, the LBP uniform features that have been identified by the mean threshold are
affected by speckle noise. This type of noise is included as a describer because an important image
information is sometimes presented by speckle noise. The features of LBP uniform are identified
utilizing the value of mean for the eight pixels concerning the center. However, speckle noise
does not affect the features that can be identified in this stage. The value of the threshold based
on mean has been computed from each (3×3) image cell. Afterward, the mean is utilized as a
threshold instead of the many utilized pixel centers, as illustrated in Fig. 6. Furthermore, Eq. (2)
has been utilized to calculate all neighboring pixels of gp with another value of threshold that is
the mean of the cell -t, these features are called sign-lower code. To calculate the sign-upper code,
comparing between all neighboring pixels of gp and the value of the threshold that is the mean
of the cell +t, as it is shown in Eq. (3). The process of feature extraction based on different LBP
uniform operator is illustrated in Fig. 7.



3372 CMC, 2021, vol.66, no.3

signlower =
p−1∑
p=0

s
(
gp− (gmean− t)

)
2p, S=

{
1, gp < gmean− t,

0, otherwise
(2)

signUpper =
p−1∑
p=0

s
(
gp− (gmean+ t)

)
2p, S=

{
1, gp ≥ gmean+ t,

0, otherwise
(3)
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Figure 7: Feature extraction process in ultrasound images by different LBP uniform operator

3.3 Multi-Level Fusion Based on Noise Reduction
The identification of the abnormal breast cancer cases based on the ultrasound images

analyses has many limitations due to the presence of speckle noise and artifacts, which in turn
increase the overlap and the similarity between the benign and malignant tumor texture features.
Consequently, the ability to find a new sign to identify the benign cases from malignant ones is
appreciably reduced.

In this study, the shortcomings associated with the existing image analysis schemes have been
resolved in two steps. In the first stage, the pre-processing method was used to generate several
images from a single image. The median and Wiener filters were used to reduce the speckle
noise and improve the textures of the ultrasound images of breast cancer. This procedure allowed
the extraction of a powerful feature that significantly reduces overlap between the benign and
malignant classes. In the second stage, the fusion was performed to obtain a tangible decision
depending on several features fabricated from different filtered images (Fig. 8). Several previ-
ous studies were performed to minimize the amount of speckle noise in the ultrasound image
without any guarantee of achieving an accurate diagnosis. Considering these facts, the present
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work enhanced the original image and texture features using the advantages of the median and
Wiener filters.

ROI

Original ROI (OROI) Denoised ROI using median filter (MROI) Denoised ROI using wiener filter (WROI)

Extract Features from (OROI, MROI, WROI) Using LBP Uniform

Combine Extracted Features of Each Image (OROI, MROI, WROI)

Select Most Relative Features of Each Image (OROI, MROI, WROI)

Texture Features of (OROI, MROI, WROI)MLP Classifier

Score results from (OROI, MROI, WROI)

Averaging All the Scores

Final Decision Level of Confidence 

Figure 8: Breast cancer identification based on multi-level fusion

The median filter is a nonlinear type of filter in the spatial domain of an image that can
easily suppress the impulsive noise, thereby leading to an accurate recognition of the pattern
related to the breast cancer images. An effective pot-filtering technique was used together with
median filtering to diminish the speckles. In this filtering technique, the median intensity was
applied to a region of suitable size and shape denoted by W_ij (around the pixel (i, j) of interest),
which acted as the output pixel value. The existing impulsive artifacts in the pixel were removed
using this application, which was below half of the region size ||W_ij||. This technique used an
adaptive weighted median filter based on the pixel’s weighting coefficient in the window. Each
pixel was affected by the value of the weighting coefficient, which occurred as often as the
weight when the median was estimated. Therefore, the method appeared similar to the typical
median filter when the weights were identical. Otherwise, for very different weights, the details
of the image and its edges changed, decreasing in the median from the center of the window
to the outer limits. Overall, the noise was eliminated using this technique. Consequently, the
weight choice was achieved through a compromise in noise suppression and image preservation.
Furthermore, in the image processing technique, the makeup of an image within the window
could enable the algorithm to adapt the weights. Thus, the image characteristics were determined
by the local statistical analysis. Fig. 9 shows that this study used the median filters of varying
dimensions (3×3, 5×5, 7×7, and 9×9). With increasing filter size, the texture became smoother,
thereby affecting the texture feature. Eventually, the perfect size was chosen to achieve optimum
enhancement in the diagnosis.

The Wiener filter was adaptatively applied to an image that is designed specifically for the
local image variance. For a larger variation, the smoothing conducted by the filter was less than
the smaller changes. Actually, the outcome of this method was better compared with the linear
filters. Unlike the linear filter, this filter used a high frequency to protect the edges and other
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parts of the images because of its selective nature. Compared with the linear filters, the Wiener
filter needs more computational power, and this requirement limits its applications. Therefore, the
Wiener filters of different sizes were used in experiments to determine the optimum filter size.
Fig. 9 shows that this study used Wiener filters of varying dimensions (3× 3, 5× 5, 7× 7, and
9× 9). Fig. 10 shows the basic framework of the proposed model that used median and Wiener
filters to produce two filtered images. These two images together with the original ones were used
as input to the uniform LBP feature. From each image, we extracted 58 × 4 features, such as
T = center, T = mean, upper sign, and lower sign. The first level of fusion was performed to
combine the features produced from the fourth uniform LBP features that enabled the production
on a vector from all features and their use as a powerful feature. Next, these vectors were used
to train three models, namely, the original, median, and Wiener images.

Figure 9: The effect of the median filter on the ultrasound by using different median filter size

Figure 10: The effect of the wiener filter on ultrasound by using different wiener filter size

In the testing phase, each input image followed the same procedure to reduce the noise and
generate three images via the original, median, and Wiener images. This was followed by the
feature extraction stage and fusion level to generate one vector of features. Each trained model
was used to test the feature. In the final stage of the framework, three decisions and three scores
(one from each model) were achieved. The major voting of the three decisions was used with
the average scores, and the final decision with the level of the confidence was generated. The
author strongly believes that the texture features used to identify the abnormality are not enough
to describe the cases. Therefore, combining the texture features with other measurements, i.e.,
geometry features, would be useful.
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3.4 Auto-Classification
Through the use of MLPs, which are neural networks, the problem of pattern detection is

solved. The MLP is a feed-forward neural network having several node layers in a directed graph.
The MLP is recognized as one of the best methods for identifying the pattern and providing
an adaptive learning capability. Additionally, the guide presents the reality that a dual-layer
backpropagation network with hidden nodes should be taken by a general estimator. Based on
the feature number and group of classification, the sizes of the input layer and output layer will
be selected. In this consideration, only the number of neurons is concealed. Also, layers should
be known. The basic rule is utilized in choosing parameters of the design to guarantee that the
smallest parameters are used to obtain the best possible model. Thus, the network has the lowest
complexity. An obstruction of the need for long training is present. In contrast, the potential of
the best design can be obtained by comparing the analysis of the whole potential networks and
by choosing the network that is most suitable for a specific problem.

4 Experimental Results

A difference in the score-level fusion was observed, because the final decision was made on the
basis of each feature component scheme as a voting system instead of using the score for every
feature scheme. Thus, the optimum criteria for deciding the final result depended on the group
that gained the greatest number of votes. The result was obtained from the majority, because the
proposed study focuses on the binary classification and not just the merging of an odd number
of feature schemes. The performance evaluation of the proposed pattern recognition scheme or
classifier is conducted in terms of some standard measures, in which the overall classification
accuracy is checked. The ratio of successful case numbers of the classified test to the whole
case numbers of tested classification is represented by accuracy. The formula of the rate of
accuracy is calculated, and the obtained parameters of the performance of the evaluation of
binary classification are given in four different cases. True Positive (TP) is considered a first case,
which means sick cases are detected correctly, whereas the second case was named False Positive
(FP), which means sick cases are detected incorrectly. The third case is called True Negative (TN),
which means strong cases are detected correctly. Finally, the False Negative (FN) case means
healthy cases are detected incorrectly.

The flaws associated with the classification results are due to the failure to identify the forgery
or successful identification of the forgery, even when the forgery is absent. The error rate is
frequently reflected in the TP, TN, FP, and FN. The following Eqs. (4)–(6) are utilized to compute
the accuracy, sensitivity (benign cases), and specificity (malignant cases).

Accuracy= TP+TN
TP+ FP+ TN+ FN

(4)

Sensitivity= TP
TP+FN

(5)

Specificity= TN
TN+FP

(6)

4.1 Performance Evaluation of Uniform LBP Features
The performance evaluation of the proposed study is made using 250 ultrasounds after the

extraction of ROI from the background involving 100 benign and 150 malignant tumors; 65%
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of images have been used in the training stage. To test the performance of the classification
of the obtained results, we figured out some statistical metrics, namely, sensitivity, specificity,
and accuracy. The performance evaluation of features of each LBP uniform compared with the
combination of all LBP uniform features is illustrated in Tab. 1. Based on the results presented
in Tab. 1, the proposed feature extraction model outperformed the traditional methods in terms
of results.

To highlight the effect of the ANN and compare it with SVM and KNN, the best accuracy
produced in Tab. 2 was used for all features in Tab. 1. By applying the same procedure, the ANN
is found to have produced the best result, as explained in Tab. 2. This table shows that using
the KNN classifier is not enough to deal with the high-dimension features, and no real training
stage like ANN and SVM exists. Considering these two reasons, the SVM and the ANN produced
better results than the SVM. The ANN can produce a good, trainable model by adjusting the
weight of the features. Moreover, the SVM can separate the features of the two-class by building a
straight line. However, this is not always enough to capture the overlap samples. Tab. 2 illustrates
the achieved results based on different classifiers. Obviously, some classifiers obtain better results
than other classifiers. Therefore, the classifier that obtained the highest results has been used for
classification in the proposed study.

Table 1: Performance evaluation of uniform LBP features

Uniform LBP features Accuracy Sensitivity Specificity

T= center 80 72.3 86.2
T=mean 84.8 77.6 90.5
Sign lower 86.8 82.5 89.7
Sign upper 86.8 80.1 92
All features 96 94.1 97.2

Table 2: Performance evaluation of all features based on different classifiers

Classifier Accuracy Sensitivity Specificity

ANN 96 94.1 97.2
KNN 86.8 82.5 89.7
SVM 90.8 88.8 92

4.2 Performance Evaluation of Noise Reduction Method
The primary aim of this study is to develop a trainable model based on the new fusion

method for identifying the malignant class breast cancer images from the benign ones. The
proposed study was tested on the dataset with 250 images, where different filters were used to
produce different images from the original one. Three images were generated, namely, the original,
median-filtered, and Wiener-filtered, where each filter had a perimeter related to the mask size. In
addition, the proposed filter was tested with different sizes to select the optimum size. Before the
fusion technique, the uniform LBP model was applied to the original, median-, and Wiener-filtered
images. Tab. 3 displays the test results obtained using the proposed uniform LBP on the median
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filtered image. The size of the median filter was the affective parameter. The model was tested
with four different sizes (3× 3, 5× 5, 7× 7, and 9× 9), among which the 5× 5 sizes produced
the optimum outcome despite the changes in the uniform LBP type. The filter with a small size
of 3× 3 revealed low accuracy because of the lower amount of data processing and insufficient
reduction of the speckle noise in the image, which led to the loss much texture information.
However, at a large filter size of 5× 5, much amount of data in the image was processed with
smoothness, indicating high accuracy. Tab. 4 illustrates the estimated sensitivity, specificity, and
accuracy of features of each LBP uniform obtained using the proposed model on the Wiener-
filtered image compared with the combined features. Apparently, the proposed model produced
excellent results compared with traditional state-of-the-art methods.

Table 3: Performance evaluation of noise reduction based on different size of the median filter

T= center T=mean Sign upper Sign lower

3 ∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3 ∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3 ∗ 3 5∗ 5 7 ∗ 7 9 ∗ 9
Accuracy 84.4 86.8 73.2 66.4 76.4 85.6 75.6 66 75.6 83.6 76.4 73.6 77.6 84 97.6 61.9
Sensitivity 76.5 79.6 63.6 56.7 66.9 80.7 67.2 55.3 65.3 79.7 67.2 65.1 71.5 81.2 72 61.9
Specificity 91.1 92.7 82.1 75 85.2 89 82.4 79.8 86.1 86 84.7 80.4 81.7 85.7 85.6 80.6

Table 4: Performance evaluation of noise reduction based on different size of wiener filter

T= center T=mean Sign upper Sign lower

3 ∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3 ∗ 3 5 ∗ 5 7 ∗ 7 9 ∗ 9 3 ∗ 3 5∗ 5 7 ∗ 7 9 ∗ 9
Accuracy 85.2 76.8 68.4 57.6 82 80.4 72 62.4 80.4 80.4 72.8 64.4 78 77.6 64 49.2
Sensitivity 82.4 66.9 58.9 47.4 76.6 78 64.1 52.5 73.8 72.1 63.5 54.9 70.2 68.6 53.6 39.8
Specificity 86.9 86.5 76.6 66.6 85.7 81.7 77.7 71.5 85.3 87.4 81 71.9 84.1 85.6 76.3 59.8

4.3 Performance Evaluation of Multi-Level Fusion Method
The classification performance is further investigated using different levels of fusion. Obvi-

ously, the proposed method included different levels of fusion and produced excellent results
compared with the traditional state-of-the-art methods. The first level combined the uniform LBP
features produced from different thresholds. In this level, the features were unified to produce one
vector. The second level included the fusion of different classifiers using diverse images generated
from various filters. The effectiveness of the proposed model at different levels became evident, i.e.,
fusion level 2 could enhance the outcomes. Tab. 5 illustrates the estimated sensitivity, specificity,
and accuracy of combined features of the proposed model based on a different level of fusions.

To show the analysis of the performance evaluation of the proposed strategy a Scatter plot
has been utilized for both levels of fusion. Fig. 11 demonstrates the second level fusion of all
feature sets that somewhat ameliorated the accuracy, sensitivity, and specificity of classification
performance using ultrasound with the ANN classifier.

In the proposed approach, all CAD stages, namely, segmentation, feature extraction, fea-
ture selection, and classification, are performed without manual intervention. Several existing
methods are presented in Tab. 6 to address the problem of cancer identification. The evaluation
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performance of the proposed study has been compared with the presented studies. The proposed
study outperformed the traditional one in terms of accuracy, sensitivity, and specificity.

Table 5: Performance evaluation of different level fusion using ANN classifier

Fusion Accuracy Sensitivity Specificity

Level 1 96 94.11 97.29
Level 2 98.8 98.01 99.32

90

95

100

Accuracy Sensitivity Specificity

Fusion Level

Level 1 Level 2

Figure 11: Scatter plot of the performance of different level fusion

Table 6: Compare the output of the proposed method and other existing feature
extraction methods

Methods No. of images Accuracy Sensitivity Specificity

[1] 184 – 79.39 84.75
[41] 109 87.27 88.67 92
[42] 61 95.96 85.52 99.05
[43] 100 80.39 85.7 100
Prposed method fusion level 1 250 96 94.117 97.297
Prposed method fusion level 2 250 98.8 98.019 99.328

The proposed method has been applied to 250 images compared with other methods that have
been tested on a smaller number of images. The accuracy of the existing methods (between 80%
to 96%) are listed in Tab. 6. It has been mentioned in this comparison that those abovementioned
methods have been applied to fewer images. By contrast, the accuracy of our proposed method is
more than 98%. The sensitivity and specificity are the indicators used to determine the effect of
the proposed method; the success of catching the malignant and the benign cases was measured.
By comparing the sensitivity of the proposed method with the existing method, we determined
that our method leads to a better result, which is around 98%. For the specificity indicator, the
method used in a previous study [43] obtained a better result but was tested on only 100 images.
Moreover, our method’s sensitivity value is close to that of [43], which is more than 99%.
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We strongly believe that the texture features used to identify the abnormality are not enough
to describe the cases. Therefore, combining the texture features with other measurements, such
as geometry features, would be useful. Based on our investigation, several multi sub-classes exist
under each class (benign and malignant). Identifying the exact class is important for the doctor.
Our proposed model cannot identify the subclass because of two reasons, namely, (i) it does not
have the labels for the sub-class and (ii) our main objective is to build a model that can help
identify the malignant from benign cases.

5 Conclusion

Breast cancer is the leading cause of cancer-related death in women. Ultrasound is a standard
breast imaging procedure that can be used to screen women for early signs of breast cancer. This
study presents a multi-level fusion for the automatic classification using CAD at an early stage.
The proposed model was developed following a critical appraisal of the findings obtained from
the existing techniques and algorithms. The exploration of the technique workflow and the data
collected from the case study interviews were performed in the proposed study. This model could
improve the trainable model based on the multi-level fusion for the automatic classification of the
static ultrasound images of breast cancer, in which different levels of fusion were implemented.
The first level combined the uniform LBP features produced from a different threshold to obtain
one vector. The second level involved the fusion of different classifiers, in which different images
were generated using the median and Wiener filters. These filters enabled the decrease of the
speckle noise and enhanced the ultrasound image textures. The LBP-based texture feature can be
used to categorize the ultrasound images accurately and efficiently. The proposed model produced
excellent accuracy, sensitivity, and specificity.
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