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The aim of this work is to analyse the performance of the new proposed hybrid parameterisation model
in handling problematic data. Three types of problematic data will be highlighted in this paper: i) big data
set, ii) uncertain and inconsistent data set and iii) imbalanced data set. The proposed hybrid model is an
integration of three main phases which consist of the data decomposition, parameter reduction and
parameter selection phases. Three main methods, which are soft set and rough set theories, were imple-
mented to reduce and to select the optimised parameter set, while a neural network was used to classify
the optimised data set. This proposed model can process a data set that might contain uncertain, incon-
sistent and imbalanced data. Therefore, one additional phase, data decomposition, was introduced and
executed after the pre-processing task was completed in order to manage the big data issue.
Imbalanced data sets were used to evaluate the capability of the proposed hybrid model in handling
problematic data. The experimental results demonstrate that the proposed hybrid model has the poten-
tial to be implemented with any type of data set in a classification task, especially with complex data sets.
� 2019 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In our previous work, a new hybrid parameterisation model
that integrated two mathematical methods, soft set and rough
set theories, was proposed. Soft set and rough set theories were
selected in constructing this model because of their capability in
dealing with uncertain and inconsistent data. These two models
were integrated because each of them will compensate for lapses
of the other. The proposed parameterisation model consists of sev-
eral important phases that were used to process data before the
decision-making process was executed. Some of the phases
involved in the proposed work were data pre-processing, parame-
ter reduction and parameter selection. The results show that the
proposed approach can assist the selected classifier in identifying
the optimal reduction set that will be used in the classification pro-
cess. This paper presents an extension of the previous study by
enhancing the capability of the hybrid model in identifying the
most important attributes of large imbalanced data sets for the
classification process. Two issues were considered and analysed
in this study: the size and the type or category of the data set.
Based on previous studies (Mohamad et al., 2017; Mohamad
et al., 2017), the number of data sets is one of the factors that influ-
ences the experimental results. It might affect the implementation
of the whole framework of the classification task.

For example, some of the parameterisation methods are unable
to manage or analyse a large volume of data at one time. Not only
was the parameterisation method unable to handle the data, but
even the processors and the parameterisation tools faced this kind
of difficulty. This issue worsened when it dealt with big data where
researchers need to consider many issues, such as processing time
and storage availability, which might correlate with the implemen-
tation of big data in the decision-making process (Arnaiz-González
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et al., 2016). Data pre-processing and parameter reduction are
among the important processes that are usually highlighted in data
mining, especially in handling big data. Inconsistent and uncertain
decisions might be generated if these two processes are miscon-
ducted (Houari et al., 2016).

The category of data set such as imbalance data may also lead to
inconsistent and inaccurate results. The imbalanced data consisted
of an uneven distribution of classes or difference in numbers
(Wang et al., 2016). These data sets were comprised of different cat-
egories such as real, integer and nominal that will be explained in
detail in Section 4 (Experimental work and results discussion).
Biased results might be obtained when imbalanced data sets were
ignored and not properly analysed during the data collection phase.
Moreover,most researchworks suggest a preference for implement-
ing the standard data setswhichwere already cleaned and balanced
before or during the time the decision-makingprocesswas executed
(Zhou et al., 2017). These processes might also generate biased
results leading to an incorrect results analysis (Derrac et al., 2013).

Therefore, in order to execute the large imbalanced data sets, an
alternative parameterisationmodel is proposedwhich is an integra-
tion of mathematical methods: soft set theory and rough set theory
as a parameterisation method, and neural network as a classifier.
This proposed model can accommodate uncertain and inconsistent
data issues, and is also able to manage a large volume of data sets.
Soft set and rough set theories were selected due to their ability in
handling inconsistent and uncertain data sets. These theories have
been implemented and proved in various works of research and dif-
ferent application fields (Luo et al., 2016; Meng et al., 2016). Most
research has applied these theories to dealing with approximation
problems, feature reduction, feature selection approaches or even
as a classification method (Azar et al., 2016; Raza et al., 2016;
Mohamad et al., 2016). This paper also presents alternative steps,
that is, a SRS identifier to help the proposed model in identifying
the best-optimised parameter set. The detailed explanation of these
proposed steps is explained in the Methodology section.

The best-optimised parameter set will be used as an input to
the decision analysis process. A classification process is a data anal-
ysis task that is normally used to test the performance of any
machine learning method. The classification process is conducted
using a neural network due to its capability in analysing complex
data. The neural network is a well-known method that can replace
human activity in dealing with complex variables and complex
relationships, and has been successfully proved by many research-
ers such as in Lam et al. (2014) and Weng et al. (2016). The neural
network is also known as an artificial neural network (ANN) that
can be applied in different application areas and to problems such
as forecasting, classification, optimisation and regression
(Paradarami et al., 2017; Kim et al., 2017). It is hoped that the pro-
posed work can be an alternative parameterisation model in the
big data pre-processing task.

This paper consists of five sections. Section1 introduces the high-
lighted issues, while Section 2 presents the background knowledge
of the important topics. Section 3 explains the methodology of the
proposedwork and Section 4presents the experimental resultswith
thediscussion. Finally, Section5 concludes the proposedworkbased
on the results analysis from the previous sections.
2. Background knowledge

This section discusses several basic concepts of related topics to
provide an understanding of soft set and rough set parameter
reduction approaches and the neural network technique as a good
classifier. Both soft set and rough set parameter reduction
approaches are approaches that deal with uncertain and unclear
data. Both approaches apply mathematical concepts in identifying
the important attributes or parameters, and are commonly used by
the decision-maker to solve many complicated problems.

2.1. Soft set parameter reduction approach

Soft set parameter reduction is an approach that implements
soft set theory as a parameterisation tool in dealing with uncer-
tainties problems. It was initiated by Molodtsov in 1999, in order
to improvise the fuzzy concept which was also used to deal with
uncertainties and fuzzy problems. Molodtsov had claimed that
the soft set theory was easier to understand and implement com-
pared to fuzzy sets theory. Soft set theory also implements the the-
ory of approximation which enables the non-mathematical expert
to understand the whole structure of the theory. It is used to solve
the desired problem easily by not focusing only on the mathemat-
ical part. Soft set theory does not apply any restriction in the
parameterisation process because it applies an approximation
approach to initialise each object. Therefore, as highlighted by
Molodtsov, any type of parameterisation approach can be imple-
mented with the assistance of numbers, functions, mapping, words
and sentences (Molodtsov, 1999).

Due to the capability of soft set theory in solving the uncer-
tainty problems, many researchers enhanced this theory by inte-
grating it with other mathematical theories in order to solve
desired problems. Some of the hybrid theories are soft rough fuzzy
sets and soft fuzzy rough sets proposed by Meng et al. (2011), soft
rough sets proposed by Feng et al. (2011) and multi-fuzzy soft set
proposed by Yang et al. (2013). Most hybrid theories were pro-
posed in order to generalise the functionality of the selected theo-
ries. Therefore, many researchers tended to test the ability of the
soft set theory itself or its hybrid theories in different application
fields especially as a parameter selection method.

The following definitions are the basic formulation of how the
soft set theory works in the parameterisation process. The basic
formulation was taken from Molodtsov’s paper published in 1999
(Molodtsov, 1999).

Definition 2.1a. Let U represent the set of universe and E
represents a set of parameters. A pair of ðF; EÞ is defined as a set
of soft set over set of universe U, when F is a mapping of the set E in
all of the subsets of the set U. For e�A; FðeÞ maybe considered as a
set or an approximate set of the soft set ðF; EÞ. Therefore, a soft set
is not a crisp set. The approximate set is comprised of different
types of values such as missing values or uncertain values.

The theory then was applied and enhanced by Herawan in 2010.
In Herawan et al. (2010), Herawan implemented the soft set theory
by using maximal supported objects to analyse patients who were
suspected of influenza. He also proposed a multi-soft sets theory of
approximation for a multi-valued information system (Herawan
et al., 2010). The soft set of universe can also be considered as a
binary-valued information system. Therefore, the decision making
process can be made by using binary-valued representation for-
mat. Definition 2.1b indicates the formulation on how the param-
eter in the soft set is reduced in the set of universe.

Definition 2.1b. For soft set ðF; EÞ over the universe U and u�U. An
object u is an optimal decision if u is maximally supported by E.
This formulation is a derivation from the Definition 2.1c and
Definition 2.1d.
Definition 2.1c. Definition 2.1c: Let ðF; EÞ be the soft set over the
universe U and A � E. A is defined as indispensable if U=A ¼ U=E.
Otherwise A is set to be dispensable. This definition was used in the
parameter reduction process without modifying the set of optimal
and sub-optimal decisions.
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Definition 2.1d. Let soft set ðF; EÞ be the set of universe U and
A# E. A is a reduction set of E if and only if A is a indispensable
and supported by all sets of E.

The above definitions have been used as a guideline in the
parameter reduction process and also in selecting the optimal
and sub-optimal parameter sets. This algorithm was modified by
adding Step 4 in order to select the most-optimised at-tribute
set. The implementation of these definitions and soft set parameter
reduction steps are discussed in the Methodology section. The
steps of the soft set parameter reduction process are as follows:

� Prepare the data set and transform into binary representation 0
and 1 format.
� Identify the reduction sets based on the attribute value.
� Calculate the weighted for each reduction set.
� Select the most optimised reduction set by choosing the highest
number of attribute set.

2.2. Rough set parameter reduction approach

Rough set theory is a well-known theory which is able to man-
age uncertain or incomplete data effectively. Rough set was pro-
posed by Pawlak and has similar functionality to other theories
such as fuzzy sets, Bayesian inference and evidence theory
(Pawlak et al., 1998). The main idea of rough set is the approxima-
tion concept that was represented by a boundary region between
the upper and lower approximations. Rough set theory has been
extended and generalised towards many application areas such
as pattern recognition, decision analysis, image processing, induc-
tive reasoning and machine learning (Feng et al., 2011). The follow-
ing paragraph defines the basic notions of rough set theory as
proposed by Pawlak.

The set of elements is defined as rough set or imprecise when
the set cannot be defined or identified in the set of universe. The
data has the possibility of not being a member or its companion
in the set of the data.

For an information system S ¼ ðU;AÞ;X#UandB#A. For every
X#U,
B is defined as upper approximation of X;B�ðXÞ when,

S
x2U

BðxÞ : BðxÞ \ X –£f gand
B is defined as lower approximation of X;B�ðXÞ when,

S
x2U

BðxÞ : BðxÞ#Xf g.

The rough set is derived from the minus operation of upper
approximation and lower approximation operations.

Rough set is also known as a boundary set which is part of the
membership set for any data. Thus, it is suitable for use with
many situations and to solve different types of problems such
as data reduction, parallel processing and identifying patterns
from hidden data (Pawlak, 1997). The major concern in this work
is to evaluate the ability of rough set theory in assisting soft set
theory to identify the optimal set of data, especially for the large
data set problem. The following steps describe the processes that
are conducted during the rough set parameter reduction process.
All the processes include the mathematical formula which was
defined earlier. This rough set parameter reduction algorithm
has been modified by adding Step 6 in order to select the most-
optimised reduction set.

� Prepare the data set.
� Data discretisation.
� Forming up the mxn discernibility matrix.
� Calculate the discernibility function.
� Identify the reduction sets.
� Select the most-optimised reduction set by choosing the highest
number of attribute set in the reduction set.

Several works of research which reported the integration
between these two theories can be found in Meng et al. (2011),
Montazer et al. (2015) and Ma et al. (2016). Some papers that
implemented the enhancement of rough set theory as a parameter
reduction and selection method can be found in Raza et al. (2016),
Chen et al. (2016), Chen et al. (2016). All proposed methods
showed that rough set theory could increase the performance of
the decision-making process and was able to reduce the processing
time in any task, especially in parameter reduction and selection
processes.
2.3. Parameterisation process

The parameterisation process is normally conducted after the
data pre-processing task and before data analysis is executed.
The parameterisation process is comprised of two processes:
parameter reduction and parameter selection. The output of the
parameterisation process is an optimised attribute set which is
generated by the parameterisation method. Many parameterisa-
tion methods have been proposed that are based on different
approaches such as Filters, Wrappers and Embedded (Chormunge
et al., 2018). Each of these approaches has its advantages and dis-
advantages. A proper selection of which method needs to be
applied for the parameterisation process in solving a given prob-
lem should be considered.

The parameter reduction process is also known as attribute
reduction or feature extraction. It is used to reduce the number
of attributes of the data set according to certain criteria and spec-
ified characteristics. Normally, the uncertainty and inconsistent
data set will be eliminated to avoid misinterpretation of the data
analysis process. Different algorithms and methods have been pro-
posed such as the incremental algorithm with variable precision
rough sets (Chen et al., 2016) and dimension reduction using Cop-
ulas and LU-Decomposition (Houari et al., 2016).

Parameter selection is a process of selecting the most important
attribute among the available attributes of the data set. Some
methods are able to conduct both reduction and selection pro-
cesses at one time. Parameter selection is one of the important pro-
cesses before the data set is used in determining the best solution.
Among the well-known methods and algorithms that are usually
used for parameter selection are the SVM, random forest, decision
tree, ReliefF and Fisher Score (Zhou et al., 2017; Masetic et al.,
2016).
2.4. Neural network

Neural network is also known as artificial neural network
(ANN), and is a machine learning technique that can accomplish
various decision-making tasks. Neural network imitates the human
brain in its processing task. Neural network has two features which
are artificial neuron or node and node’s connectivity. The artificial
neuron represents an information processing unit which is the
main component of the neural network process. The artificial neu-
ron has three basic components: i) a set of connecting links from
different inputs xi called synapses that are characterised by use
of a weight or strength wki, where i ¼ 1;2; . . . ;nand n is a number
of input data, ii) one integrator to add the input signals Xi weighted
with the synaptic strengthsWki, and iii) an activation function f for
limiting the amplitude of the output yk of the neuron (Weng et al.,
2016).

The most common type of neural network layer is divided into
three layers: input, intermediate and output. The intermediate



Table 1
Existing works on imbalanced, inconsistent and uncertain data issues.

Data issues Existing hybrid models

Imbalanced A systematic online banking fraud detection
approach by using three algorithms: contrast
pattern mining, neural network and decision forest
(Wei et al., 2013), Multi-criteria optimisation
classifier using fuzzification, kernel and penalty
factors for predicting protein interaction hot spots
(Zhang et al., 2014) and a new approach based on
fuzzy rough sets and evolutionary algorithms to
improve the performance of one neural network
classifier (Derrac et al., 2013).

Complicated
(inconsistent &

An implementation of dominance-based
neighbourhood rough sets (DNRS) to reduce the
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layer, also known as the hidden layer, can consist of several layers
and hidden nodes. Neural network can be applied to identify com-
plex relationships between features and independent parameters,
to determine the interactions of high polynomial parameters, clas-
sification, prediction and optimisation (Paradarami et al., 2017).
Neural network has been widely used because of its simplicity. It
is easily applied in different application areas and can return good
results in solving problems (Massimiani et al., 2017). Back propa-
gation and feed forward are examples of neural network algo-
rithms that were frequently used in solving problems (Kim et al.,
2017). Neural network was implemented in previous work and
was proven capable of handling a complex data set (Mohamad
et al., 2017; Mohamad et al., 2018).
uncertain) attribute of big data set using parallel processing
(Chen et al., 2016), a new attribute reduction
approach for multi-label data that consisted of
complementary decision reduction, a discernibility
matrix-based method and a heuristic algorithm (Li
et al., 2016) and improved dominance-based rough
set approach (IDRSA) which was proposed to
handle complex and uncertain nominal attributes
(Azar et al., 2016).
2.5. Related existing works

Recently, researchers have tended to integrate more than one
method to create a hybrid model. This is due to the capability of
each method in handling different kinds of data problems, espe-
cially big data. Big data is comprised of different types of data sets,
most of which are vague and imbalanced (Ahmad et al., 2017).
These kinds of data sets really need an effective and efficient data
analysis model in order to generate effective decisions. The follow-
ing paragraphs describe several existing parameterisation models
that deal with problematic data sets, especially big data and imbal-
anced data sets.

Nowadays, the most popular way to manage big data is by using
the MapReduce data processing model. MapReduce is used to pro-
cess and produce large data sets by implementing parallel process-
ing in an efficient way (Triguero et al., 2015). It provides many
benefits in handling big data in terms of reducing processing time
and use of memory space. Some research, which implemented
MapReduce, were the hierarchical attribute reduction algorithm
(Qian et al., 2015), secured smart health care monitoring and alert-
ing system (Manogaran et al., 2017) and the four layers of the
architectural model for feature selection in Big Data IoT (Ahmad
et al., 2017). Most research has claimed that the implementation
of MapReduce in their proposed frameworks and models resulted
in an improvement in the data processing performance.

Instead of implementing MapReduce in handling the big data
issue, some researchers proposed hybrid models in order to solve
multiple categories of data issues. The hybrid model can be defined
as more than one of many models that were integrated. The hybrid
models were probably proposed to overcome the weakness of, and
to improve the performance of, the existing single model in han-
dling any specified problems (Mohamad et al., 2016; Paradarami
et al., 2017). To be more focused, this paper will list several hybrid
models related to the highlighted data issues on imbalanced data,
inconsistent and uncertain data problems. The combination of
more than two models might generate complicated models which
are difficult to understand and execute. Some existing hybrid mod-
els that have been proposed to solve the highlighted issues are pre-
sented in Table 1.
3. Methodology

The proposed methodology consists of several phases and sub-
processes. The size of data set must be determined in the beginning
of the decision analysis process. It is important to specify the size
of data as not all parameter reduction methods are able to process
large data at one time. All data must go through an evaluation pro-
cess in order to identify the size of data set. If the size of data is
more than 10,000, the data then should be decomposed, or else
the data will be processed by using the hybrid soft set and rough
set parameterisation model. Fig. 1 presents the framework that
was applied in this study and the following sub-sections explained
each specified process.

3.1. Phase 1: data sets collection

The data sets collection phase is a process of acquiring the
desired input data from different resources. The following issues
were considered during the data collection process: i. size of data
(large data set), ii. characteristics of data (uncertain and inconsis-
tent values), and iii. imbalanced data (in terms of data division).

3.2. Phase 2: data pre-processing

The collected data will go through several processes in prepara-
tion for the classification task. The processes are data formatting,
data normalisation and data randomisation. The raw data is for-
matted into a required scheme according to the methods or soft-
ware used during the classification task. Basically, the data is
presented by using m� n matrix including the decision class at
the end of the data column. The formatted data is then normalised
in order to standardise the value of each column, to increase the
computer processing performance, and to decrease the memory
usage. In addition, the normalised data will be randomised to avoid
any bias issues and to increase the accuracy rate of the classifica-
tion task.

3.3. Phase 3: data decomposition

This phase is applied after the data has been through the pre-
processing task and when the size of the data or instances is more
than 10,000. It has been proposed as an alternative approach for
processing a large size of data instead of using big data analytic
tools. Processing time and the cost of operation are the factors
behind implementing the slicing technique in this study. Most data
processing methods require a long time to analyse a big data set
and require expensive high-performance tools to process the data.
The data will be fragmented into a number of groups by dividing
the total number of instances by 10,000. If the calculation contains
a remainder, to the number of groups will be added 1. Let G be
defined as the number of groups and D as a number of data.

G ¼ ðD=10000Þ ð1Þ
If G contains remainder, then
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G ¼ Gþ 1 ð2Þ
For example, if the total data is 12,000, the data needs to be

divided by 10,000. The answer is 1 and it contains 2,000 as a
remainder. Therefore, 1 must be added to the answer, that is,
1 + 1 = 2. In this case, the data should be divided or sliced into
2 groups where the number of instances of each group will be
distributed equally.

The slicing technique will be executed only when the number of
instances is more than 10,000. 10,000 is a constant value. The rea-
son for defining the constant value as 10,000 is that most parame-
ter reduction methods which are executed by the normal processor
(not a super computer) can only manage this value or less. If more
than 10,000 instances are being analysed, the processor either
takes a longer time to process or is unable to be execute the pro-
cess at all. If the number of instances is equal to or less than
10,000, the next process which is phase 4 (as shown in Fig. 1) will
be executed. This slicing technique has been tested several times in
previous experimental works (Mohamad et al., 2017; Mohamad
et al., 2016).
3.4. Phase 4: soft rough set parameter reduction process

Phase 4 is a hybrid parameterisation process. It is divided into
four parts where part 1 will execute the soft set parameterisation
process, part 2 will execute the rough set parameterisation process,
part 3 will execute the optimised parameter selection process and
part 4 will execute the data integration process. Part 1 and 2 were
executed after phase 3 had been accomplished. Meanwhile part 3
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was executed after the both parts had been conducted. Both part 1
and part 2 produced their own optimal reduction sets. These out-
puts were labelled as soft set (SS) optimised data set and rough
set (RS) optimised data set. These output data sets were then inte-
grated into one set as an input to the classification process.

Both part 1 and part 2 were sequentially executed one after
another in order to ensure an optimal reduction set would be gen-
erated. Then, a soft rough set (SRS) identifier was applied in order
to select the best-optimised input for the classification task. Basi-
cally, the SRS identifier chose the highest number of attribute set
as the set to be processed in the next phase. The algorithm for
selecting the optimised reduction set which was implemented by
the SRS identifier can be identified in Mohamad et al. (2017). Part
4 was only executed when the size of data was more than 10,000 as
discussed in phase 3. Phase 4 was repeated a number of times
according to the number of groups produced during the data
decomposition phase.
3.5. Phase 5: classification task

Classification task is the last phase that needs to be executed.
Cleaned and simplified data set was ready to be used as an input
to the task. Any classifier can be applied to execute the classifica-
tion task. The results obtained from this phase will be evaluated
using several standard evaluation measures.
3.6. Proposed hybrid model

To the best of our knowledge, soft set theory and rough set the-
ory are among the most efficient theories in handling uncertain
and inconsistent data (Ma et al., 2017; Du et al., 2016). The main
objective in proposing the hybrid model is to have a good param-
eterisation method that is capable of handling uncertain and
inconsistent data. The fundamental concept of the soft set param-
eterisation method itself has its own weakness in generating the
optimised reduction set. The algorithm proposed by Maji et al.
(2002) is one which is unable to generate optimised and sub-
optimised reduction sets. Meanwhile the algorithm proposed by
Kong et al. has its own limitations (Ma et al., 2017). This was pro-
ven when many researchers proposed several enhancements of the
soft set parameterisation method by improving the fundamental
theory or by hybridising it with other theories (Mohamad et al.,
2017).

This work took the initiative to overcome the weakness of the
soft set theory by integrating it with rough set theory. The rough
set parameter reduction method was selected to be integrated with
the soft set parameter reduction algorithm. Rough set has the capa-
bility to handle uncertain and inconsistent data successfully, using
the theory of approximation. The fundamental concept of rough set
theory has been enhanced by various works of research such as the
improved dominance-based rough set approach (Azar et al., 2016)
and dominance-based neighbourhood rough sets (Chen et al.,
2016).

The basic concept of how the hybrid parameterisation process
was executed is illustrated using the following definitions.

In a data classification process, D : X is defined as a soft set
parameter reduction process and Y is defined as a rough set
parameter reduction process. Both X and Y produced an opti-
mised reduction set which are defined as S X and T  Y .
H is defined as a hybrid parameterisation process of D, when
S [ T which produced a result Z, which is an optimised reduc-
tion set from both sets that needs to be executed in sequence.
Therefore, Z  S [ T and Z can be used in D in order to increase
the classification performance.
The input of the selection process was a list of optimised reduc-
tion sets which had been generated from both the soft set and
rough set parameter reduction processes. Each of the sets was eval-
uated based on the number of attributes that had been selected as
an optimised reduction set. If the produced reduction set was more
than 1 value, the SRS identifier would select the highest number of
the produced attribute value among the available sets. If the pro-
duced reduction set was equal to 1, the produced reduction set
would be directly used in the next process. Then, the selected
reduction set which was the highest number of attributes value
would be evaluated for the second evaluation process.

In the second evaluation process, two evaluation questions will
be considered:

1. Does the highest attribute value is equal to the number of attri-
butes of the original data set?

2. Does the highest attribute value has more than one reduction
set?

If both conditions were met, the SRS identifier would choose the
first reduction set as an optimised reduction. The optimised reduc-
tion set would then be used as an input for the next process.
4. Experimental work and results discussion

Various experiments were conducted in order to evaluate the
performance of the proposed approach. Two important software
packages, Matlab R2014a and rough set exploration system version
2.2 (RSES), were used to ensure the experimental work was suc-
cessfully executed. Almost all the data processing processes were
executed using Matlab: the data pre-processing phase, the soft
set parameter reduction phase and the classification phase. Mean-
while RSES was used only for the rough set parameter reduction
process. 19 imbalanced data sets were properly selected. The data
sets were downloaded from the www.keel.es web-site, known as a
Knowledge Extraction based on Evolutionary Learning (KEEL) data
repository.

4.1. Data description

Instead of implementing the imbalanced data sets into the pro-
posed approach, the proposed work also considered the large data
set to be analysed. Most previous work had not included a large
data set to be processed and tested. Many data sets of more than
1000 instances were ignored and not tested. Therefore, the perfor-
mance of the proposed method in handling large data was not
really tested and validated.

Imbalanced data is the data set that is unevenly distributed
among the given classes. Most of the data were grouped as a neg-
ative class and the least group was a positive class. Some of the
data sets consisted of a multiple class imbalanced problem. These
data sets were grouped into three categories, i) imbalanced ratio
between 1.5 and 9, ii) imbalanced ratio higher than 9 and iii) mul-
tiple class imbalanced problem. These imbalanced data sets also
contained uncertain and inconsistent data problems. The data
was presented by listing the data set’s name, number of instances,
number of attributes, data type, missing values and the ratio of the
instances. The details of each data set are presented in Table 2,
Table 3 and Table 4.

4.2. Evaluation measures

This study aimed to analyse the experimental results according
to several criteria such as the number of instances that were exe-
cuted during the parameter reduction process and classification



Table 2
Imbalanced ratio between 1.5 and 9.

Data sets Number of instances Number of attributes Data type Missing values Instance imbalanced ratio (%)

segment0 2308 19 Real No Positive = 14.25 Negative = 85.75
vehicle0 846 18 Integer No Positive = 23.53 Negative = 76.47
page-block0 5472 10 Integer Real No Positive = 10.21 Negative = 89.79
glass0 214 9 Real No Positive = 32.68 Negative = 67.32
haberman 306 3 Integer No Positive = 26.46 Negative = 73.54

Table 3
Imbalanced ratio higher than 9.

Data sets Number of instances Number of attributes Data type Missing values Instance imbalanced ratio (%)

vowel0 988 13 Integer Real No Positive = 9.11 Negative = 90.98
shuttle-c0-vsc4 1829 9 Integer No Positive = 6.72 Negative = 93.28
abalone19 4174 8 Nominal Real No Positive = 0.77 Negative = 99.23
kddcup 2225 41 Nominal Real No Positive = 0.99 Negative = 9.01
lymphography-normal-fibrosis 148 18 Integer Nominal No Positive = 4.05 Negative = 95.95
shuttle-2_vs_5 3316 9 Integer No Positive = 1.48 Negative = 98.52

Table 4
Multiple class imbalanced problem.

Data sets Number of instances Number of attributes Data type Missing values Instance imbalanced ratio (%)

Penbased 1100 16 Real No Positive = 33.9 Negative = 66.1
Contraceptive 1473 9 Real Nominal No Positive = 34.6 Negative = 65.4
Dermatology 366 34 Integer Yes Positive = 15.27 Negative = 84.73
Autos 159 15 Real No Positive = 5.88 Negative = 94.12
Shuttle 2175 9 Real No Positive = 0.12 Negative = 99.88
Thyroid 720 21 Real Nominal No Positive = 2.64 Negative = 97.36
Ecoli 336 7 Real No Positive = 1.38 Negative = 98.62
Wine 178 13 Real No Positive = 40 Negative = 60
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process, the number of attributes that were eliminated after the
reduction process and the time taken for each data set during the
classification process. The obtained results were analysed based
on standard evaluation measures in order to identify the perfor-
mance of the proposed approach in classifying the selected data.
The effectiveness and the efficiency of the proposed approach
was evaluated using accuracy rate (ACC), specificity rate (SPEC),
sensitivity rate (SENS), positive predictive value (PPV), negative
predictive value (NPV) and F-measure value. The equations of the
six evaluation measures are indicated below using true positive
(TP), true negative (TN), false positive (FP) and false negative
(FN) formulations (Son et al., 2012; Hu et al., 2010).

ACC ¼ TP þ TN
TP þ TN þ FP þ FN

� 100 ð3Þ

SPEC ¼ TN
TN þ FP

� 100 ð4Þ

SENS=Recall ¼ TP
TP þ FN

� 100 ð5Þ

PPV=Precision ¼ TP
TP þ FP

� 100 ð6Þ
Table 5
Accuracy rate (%) for data sets that contain imbalanced ratio between 1.5 and 9.

Data sets No. of attributes No. of attributes after PR With

segment0 19 5 94.5
vehicle0 18 6 90.1
page-block0 10 5 94.5
glass0 9 5 78.1
haberman 3 3 80.4
NPV ¼ TN
TN þ FN

� 100 ð7Þ

F �measure ¼ 2� Precision� Recall
Precisionþ Recall

ð8Þ
4.3. Results discussion

After several experimental works were conducted for all
selected data sets, the results show that the proposed model is
effective and efficient, and can be implemented for any types of
data sets in any classification problems. Table 5, Table 6 and Table 7
provide the details of the experimental results in terms of classifi-
cation accuracy rate, number of attributes without using any
parameterisation model and number of attributes when imple-
menting the proposed model (hybrid parameterisation model).
The performance of the proposed model is also compared with
three other hybrid models, namely GA-CFS,WRAP-RS and PCA-
Ranker. GA-CFS is a combination of correlation-based feature
selection and genetic algorithm, WRAP-RS is a combination of
wrapper subset evaluation and random search methods, while
PCA-Ranker is a combination of principle component approach
and ranker methods. These hybrid parameterisation models were
out PR With SRS GA-CFS WRAP-RS PCA-Ranker

92.2 98.3 99.52 97.83
91.3 76.4 65.96 64.18
92.2 94.6 95.38 96.36
84.4 90.6 73.36 77.10
80.4 84.8 74.84 71.57



Table 6
Accuracy rate (%) for data sets that contain imbalanced ratio higher than 9.

Data sets No. of attributes No. of attributes after PR Without PR With SRS GA-CFS WRAP-RS PCA-Ranker

vowel0 13 5 100 98.6 100 95.34 98.28
shuttle-c0-vsc4 9 3 100 98.5 100 93.44 99.89
abalone19 8 8 99.8 99.8 98.9 99.23 99.23
kddcup 41 4 100 100 100 100 99.73
lymphography 18 7 100 100 100 97.97 97.97
shuttle-2_vs_5 9 2 100 100 100 100 99.91

Table 7
Accuracy rate (%) for data sets that contain multiple class imbalanced problem.

Data sets No. of attributes No. of attributes after PR Without PR With SRS GA-CFS WRAP-RS PCA-Ranker

Penbased 16 6 98.8 98.1 97.6 34.45 59.36
Contraceptive 9 9 71.9 71.9 59.7 46.78 52.82
Dermatology 34 5 99.4 87.9 100 49.73 91.53
Autos 15 8 95.9 94.4 83.3 53.46 70.44
Shuttle 9 4 99.4 99.5 100 93.84 94.3
Thyroid 21 19 96.9 98.1 96.3 94.38 96.69
Ecoli 7 5 88.9 89.1 54 62.5 77.68
Wine 13 4 97.5 100 100 63.48 97.19
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selected as benchmark methods because of their ability in predict-
ing the best attributes to be used in the decision-making process.
They are effective in identifying and eliminating the unimportant
and redundant attributes (Koc et al., 2012; Bouhana et al., 2013).

As presented, the proposed model represented by the SRS label
performed well for all categories of data sets. The classifier
returned an accuracy rate of more than 80%, with the use of the
optimised attribute set generated by the proposed model. Unfortu-
nately, the contraceptive data set was unsuccessfully classified by
the classifier and returned an accuracy rate of only 71.9%. The
results show that not only was the proposed model unable to assist
the classifier, but also the other hybrid model was unable to gener-
ate the optimised attribute set.
4.3.1. Number of reduced attributes
As depicted in Table 5, Table 6 and Table 7 the attributes of all

data sets for all three categories was reduced except for haberman
and abalone19. The attributes were reduced by more than 50%
from the original attribute number. The proposed approach shows
that the classification performance for most data sets which con-
tain an imbalanced ratio between 1.5 and 9 gained quite a high
accuracy rate when compared to the classification results that do
not implement any parameterisation model or other hybrid mod-
els. Meanwhile, Table 6 shows that the proposed approach per-
formed quite well in classifying the imbalanced ratio higher than
9 data sets, where the results were similar to the benchmark
approach except for vowel0 and shuttle-c0-vcs4 data sets. Table 7
lists the data sets that contained multiple class imbalanced prob-
lem data sets, which presented an improvement of the classifica-
tion results when implementing the proposed approach except
for pen-based, dermatology and autos data sets. The best perfor-
mance of the proposed approach in this problem set was with
the wine data set where the obtained result was 100% and the dif-
ference from the benchmark approach is about 2.5%. It can be con-
cluded that a good classification result can be achieved with a
small number of attributes.
4.3.2. Time taken to process the classification task
Processing time is another factor that must be considered in

evaluating the performance of any method in the decision-
making process. Instead of reducing the number of attributes,
reducing the time taken in processing the data also might influence
the generated results. The larger the size of data, the longer time
taken in the analysis process. Fig. 2 presents the obtained results
of time taken in processing imbalanced data sets. The processing
time is presented by terms TIME WPR and TIME PR, where TIME
WPR denotes the time taken during the classification task without
applying the parameter reduction process. TIME PR represents the
time taken for executing the classification task when applying the
parameter reduction process. The processing time was recorded
during the execution of the classification task and was measured
in seconds.

As denoted in Fig. 2, four data sets, segment0, pageblock0, kdd-
cup and dermatology, show an improvement in processing time
especially on kddcup and dermatology data sets. The processing
time for kddcup and dermatology took more than 50 s to accom-
plish without using any parameterisation model, whereas kddcup
took 302.4 s and dermatology took 51 s to finish. This was because
both data sets contained a large number of instances and attri-
butes. However, the proposed model only took less than a second
in assisting the classifier to finish analysing the data sets. Unfortu-
nately, the proposed model did not really help the classifier in clas-
sifying the shuttle-c0-vsc4 and pen-based data sets in the
classification task. The processing time for both data sets increased
from 0 to 0.01 s. Overall, this proves that the parameterisation
model is required when dealing with a large volume of data set
during the data analysis process in order to reduce the processing
time. Besides, the processing time can also be reduced by consider-
ing use of a high-performance processor. It is beneficial to have
software that can measure the time in smaller units so that the
processing time can be measured precisely.
4.3.3. Discussion on overall performance
The overall performance of the proposed model was measured

not only by looking at the accuracy rate but also by considering
the precision, recall and F-measure values. Overall, all the data sets
were successfully classified without using any parameterisation
model. However, processing time and available space are two main
issues that might be faced by decision-makers. These issues can be
eliminated by implementing the data parameterisation method.
The significance of implementing the parameterisation method
had been proven by the obtained results. Even though the obtained
results were not exactly the same as the results obtained by not
implementing any parameterisation method, they are still



Fig. 2. Performance evaluation on processing time.
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satisfying for some data sets which achieved accuracy rate of more
than 70%. The results also show that the proposed model effec-
tively and precisely assisted the classifier in handling imbalanced
data sets. This is proven by the value of F-measure for all data sets
that exceed more than 50% except for thyroid and ecoli data sets.

The precision, recall and F-measure values of the proposed
model can be seen in Tables 8–10. The results show that all the
parameterisation models successfully assisted the classifier when
using the data sets categorised as an imbalanced ratio higher than
9 where the value of precision, recall and F-measure were nearly
achieved or achieved to 1. The exceptions were the abalone9 and
lymphography data sets. This is because the data division was
not properly allocated according to the balance ratio. Thus, the
classifier may easily classify the data for the class that was domi-
nant in the data set. Therefore, in order to test the capability of
Table 8
Overall results for imbalanced ratio between 1.5 and 1.9.

Data sets Precision Recall

Without PR With PR Witho

segment0 0.98 0.70 0.98
vehicle0 0.81 0.83 0.79
page-block0 0.81 0.60 0.86
glass0 0.78 0.76 0.74
haberman 0.55 0.55 0.9

Table 9
Overall results imbalanced ratio higher than 9.

Data sets Precision Reca

Without PR With PR With

vowel0 1 0.93 1
shuttle-c0-vsc4 1 0.95 1
abalone19 0.5 0.5 0.499
kddcup 1 1 1
lymphography 0.5 0.5 0.5
shuttle-2–5 1 1 1
any parameterisation model, the data division must be considered
as one of the main criteria. A good division of data which has a bal-
ance ratio for each class might help in improving the performance
of the decision-making model. Besides, the decision-making pro-
cess will also fail to return good results without having a balanced
data set, even though the best parameterisation model is used or
the best classifier is implemented.

4.3.4. Discussion on the performance of the proposed model
The proposed model has been evaluated based on several eval-

uation measures as discussed in previous sections. The perfor-
mance of the proposed model has also been validated with
several benchmark hybrid models that are regarded as reliable
and efficient parameterisation methods. Fig. 3 indicates the aver-
age performance of all parameterisation models upon all categories
F-measure

ut PR With PR Without PR With PR

0.91 0.98 0.75
0.83 0.79 0.82
0.90 0.83 0.64
0.84 0.75 0.78
0.9 0.54 0.54

ll F-measure

out PR With PR Without PR With PR

0.99 1 0.96
0.95 1 0.95
0.499 0.50 0.50
1 1 1
0.5 0.5 0.5
1 1 1



Table 10
Overall results for multiple class imbalanced problem.

Data sets Precision Recall F-measure

Without PR With PR Without PR With PR Without PR With PR

Penbased 0.94 0.91 0.92 0.90 0.94 0.90
Contraceptive 0.56 0.56 0.58 0.58 0.57 0.5
Dermatology 0.98 0.52 0.97 0.56 0.97 0.53
Autos 0.61 0.64 0.56 0.6 0.59 0.61
Shuttle 0.59 0.59 0.59 0.58 0.59 0.59
Thyroid 0.72 0.33 0.98 0.32 0.75 0.33
Ecoli 0.56 0.44 0.49 0.37 0.50 0.38
Wine 0.97 1 0.97 1 0.97 1

Fig. 3. Average performance of all parameterisation models upon each categories of
data set during the classification process.
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of data set. The proposed model, which is depicted in black, per-
formed quite well in assisting the classifier in the classification
process where it returned 88.1% for imbalanced ratio 1.5–9,
99.48% for imbalanced ratio > 9 and 92.38% for multiple class
imbalanced data set. The proposed model has assisted the classifier
in achieving the highest average accuracy rate for a multiple class
imbalanced data set.

Besides, the proposed model also helped the classifier to return
the highest average accuracy rate for all data sets in the classifica-
tion process. The proposed model returned 93.49%, followed by
GA-CFS, which returned 91.29%. PCA-Ranker achieved 86.42% and
WRAP-RS only achieved 78.61%. Out of 19 data sets, only one data
set, contraceptives, returned quite a low percentage accuracy rate
of only 71.9%. The contraceptive result was compared with the
results achieved in Arnaiz-González et al. (2016). It shows that
the contraceptive data set is not a reliable data set to be used in
the testing process where the results of the proposed method
returned an accuracy rate of less than 43%. Other data sets such
as pageblock0, kddcup, thyroid and wine were also tested in the
benchmark paper and were compared with the data sets used in
this paper. All three data sets returned similar results except for
the wine data set, where the proposed model achieved a higher
accuracy rate of 100%, whereas the benchmark models only
returned 64.85% and 62.04%. Both benchmark models used a linear
complexity algorithm with a combination of nearest neighbour
and J48 classifiers.

The results show that the proposed hybrid parameterisation
model has achieved its goals, as it is able to deal with a large imbal-
anced data set and is able to manage an uncertain and inconsistent
data set well. The results also prove that a large volume of data set
needs to be reduced and selected properly before undertaking the
decision-analysis process. Moreover, the results also prove that the
combination of soft set and rough set parameterisation methods is
beneficial and efficient in reducing and selecting the optimised
attribute for any category of data set, and especially for a complex
data set.
5. Conclusion

This work has proposed an alternative parameterisation model
in analysing complex data, especially for the uncertainty and
inconsistency issue. The model integrates three main phases that
are comprised of data decomposition, parameter reduction using
soft set theory and parameter reduction using rough set theory.
The aim of this hybrid model is to reduce the number of parame-
ters of large data sets and to eliminate uncertainty and inconsis-
tency data problems. Imbalanced data sets were chosen to be the
testing data sets as the data sets are not preferable for use in exper-
imental works because this might generate insignificant classifica-
tion results. The experimental works show that the proposed
model had achieved the goal in that it successfully reduced the
number of attributes, is able to manage an imbalanced data set
and increased the classification performance. However, the pro-
posed work needs to be executed phase by phase in sequence.
Moreover, the data analysis phase only records the processing time
in seconds but not milliseconds. In conclusion, it is hoped that the
proposed hybrid model can be executed by using a single applica-
tion system. This approach might reduce the number of parameter-
isation tools used in the decision-making process. Moreover, this
single tool will also be able to record the data processing time in
a more detailed format. Besides, it is recommended to implement
the statistical analysis of the selected data before any analysis pro-
cess is executed, in order to determine the pattern of the data; that
is, whether it is evenly distributed or not.
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