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Abstract
Purpose – Dynamic advertising, including television and online video ads, demands new theory and tools
developed to understand attention to moving stimuli. The purpose of this study is to empirically test the
predictions of a new dynamic attention theory, Dynamic Human-Centred Communication Systems Theory,
versus the predictions of salience theory.
Design/methodology/approach – An eye-tracking study used a sample of consumers to measure visual
attention to potential areas of interest (AOIs) in a random selection of unfamiliar video ads. An eye-tracking
software feature called intelligent bounding boxes (IBBs) was used to track attention to moving AOIs. AOIs
were coded for the presence of static salience variables (size, brightness, colour and clutter) and dynamic
attention theory dimensions (imminence, motivational relevance, task relevance and stability).
Findings – Static salience variables contributed 90% of explained variance in fixation and 57% in fixation
duration. However, the data further supported the three-way interaction uniquely predicted by dynamic
attention theory: between imminence (central vs peripheral), relevance (motivational or task relevant vs not)
and stability (fleeting vs stable). The findings of this study indicate that viewers treat dynamic stimuli like
real life, paying less attention to central, relevant and stable AOIs, which are available across time and space
in the environment and so do not need to be memorised.
Research limitations/implications – Despite the limitations of small samples of consumers and video
ads, the results of this study demonstrate the potential of two relatively recent innovations, which have
received limited emphasis in themarketing literature: dynamic attention theory and IBBs.
Practical implications – This study documents what does and does not attract attention to video
advertising. What gets attention according to salience theory (e.g. central location) may not always get
attention in dynamic advertising because of the effects of relevance and stability. To better understand how to
execute video advertising to direct and retain attention to important AOIs, advertisers and advertising
researchers are encouraged to use IBBs.
Originality/value – This study makes two original contributions: to marketing theory, by showing how
dynamic attention theory can predict attention to video advertising better than salience theory, and to
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marketing research, showing the utility of tracking visual attention to moving objects in video advertising
with IBBs, which appear underutilised in advertising research.

Keywords Video advertising, Visual attention, Eye-tracking, Salience,
Dynamic human-centric communication systems theory, Television advertising

Paper type Research paper

Introduction
Advertising expenditure has steadily shifted over time from static media (e.g. print,
billboards and online display ads) to dynamic media (e.g. television and online video ads).
Television and online video are forecast to jointly attract around 40% of global advertising
media spend in 2022 (Dentsu, 2021). Attention is one construct advertisers use to assess
advertising effectiveness, including for dynamic ads, as a precursor to other downstream
effects such as recall and behaviour. There are numerous approaches to measure attention,
but a most direct and popular method is to measure visual attention with eye-tracking.

Theories about what draws attention to advertising have predominantly been developed
for and researched with static media stimuli (for an overview of eye-tracking research
specifically;Wedel and Pieters, 2017). Extrapolating theory from static to dynamic media, as
a basis for designing effective video ads for example, is problematic because the stimuli are
more complex and the viewing experience differs. For example, the viewer decides how long
to look at a print ad, where all objects are constantly present, whereas the advertiser decides
how long an object is present to be looked at in a video ad scene by scene. This research
investigates whether explaining viewer attention to video advertising content requires new
theory specifically devised for dynamic stimuli, rather than theory originally developed for
attention to static stimuli.

Traditional theory, such as feature integration theory (Treisman and Gelade, 1980),
suggests that scenes (e.g. static photographs) are encoded using salience variables, such as
size, colour and brightness. The more salient an object is, by being bigger, more colourful or
brighter than the rest of the scene, the more likely it is to attract attention. Prior research has
argued that print advertising, therefore, needs to use salient elements to attract attention
(Lohse, 1997; Pieters and Wedel, 2004). This traditional theory (hereon referred to as
“salience theory”) now includes measures of visual complexity, or clutter, that considers
other objects competing for attention (Pieters et al., 2010; Rosenholtz et al., 2007). Salience
theory has also been adapted to measure attention to dynamic video by adding motion as a
salience dimension (Itti, 2004; Wolfe and Horowitz, 2004). Across contexts, the salience
theory considers these dimensions (i.e. size, colour, brightness, clutter and motion) as
inherent characteristics of the environment or stimulus that will draw attention.

In contrast, newer Dynamic Human-Centred Communication Systems Theory (hereon
referred to as “dynamic attention theory”), considers attention as a process of interaction between
a human and the environment (Lang, 2014). According to the dynamic attention theory, humans
moving through an environment will conserve energy by using elements in that environment as
stores of external memory (Lang and Bailey, 2015). For example, an eye-tracking study showed
that humans are cognitive misers, preferring to acquire information from the outside world using
a low-effort looking strategy, rather than a high-effort memorisation strategy (Ballard et al., 1997).
Humans similarly treat dynamic media content as if it was a real environment (Reeves and Nass,
1996). For example, evolutionary and cultural adaptation lead us to expect that in a video of a
room, the furniture and paintings will be the unchanging elements. This expectation can be
exploited by change-blindness videos (Do The Test, 2008). Attention can then focus on more
changeable elements in the environment, such as the people in the room.
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Because the dynamic attention theory considers attention as a process of interaction
between a human and the environment, this new theory predicts that dimensions of
attention will interact (Lang and Bailey, 2015), whereas the salience theory assumes these
dimensions are additive (Itti and Koch, 2001). One experiment, which used recognition
memory to measure visual processing of media messages (including ads, public service
announcements, news, sitcoms and reality programs), found results more consistent with
dynamic attention theory than with salience theory (Lang and Bailey, 2015). For example,
central, stable and relevant objects, which should be the most memorable because salience
theory suggests visual attention will return to these objects again and again (Yegiyan and
Lang, 2010), ranked the worst for recognition (16th of 16). The authors of that study argued
that humans have evolved to automatically note changes in the environment and
automatically perceive (encode) objects that are fleeting and peripheral (Lang and Bailey,
2015). That is, fleeting and peripheral objects must be internally memorised, which
requires the viewer to attend to (and encode) them as they occur; otherwise, they will be
forgotten. Further, whether an object attracts attention depends on the combined effect
of its levels on four dimensions of attention, which can work in opposite directions. For
example, the theory predicts that an object which is stable and relevant is more likely to be
noticed if it is in the periphery of the screen (Lang and Bailey, 2015). Peripheral, stable and
relevant objects ranked 5th of 16 for recognition (statistically equal with the highest-ranking
objects).

Eye-tracking has been suggested as an alternative approach to further investigate the
predictions of dynamic attention theory (Lang and Bailey, 2015). Eye-tracking is considered
useful because it is possible that eye movements do occur in the direction of objects that
should receive more attention according to the dynamic attention theory, but the resulting
fixations and fixation durations may not be long enough for memory encoding. Eye-
tracking, therefore, provides a more sensitive measure of the implications of dynamic
attention theory than recognition memory.

Practically testing theoretical predictions about attention to dynamic stimuli requires
eye-tracking software that can track attention to moving areas of interest (AOIs) (Wedel
et al., 2019; Williams and Castelhano, 2019). This feature is now available in most eye-
tracking software packages but, to our knowledge, has rarely been used in the advertising
literature. The specific technology we adopt is intelligent bounding boxes (IBBs) from
iMotions. IBBs define the boundaries of AOIs (e.g. a logo, product or face) in a similar way to
how AOIs are defined for static print advertising, but the software monitors changes in the
position and dimensions of objects, both moving and reshaping with AOIs across time.
Because IBBs exactly conform to the dimensions of the tracked object, fixation data are not
over-estimated or under-estimated, which can occur when using static AOIs larger than the
moving objects they represent (Boerman et al., 2015).

Adopting this newer eye-tracking software, and potentially also newer dynamic
attention theory (if further support is found), could improve our understanding of visual
attention to AOIs in video ads, helping advertisers to design ads that achieve better
outcomes. Advertising content can be conceptually divided into creative, branding and
message elements. Branding elements (e.g. brand name, logo and other identifiers) are
particularly important AOIs because if the brand is not noticed (encoded), then it is unlikely
the advertising exposure will nudge the viewer’s future probability to buy it. Branding
elements must compete with other creative and messaging elements for viewers’ limited
attention. Therefore, evidence for how to execute branding elements to increase the
likelihood they will get attention is of great value to advertisers.
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The present study investigates these different advertising elements, building on eye-
tracking research with static advertising (Pieters and Wedel, 2004) by demonstrating how
IBBs can be used to measure attention to AOIs in dynamic video advertising. Moreover,
differences in visual attention to creative, branding and message elements, as moving rather
than static AOIs, might help to explain the differential results reported by prior studies of
advertising efficacy that include these elements (Armstrong et al., 2016; Hartnett et al., 2020;
Hartnett et al., 2016; Stewart and Furse, 1986).

In summary, this study aims to make two contributions. The first is a theoretical
contribution, introducing and testing the relative merits of newer dynamic attention theory
versus traditional salience theory. Specifically, we investigate whether the four information
dimensions of dynamic attention theory (i.e. imminence, task and motivational relevance
and stability) contribute additional explained variance in eye-tracking measures beyond
that explained by variables derived from salience theory (i.e. size, colour, brightness and
clutter) (Pieters and Wedel, 2004; Yegiyan and Lang, 2010) and whether these attention
dimensions have interactive effects, rather than simple additive effects. The second
contribution is a methodological one, which is demonstrating the utility of IBBs for
measuring attention to visual elements in video ads, giving guidance on how to construct
scenes that direct attention to where the advertiser wants it to go.

Research background and hypotheses
The purpose of this research was to test whether attention to elements in dynamic video
advertising is better explained by dynamic attention theory rather than salience theory. The
key difference between the two theories, as already mentioned, is that salience theory
assumes attention dimensions have additive effects (Itti and Koch, 2001), whereas dynamic
attention theory predicts these dimensions will interact (Lang and Bailey, 2015).

Dynamic attention theory builds on human–computer interaction research, which
similarly assumes that an active observer will use stable elements of the environment as
external memory stores (in human–computer interaction research, this is called “distributed
cognition”) (Halverson and Hornof, 2011; Payne et al., 2001; Rogers, 2004). In a classic study,
even experienced switchboard operators could not remember the positions of the numbers
and letters on a telephone dial, even though that information had been central, stable and
relevant in their lives for many years (Morton, 1967). Instead of memorising that
information, they simply looked for it whenever they needed it.

From an active observer’s perspective, the dynamic attention theory identifies four
dimensions of external information that can attract attention (Lang and Bailey, 2015):

(1) imminence, defined as closeness versus distance (or central versus peripheral);
(2) motivational relevance, which identifies whether the object is a survival

opportunity or threat, thereby triggering appetitive or aversive systems (Cacioppo
et al., 2012; Carretié et al., 2017);

(3) task relevance, whether the object is important for the specific task at hand (e.g. the
brand is a relevant object when watching advertising); and

(4) stability, whether the object will remain in the environment (i.e. is stable) or could
disappear (i.e. is fleeting).

Imminence, relevance and stability are also dimensions of salience theory (in which they are
called, e.g. centrality, goal control and motion). But the salience theory has other variables
based on fundamental aspects of visual perception, common to moving and static stimuli. In
the next section (“static salience variables”), we discuss the variables unique to salience
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theory, before discussing the attention dimensions captured in both theories (in “dynamic
attention theory and its dimensions”).

Static salience variables
Static salience variables can have an automatic, bottom-up influence on attention.
Neuroscientific investigations have revealed the importance of bottom-up salience effects on
visual processing (Dehaene et al., 2006). The early, automatic phase of visual processing (100
to 200 ms after stimulus onset) can include attention to not only salient elements but also
emotional categorisation (Pourtois et al., 2013) and even semantic processing (Carretié et al.,
2004). For this reason, salience, emotion and meaning, identified by initial automatic visual
processing, can direct later conscious attention (Nummenmaa et al., 2006).

Computer science studies of visual attention to dynamic video, including ads, show that
static salience variables can explain much of the variance in attention to dynamic stimuli
(Buzzelli, 2020; De Abreu et al., 2017; Hou et al., 2017; Itti, 2004). The static salience variables
in these computer models (Itti et al., 1998) include the variables from the feature-integration
model of vision (Treisman and Gelade, 1980), which are detected by specialised cortical cells
(Wedel and Pieters, 2006). For example, colours are processed by the parvocellular system,
and brightness is processed by the magnocellular system (Carretié et al., 2017). From these
static salience variables, we selected those likely to characterise AOIs in video ads, and
which had supporting evidence from marketing studies, to include in our research
hypotheses.

The (greater) size of AOIs has been shown to attract and sustain attention in prior static
advertising research (Lohse, 1997; Pieters and Wedel, 2004); hence, we hypothesise positive
effects of size on fixation and fixation duration. Brightness and colour are also important
static salience variables for visual attention (Carretié et al., 2017; Detenber et al., 2000; Egeth
and Yantis, 1997; Gorn et al., 1997; Irwin et al., 2000; Rayner, 1998; Ross and Kowler, 2013;
Theeuwes, 1991; von Wartburg et al., 2005; Wolfe and Horowitz, 2004). For example, Lohse
(1997) used eye-tracking to show that attention to Yellow Pages ads was influenced by
colour, controlling for size, which justified charging more for coloured listings. More recent
research shows that large size and bright colours increase the likelihood that viewers will
click on ads in mobile phone apps (Mattke et al., 2021).

While size, brightness and colour are expected to have positive effects on visual
attention, we expect negative effects on attention from the presence of clutter (Lee et al.,
2018; Pieters et al., 2010; Rosenholtz et al., 2007). In a self-paced medium like static print ads
(Ha and McCann, 2008), the time spent looking at the ad increases when there are more
objects to look at (Pieters et al., 2010). But in a captive medium like video (Ha and McCann,
2008), looking time is limited by scene length, which means the more objects there are to
look at, the less time there will be for a viewer to look at all of them. For these reasons, clutter
(i.e. the number of distracting objects) should have a negative effect on fixation and fixation
duration for AOIs in dynamic media (Bennett et al., 2021; Rosenholtz et al., 2007; Wolfe and
Horowitz, 2004).

In summary, we expect that static salience variables will explain some, but not all, of the
variance in visual attention to video ads, measured by fixation and fixation duration. These
arguments lead to our first hypothesis:

H1. Static salience variables will guide visual attention (fixation and fixation duration)
to dynamic video advertising. Visual attention to areas of interest will be influenced
positively by (a) size, (b) brightness and (c) colour but influenced negatively by the
presence of (d) clutter.
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Computer science research has considered the three basic video colours (red, green and blue)
(Itti et al., 1998) and, later, skin tones (Borji and Itti, 2013). In this study, we use a larger
colour palette than previous research has tested (Etchebehere and Fedorovskaya, 2017) to
provide more specific recommendations that advertisers can readily implement. In addition
to red, green and blue, we test the attention-getting effects of orange, yellow and purple, as
well as colour shades (e.g. dark orange) and neutral colours (e.g. grey). Attention to each
colour was compared with attention to the absence of colour (i.e. white).

Dynamic attention theory and its dimensions
Imminence. In dynamic attention theory, imminent information is defined as information in
the external environment that is closer to the perceiving human (Lang and Bailey, 2015).
Imminent information is more likely to be encoded than more distant information for three
reasons. First, closeness increases the relevance of biologically motivating stimuli such as
dangerous predators and tasty food. Second, closeness increases the relevance of any object
related to the task in hand: if the task is walking, then we need to avoid near objects in our
way. Finally, closeness increases (a) the number of senses that can access information about
the stimulus and, therefore, (b) the amount of sensory information gathered by each sense,
which together lead to stronger memories, with more retrieval pathways for recall. In line
with dynamic attention theory, closer objects in the foreground (e.g. pedestrians) attract
attention in videos of natural scenes (Chun et al., 2011; Wang et al., 2018; Wolfe and
Horowitz, 2004).

Viewers treat dynamic video as if it was a real scene, but on a flat screen, the distance
between the viewer and stimuli is only perceived. For this reason, dynamic attention theory
defines centrally located information on a screen as imminent information, as opposed to
more distant information at peripheral locations. In prior research, a central location was
identified as the middle area of the nine areas defined by the rule of thirds (Yegiyan and
Lang, 2010). The centre of the screen is the default location for video viewing (Brasel and
Gips, 2008; Yang et al., 2018). Computer models of eye-tracking fixations are improved by
including a centre-screen bias, as photographers tend to put the main object in the centre of a
picture (Judd et al., 2009; Wang et al., 2018), and the edges of the video screen concentrate
attention centrally, unlike natural scene viewing (Tatler et al., 2011). Product placements in
the centre of the screen are also considered more prominent and, therefore, more likely to be
effective (Russell, 2002).

Because of the difficulty of tracking dynamic AOIs up to now, prior eye-tracking studies
have examined whether fixation disperses away from this default central location
(D’Ydewalle et al., 1998). The association between low dispersion and the popularity of
movies (Barnett and Cerf, 2017) and television programs (Dmochowski et al., 2014), as well
as watching, rather than avoiding, television advertising (Teixeira et al., 2010), suggests that
viewers prefer dynamic content that skilfully directs their attention, often by placing focal
objects in the centre of the screen (Loschky et al., 2015; Williams and Castelhano, 2019).
However, ads can sometimes feature important elements in the corners of the screen (e.g.
logos) or at the bottom (e.g. disclaimers). Prior research suggests these non-central locations
will struggle to attract attention. For these reasons, we proposed the following hypothesis:

H2. Imminence will increase visual attention to areas of interest, such that most
fixations and longer fixation durations will coincide with the centre of the screen.

Motivational relevance. Dynamic attention theory is based on psychology’s evaluative space
model (Cacioppo et al., 2012), which proposes that humans have two motivational systems, a
positive (appetitive) system for approach and a negative (aversive) system for avoidance,

EJM
56,13

142



which are independently and automatically activated by stimuli specifically relevant to each
system (Carretié et al., 2017). Primary motivational stimuli (threats and opportunities e.g.
food, sex and danger) have biological relevance across tasks (Lang and Bailey, 2015; Wedel
and Pieters, 2006). For these reasons, salience theory research has noted that attention is
attracted by animals (Carretié et al., 2017; Judd et al., 2009; Valiyamattam et al., 2020) and
faces, the latter of which are believed to be among the most (if not themost) biologically and
socially significant stimuli for humans (Cerf et al., 2007; Palermo and Rhodes, 2007; Rösler
et al., 2019; Rubo and Gamer, 2018). Faces rapidly attract attention from cortical cells
dedicated to face processing (Tsao et al., 2006). Similarly, parts of faces, such as eyes, attract
attention (Cazzato et al., 2020; Judd et al., 2009). For these reasons, we expected to find
evidence for our third hypothesis:

H3. Motivational relevance will increase visual attention (fixation and fixation duration)
for areas for interest representing survival threats or opportunities (e.g. human
faces, eyes and animals).

Task relevance. Although automatic, bottom-up influences on attention are important,
salience theory has noted that attention is also influenced by goal-driven (top-down)
variables such as task instructions, which can lead people to concentrate on certain aspects
of the message and ignore others (Orquin and Loose, 2013; Pieters and Wedel, 2007). Task-
relevant information helps the accomplishment of a specific task, and for this reason,
information relevant to achieving task goals automatically attracts attention responses (or
orienting responses) (Lang and Bailey, 2015). Task instructions can change the relative
importance of stimuli, by changing their relevance to the task goal (Orquin and Loose, 2013;
Pieters andWedel, 2007; Rosbergen et al., 1997; Van Der Lans et al., 2008; Wedel and Pieters,
2006; Yarbus, 1967). In one study, when participants were instructed to memorise print ads,
they paid more visual attention to the pictures, but when instructed to learn about the brand,
they paid more visual attention to the words (Pieters andWedel, 2007).

A key task when watching video media, broadly speaking (e.g. clips, programmes or
movies), is to follow the story; hence, viewers make orienting responses to stimuli that help
to understand the story (e.g. events, people, actions and expectations) and encode these
stimuli into memory (Lang and Bailey, 2015). When watching advertising, however,
consumers have at least two tasks. The first task is understanding the story the advertiser is
telling about the brand, which encourages orienting responses to structural elements, such
as pictures (Pieters and Wedel, 2004) or superimposed graphics and explanatory text
(Stewart and Furse, 1986). In static print ads, headline text is more likely to gain attention
than body text (Pieters and Wedel, 2007; Rosbergen et al., 1997). Large text (also known as
“supers”) in video ads should attract attention because it is akin to a headline (Ross and
Kowler, 2013; Rumpf et al., 2020; Stewart and Furse, 1986). The second task consumers have
when viewing ads is to assess the relevance of the advertised product or brand (Myers et al.,
2020; Orquin and Loose, 2013; Pieters and Wedel, 2004; Pieters and Wedel, 2007; Stewart
and Furse, 1986). Eye-tracking studies of video advertising suggest that visual branding
presence (either name, logo, typeface, trademark or pack shot) may have a positive effect on
attracting attention (fixation) but a potential negative effect on retaining attention (fixation
duration), with prolonged visual branding presence associated with increased advertising
avoidance (Teixeira et al., 2010). Overall, however, we expect visual branding will be
relevant to viewing advertising and so will attract visual attention. These arguments lead to
our fourth hypothesis:
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H4. Task relevance will have a positive effect on visual attention to areas of interest,
increasing fixation and fixation duration.

Stability. Dynamic attention theory conceives of humans as cognitive misers who minimise
the amount of energy spent on memorising aspects of the external world (Lang, 2014; Lang
and Bailey, 2015). Stable (or static) stimuli that are likely to persist in the environment do not
need to be memorised; they can be used as a form of external memory (Hollan et al., 2000).
Visual attention and memory encoding can be focused on fleeting stimuli that need to be
internally memorised to be able to access information about them later.

The need to memorise fleeting or temporary stimuli explains why movement attracts
attention (Abrams and Christ, 2003; Egeth and Yantis, 1997; Smith andAbrams, 2018; Wolfe
and Horowitz, 2004), except when the movement itself is stable (continuous) and so does not
need to be memorised (Abrams and Christ, 2003; Folk et al., 1994; Hillstrom and Yantis,
1994; Van der Burg et al., 2019). We expect, therefore, that fleeting (moving) stimuli will
attract greater attention, as has been shown by previous research on dynamic video using
the salience theory (Dayan et al., 2018; Detenber et al., 1998; Reeves et al., 1985; Simons et al.,
1999; Simons et al., 2003; Yegiyan and Lang, 2010; Yegiyan and Yonelinas, 2011).

Computer models of attention to dynamic video have found that movement was more
important than static salience variables for predicting fixations (Itti, 2004; Rosenholtz, 1999;
Wang et al., 2018). These psychological and computer science studies suggest a positive
effect of movement on attracting attention, which is measured in our study by fixation.
Notably, these studies provide no direct evidence about the ability of movement to retain
attention, measured by fixation duration. An upper limit to fixation duration is provided by
the length of time a fleeting stimulus is present on the screen. However, we expect that after
controlling for the effects of the other three dimensions of dynamic attention theory
(imminence, motivational relevance and task relevance), movement applied to AOIs will still
explain a substantial amount of variance in fixation and fixation duration:

H5. Fleeting areas of interest will attract more attention than stable areas of interest,
measured by fixation, and sustain more attention, measured by fixation duration.

Certain stimuli related to the task of processing video advertising are inherently dynamic, so
we include them in this block of fleeting (moving) stimuli. A character interacting with the
product to demonstrate its use (e.g. driving a car or eating a chocolate bar) very likely
attracts and retains attention, which would explain why this creative device increases recall
and purchase intent (Stewart and Furse, 1986). More generally, understanding the storyline
in dynamic video requires paying attention to what the characters are saying, so speaking
characters (or “talking heads”) should also attract attention, which can have higher-order
advertising effects, such as increasing sales effectiveness (Hartnett et al., 2016; Lang, 1995).

Interactions between dynamic attention theory dimensions. The novel predictions of
dynamic attention theory are associated with its predictions for the interactions between its
four dimensions. In contrast, salience theory, as implemented in computer models of vision
(Itti, 2004), treats its variables as additive main effects (Itti and Koch, 2001). Salience theory
suggests that the combination of greater salience (i.e. size, colour, brightness and low
clutter), imminence and relevance should produce the most visual attention, and dynamic
variables will add further attention. Instead, what Lang and Bailey (2015) proposed and
found was a counterintuitive interaction effect, associated with motivationally relevant
objects. Ordinarily, imminent (central) information should attract more attention than non-
imminent (peripheral) information. For this reason, photographers and directors frame their
shots so that story-relevant (i.e. task relevant) information is shown centrally (Williams and
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Castelhano, 2019; Yegiyan and Lang, 2010). However, for motivationally and task-relevant
objects, imminence and stability can suppress attention because of the relatively enduring
presence and relevance of these objects. As previously discussed, whenever viewers need to
remember information about stable objects, they can just look at them (Hollan et al., 2000;
Morton, 1967; Song et al., 2019). This is useful for human survival, as it frees attention to
concentrate on fleeting objects and relevant objects located peripherally (Carretié et al., 2020;
Lang and Bailey, 2015). These arguments lead to the following interaction hypothesis
predictions:

H6. There will be an imminence (central vs peripheral) � relevance (motivational or
task relevant vs not) � stability (fleeting vs stable) interaction such that: (a) for
fleeting information, imminence will attract more visual attention (fixation and
fixation duration) regardless of relevance; and (b) for stable information, imminence
will reduce visual attention (fixation and fixation duration) if this information is
motivationally or task relevant.

Materials and methods
Overview
A sample of US consumers [N = 37, 26 females (M = 39.4 years, SD = 8.64) and 11 males
(M = 36.9 years, SD = 6.52)] watched 34 unfamiliar Australian video ads in a random order,
embedded in Australian program content, on a computer screen. The screen was part of a
Tobii T60 eye-tracker, which measured where participants looked (fixated) on the computer
screen and for how long (fixation duration). The video ads were randomly sampled to
represent the range of ads a typical consumer might see and so were for a mix of brands and
product categories. The cover story for the participants was that they were watching an
Australian comedy show, which had been recorded in Australia with advertising included.
Randomising the order of ads, to control for potential fatigue effects, was controlled by
randomly assigning participants to one of seven pre-set variations.

Potential AOIs were identified in each scene in each ad, and the number of scenes ranged
from 11 to 28 across ads. The maximum number of potential AOIs in each scene was capped
at seven, which is the capacity of working memory (Miller, 1956). Using the eye-tracking
software, IBBs were drawn around these AOIs, and these IBBs automatically adjusted to fit
around the AOIs if they moved or changed size over the duration of the scene or across
scenes. The eye-tracking data from each participant could then be coded as fixation = 1
(otherwise 0) if a fixation occurred inside one of these AOIs. Whenever fixation = 1, fixation
duration in milliseconds was also recorded. The AOIs were coded for the presence of static
salience variables (size, colour, brightness and clutter) or dynamic attention theory variables
(imminence, motivational or task relevance and stability). Regression was used to estimate
the effects of these variables on fixation and fixation duration (see Appendix 1 for more
information about themethods and analysis used).

Results
Static salience variables
H1 predicted that static salience variables will guide visual attention (fixation and fixation
duration) to video advertising. That is, visual attention to AOIs will be influenced positively
by increases in (a) size, (b) brightness and (c) colour but negatively by (d) clutter.

This general hypothesis was supported by the amount of variance in visual attention
explained by these variables. Static salience variables contributed 90% of total explained
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variance in fixation and 57% of explained variance in fixation duration. Not every sub-
hypothesis ofH1was supported, however.

Size had positive effects on fixation (b = 5.40, SE = 0.06, exp(b) = 221.21, Wald x2(1) =
7,816.56 and p< 0.001) and fixation duration (b= 0.62, SE= 0.02, b = 0.25, t= 39.02 and p<
0.001), supporting H1a. Brightness had a significant effect on fixation duration only, and it
was a negative effect (b =�0.12, SE = 0.02, b =�0.03, t =�6.90 and p< 0.001), contrary to
H1b. Regarding colour, results gave mixed support for H1c. The colour block added only
1.1% to total explained variance in fixation and 1.5% in fixation duration. All colours were
expected to have positive effects on visual attention, compared with no colour (white) and
controlling for brightness. Yellow had a large positive effect on fixation (b = 5.01, SE = 0.58,
exp(b) = 149.65, Wald x2(1) = 73.29 and p < 0.001), but other colours (e.g. orange, red and
dark blue) had negative effects or no effect (blue). Clutter, which affected 62% of AOIs, had
its expected negative effect on fixation (b = �0.36, SE = 0.02, exp(b) = 0.70, Wald x2(1) =
451.33 and p< 0.001), supportingH1d, but its effect on fixation duration was not significant
(see Appendix 2 for more detailed results forH1 and the other hypotheses).

Dynamic attention theory and its dimensions
Imminence. H2 predicted that imminence (central screen location) will increase visual
attention to AOIs, such that most fixations and longer durations will coincide with the
centre of the screen. The imminence block contributed 6% of total explained variance in
fixation, but only 0.2% of explained variance in fixation duration. As predicted by H2, a
central location was significantly and positively associated with fixation (b = 0.41, SE =
0.03, exp(b) = 1.51, Wald x2(1) = 243.64 and p < 0.001), but contrary to H2, central location
was significantly negative for fixation duration (b=�0.20, SE= 0.01, b =�0.11, t =�16.38
and p< 0.001).H2 is, therefore, only partially supported.

Motivational relevance. H3 predicted that motivational relevance will increase fixation
and fixation duration for certain AOIs representing survival threats or opportunities (e.g.
human faces, eyes and animals). The block of motivationally relevant variables contributed
only 0.2% to total explained variance in fixation and 0.3% to fixation duration. Contrary to
H3, motivational relevance was associated with significant negative effects on fixation (b =
�0.21, SE = 0.03, exp(b) = 0.81, Wald x2(1) = 62.10 and p< 0.001) and fixation duration (b =
�0.24, SE = 0.02, b = �0.12, t = �16.25 and p < 0.001). Hence, these results do not provide
support forH3.

Task relevance. H4 predicted that task relevance will have a positive effect on visual
attention to AOIs (e.g. graphics, text and branding elements), increasing fixation and
fixation duration. Like motivational relevance, the block of task relevant variables
did not contribute much to explained variance, only 0.2% for fixation and 0.5% for
fixation duration. Also, contrary to H4, task relevance had a significant negative effect on
fixation (b =�0.25, SE = 0.03, exp(b) = 0.78, Wald x2(1) = 73.59 and p< 0.001) and fixation
duration (b = �0.36, SE = 0.02, b = �0.16, t = �24.28 and p < 0.001). Therefore, the results
do not provide support forH4.

Stability. H5 predicted that fleeting AOIs will attract and sustain more attention than
stable AOIs, measured by fixation and fixation duration, respectively. The stability
variables block contributed only 0.3% of total explained variance in fixation but 10% of
total explained fixation duration. Contrary to H5, the effect of fleeting versus stable
AOIs was significantly negative for both fixation (b = �0.49, SE = 0.03, exp(b) = 0.62,
Wald x2(1) = 277.25 and p < 0.001) and fixation duration (b = �0.48, SE = 0.01, b = �0.21,
t=�47.32 and p< 0.001). Consequently,H5was not supported.
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Interactions between dynamic attention theory dimensions. H6 predicted a significant
interaction between the dynamic attention theory dimensions of imminence (central vs
peripheral), relevance (motivational or task relevant vs not) and stability (fleeting vs stable).
The interaction variables block contributed 1% of total explained variance in fixation and
4% of explained variance in fixation duration. H6 was supported by the significant effects
of the three-way interaction between imminence, motivational relevance and stability on
fixation (b = 0.28, SE = 0.04, exp(b) = 1.33, Wald x2(1) = 64.36 and p < 0.001) and fixation
duration (b = 0.30, SE = 0.02, b = 0.13, t = 16.91 and p< 0.001). There were also significant
effects of the interaction between imminence, task relevance and stability on fixation (b =
0.66, SE = 0.04, exp(b) = 1.94, Wald x2(1) = 248.58 and p < 0.001) and fixation duration (b =
0.47, SE = 0.02, b = 0.17, t = 25.05 and p < 0.001). Replicating Lang and Bailey (2015),
Figure 1 depicts the two-way interactions between imminence and relevance (motivational
and task relevance) for fleeting versus stable AOIs for fixation duration (results for fixation
were similar).

H6a predicted that for fleeting information, imminence will attract more visual attention
regardless of relevance. The left-hand charts in Figure 1 show that for fleeting information,
imminence increased the effects of motivational and task relevance on fixation duration. In the
top-left chart, for fleeting motivationally relevant information, fixation duration was longer
when that information was central [460 ms, 95% CI (449, 471)] rather than peripheral [414 ms,
95% CI (401, 428)]. The bottom-left chart shows that for fleeting task-relevant information,
fixation duration was also longer for central versus peripheral positions [485 ms, 95% CI (473,
498) vs 370 ms, 95% CI (356, 384)]. However, the effect of imminence did not occur regardless of
relevance. If task or motivational relevance was absent, then a central location, versus a
peripheral location, reduced fixation duration [central 432 ms, 95% CI (425, 439) vs peripheral
528 ms, 95% CI (520, 537)]. Consequently,H6awas only partially supported, as imminence did
not improve attention to fleeting objects regardless of relevance. Specifically, the positive effect
of imminence was associated onlywith relevant fleeting objects.

Figure 1.
Three-way

interaction effects on
fixation duration
between stability

(fleeting vs stable),
imminence (central vs

peripheral) and
motivational

relevance (top row)
versus task relevance

(bottom row)
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H6b predicted that for stable information, imminence will reduce visual attention if
information is motivationally or task relevant. The top-right chart in Figure 1 shows that for
stable information, imminence reduced the effect of motivational relevance on fixation
duration [central 549 ms, 95% CI (470, 642) vs peripheral 671 ms, 95% CI (584, 770)]. The
bottom-right chart shows similar results for task relevance, with imminence reducing
fixation duration [central 490 ms (95% CI = 449, 534) vs peripheral 599 ms (95% CI = 551,
651)]. Further to this, at central locations, fixation duration was significantly lower when
motivational relevance was present [549 ms, 95% CI (470, 642) vs absent 699 ms, 95% CI
(674, 726)], and when task relevance was present [490 ms, 95% CI (449, 534) vs absent 699
ms, 95%CI (643, 762)]. These results supportedH6b.

Discussion
This research tested the proposition that dynamic advertising content needs a new dynamic
attention theory to explain where consumers will direct their visual attention. Our results
compared the conflicting predictions of salience theory (Christianson et al., 1991; Itti et al.,
1998; Russell, 2002; Treisman and Gelade, 1980; Yegiyan and Lang, 2010) versus the novel
predictions of dynamic attention theory (Lang, 2014; Lang and Bailey, 2015). Consistent with
previous research using search tasks (Folk et al., 1994) or natural scenes (Carmi and Itti,
2006), static salience variables attracted and retained attention, even when motion was
present. However, dynamic attention theory uniquely predicted that a central location would
not always increase attention. These results have theoretical implications for future attention
research and practical implications for designing and testing video ads.

Implications for theory
This study was a first step in a new line of research, investigating how dynamic attention
theory (Lang and Bailey, 2015) could improve visual attention to dynamic marketing
stimuli, such as video ads. We found evidence consistent with dynamic attention theory
rather than salience theory, suggesting that dynamic attention theory provides a more
useful framework for understanding and predicting visual attention to video ads. Although
dynamic attention theory was developed by media psychology researchers and draws on
prior research in the field of human computer interaction, our findings suggest this new
theory will make an important contribution to the marketing literature in the future.

Dynamic attention theory proposes four dimensions of external information:
(1) imminence (central vs peripheral location);
(2) motivational relevance (objects related to survival threats or opportunities);
(3) task relevance (in our experiment, relevance to understanding what the advertising

was about); and
(4) stability (fleeting vs stable).

As shown in Table 1, salience theory also proposes these four dimensions (with different
names, e.g. “centre bias”, “faces”, “goal driven” and “motion”) but assumes they will have
additive main effects (H2 to H5) on gaining and sustaining attention (fixation and fixation
duration). However, only dynamic attention theory predicts that these dimensions will
interact (H6), and one of the consequences of a significant interaction effect may be that the
main effects of these dimensions are not statistically significant or significant in the opposite
direction to the one predicted. Our results, in which we found significant interactions
between the four dimensions, affecting both fixation and fixation duration, support dynamic
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attention theory rather than salience theory, even though static salience variables explained
most of the variance in fixation and fixation duration in our data.

Further evidence supporting dynamic attention theory, as opposed to salience theory,
comes from the pattern of the significant interaction effects, which reproduced results
previously reported by Lang and Bailey (2015) for general video content (including but not
limited to ads and public service announcements), now extended to a larger sample of video
ads exclusively. Lang and Bailey (2015) predicted and found that stable, motivationally
relevant information at the periphery of the screen (not imminent) will be remembered better
than when it is in the centre (imminent). The reason for this is that the human body has
evolved over time to use its environment as a store of external memory (Hollan et al., 2000;
Morton, 1967; Song et al., 2019), conserving energy for memorising potentially disappearing
(fleeting) information that may be needed later. Imminent, stable and relevant information is
likely to be imminent, stable and relevant in the future, so it does not need effortful attention
and memorising. Lang and Bailey (2015) reported a significant interaction only for
motivational relevance, but we extend their results to report a significant interaction for
information relevant to the task of processing video ads; imminence also decreased attention
to stable task relevant information.

Table 1.
Summary of results
for hypothesis tests

Hypothesis Theory Supported

H1. Static salience variables will guide visual
attention (fixation and fixation duration) to
dynamic video advertising. Visual attention to
AOIs will be influenced positively by (a) size, (b)
brightness and (c) colour but influenced
negatively by the presence of (d) clutter

Salience Partially, we found support for
H1a, no support for H1b and
mixed support for H1c and
H1d

H2. Imminence will increase visual attention to
AOIs, such that most fixations and longer
fixation durations will coincide with the centre of
the screen

Salience (main effect) Partially, we found support for
fixation but not for fixation
duration

H3. Motivational relevance will increase visual
attention (fixation and fixation duration) for
AOIs representing survival threats or
opportunities

Salience (main effect) No

H4. Task relevance will have a positive effect on
visual attention to AOIs, increasing fixation and
fixation duration

Salience (main effect) No

H5. Fleeting AOIs will attract more attention
than stable AOIs, measured by fixation, and
sustain more attention, measured by fixation
duration

Salience (main effect) No

H6. There will be an imminence (central vs
peripheral)� relevance (low relevance/
motivationally relevant/task relevant)� stability
(fleeting vs stable) interaction such that:
(a) for fleeting information, imminence will
attract more visual attention (fixation and
fixation duration) regardless of relevance; and (b)
for stable information, imminence will reduce
visual attention (fixation and fixation duration) if
this information is motivationally or task
relevant

Dynamic attention Yes
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The reason we found significant interactions with both kinds of relevance may be that
we measured processes of attention, using eye-tracking, whereas Lang and Bailey (2015)
measured outcomes of attention, using a recognition task. Our results confirm Lang and
Bailey’s (2015) speculation that eye-tracking would be a more sensitive attention measure
than recognition, because fleeting peripheral objects might attract visual attention but not
remain on-screen long enough to be reliably encoded into memory. Lang and Bailey (2015)
also speculated that video content’s centre bias (Loschky et al., 2015) might even prevent
eye-tracking from detecting the attention to peripheral objects predicted by dynamic
attention theory. Our results show, however, that the attention effects predicted by dynamic
attention theory can override the strong influence of centre bias. If future research was to
investigate amateur video posts (e.g. consumer generated content), where there is less
photographer control over where viewers look, then the effects predicted by dynamic
attention theorymay be even stronger (Dorr et al., 2010).

Future eye-tracking research could investigate the reasons why the main effect
hypotheses of salience and dynamic attention theory were not always supported,
specifically, task relevance (H3), motivational relevance (H4) and stability (H5). For
example, in advertising, which has a commercial imperative, visual branding is task
relevant for understanding and recognising ads as ads, but branding needs to be used in
shorter pulses, with frequency (Romaniuk, 2009), to reduce the chance of a negative
avoidance reaction from the viewer (Teixeira et al., 2010). Task relevance may have its
hypothesised positive effect on attracting visual attention to other types of advertising
objects that we did not code for, for example, unbranded story elements (Lang and Bailey,
2015), which are essential to video drama but not always found in advertising (Kim et al.,
2017).

We coded for the presence of elements related to dynamic attention theory’s dimensions
in a sample of real video ads. But future research should manipulate the presence, absence
and effect size of these elements to provide causal evidence of their effects. For example, by
manipulating the extent and duration of motion, future research could identify the boundary
conditions for when fleeting objects attract attention, versus evading attention, which was
their main (negative) effect in our results. Just as animals and faces can go unnoticed
because of attentional limitations (Cohen et al., 2012), physical limitations on eye movement
may mean that moving objects need to be present on-screen for a minimum time to attract
fixation (Hinde et al., 2017; Pieters et al., 2010) and significant fixation duration (Abrams and
Christ, 2003; Lang and Bailey, 2015; Posner and Cohen, 1984). Dynamic attention theory
further suggests a potential inverse-U effect of time on-screen for moving objects, such that
past a certain length of time on-screen, the moving object is no longer novel and attention
moves elsewhere (Lang and Bailey, 2015; Van der Burg et al., 2019).

Implications for advertisers
Considering the growth of dynamic media advertising opportunities, including online video
and digital billboards, an important implication of these findings for advertisers is that they
can conveniently use eye-tracking to measure consumers’ attention to moving elements in
video advertising in dynamic media. The present study demonstrates the ability of newer
eye-tracking software (IBBs) to measure visual attention toward moving AOIs present in
video ads (Wedel et al., 2019). Previously, when eye-tracking has been applied to video
stimuli, the objects it could track had to be largely static, such as disclosure messages at the
bottom of the screen (Boerman et al., 2015) or billboards in sports video content (Breuer and
Rumpf, 2012; Rumpf et al., 2020). Eye-tracking applied to video advertising has used heat
maps to provide qualitative evidence about which areas of the screen attract attention across
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space and time. Now, with IBBs, advertisers can use quantitative data (fixation and fixation
duration) to compare attention to different AOIs. We showed that with IBB software, which
is commonly available (Wedel et al., 2019) but not commonly applied in the advertising
literature, advertisers can track any moving object in video ads, spanning branding and
creative elements.

Advertisers frequently take advantage of the ability of video to show moving objects,
such as people using or enjoying the product (Hartnett et al., 2016; Stewart and Furse, 1986).
Newer IBBs software allows advertisers to test whether visual attention to moving elements
(including creative, branding andmessage) explains why their video ads are sales successful
or not (Bellman et al., 2019). For example, in our sample of ads, attention to fleeting (vs
stable) AOIs explained more variance in fixation duration than attention to task relevant
items (i.e. visual branding). This suggests that movement distracts attention from branding
and that moving branding is more likely to get attention. The capability to track attention to
moving objects is a timely development likely to grow in popularity, as video advertising is
increasing in functionality and popularity on smartphones and digital billboards, as well as
on television and computer screens [e.g. with on demand broadcaster video and over-the-top
(OTT) providers, such as Amazon Prime Video and Hulu].

Our significant interaction results, which favour dynamic attention theory (Lang, 2014;
Lang and Bailey, 2015), rather than salience theory, suggest that advertisers should use this
newer theory to guide the design of video ads. For example, dynamic attention theory
suggests that the centre position may not be the best position to place certain types of
content. According to dynamic attention theory, task relevant content (e.g. branding) is more
likely to gain attention at peripheral locations on the screen.

Another implication for advertisers from this study is the use of image manipulation
software to quantify the colours in AOIs. Until now, most research concerning the impact of
colour on visual attention has used simple colours (e.g. red vs blue: Anllo-Vento et al., 1998)
or the average RGB values (i.e. red, green and blue) for the pixels at a screen location (Itti
et al., 1998). These RGB values can define over 16 million colours. Our colour-coding scheme
uses a readily understood reduced palette of colours, allowing measurement and testing, of
specific colours. Our results suggest that yellow has exceptional attention-getting properties
(Etchebehere and Fedorovskaya, 2017). However, this may have been because of yellow’s
rarity on-screen in our sample of ads, so this result may not be generalisable.

Limitations and directions for future research
This study had several limitations that suggest the need for replication and future research.
The sample of consumers was small, reduced by calibration failure, resulting in more female
than male participants. The results of this study, therefore, have limited external validity.
However, the final sample of 37 participants is comparable with other studies using a
within-participants, repeated measures design (Guerreiro et al., 2015: N = 41; Ravaja et al.,
2013: N = 33), and the fact that it replicated a large student-sample study (Lang and Bailey,
2015) suggests that its main theory-testing results have internal validity and will likely
replicate in future studies.

Another limitation is the small, random sample of ads used, which were all from one
country and were all 30-second television ads. While the results of this study can apply to
other media, such as video ads on computers, smartphones and digital billboards,
advertisers will need to be even more efficient to capture attention in these media where
video ads are typically much shorter (Campbell and Pearson, 2021). Future studies, using
different samples of ads, will potentially yield different results. A further limitation of using
real ads, rather than constructed stimuli, is that many potential AOIs were never fixated on,
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creating a data set with many zeroes (“zero inflation”). Some previous eye-tracking studies
have deleted zero fixation AOIs (Borji and Itti, 2013), but we retained all AOIs (observed in
four or more ads) because advertisers are perhaps just as interested in what does not attract
attention as what does. By using fixation and fixation duration, we combined the strengths
of studies examining what does and does not attract attention (fixation), and studies of what
attracts more versus less attention when zero attention is ignored (fixation duration). Zero
inflation will be higher in future studies that use more than the maximum of seven potential
AOIs we identified in each scene. Another limitation of using real ads, as touched on
previously, is that the independent variables were measured, not manipulated, and so our
results are correlational, not causal. Future eye-tracking studies should use controlled
experiments manipulating and counterbalancing the dimensions of dynamic attention
theory.

We measured only fixation and fixation duration, which are “density and duration”
measures (Jacob and Karn, 2003), as opposed to “sequence and transition”measures, such
as first fixation, time until first fixation and order of fixations (Wedel et al., 2019).
Measuring these variables in future research would increase our understanding of how
viewers “read” a scene in a video advertisement (Land and McLeod, 2000). Future
research should also look to report the number of fixations inside AOIs, which has
demonstrated a stronger relationship with memory compared with fixation duration
(Orquin and Holmqvist, 2018).

It is difficult to move the eyes quickly from the default centre of the screen to fixate on
moving objects in the periphery of the screen (Cohen et al., 2012). The likelihood of fixation
and longer fixation duration times (see Figure 1 and Appendix 2) were both improved by a
longer (more stable) time on-screen (Lang and Bailey, 2015), where time on-screen is limited
by scene-length in videos. As it is difficult to fixate (i.e. rest the eyes) on a moving object,
future research might analyse eye movements (saccades) rather than fixations (Rayner et al.,
2009). The effect of moving objects on attracting visual attention may be that people make
saccades in their direction but rarely land the eye long enough to make a fixation (Lang and
Bailey, 2015).

We also measured only the process of visual attention, using eye-tracking, rather than
the outcomes of visual attention on downstream variables like memory, attitudes and
behaviour. Future research should include these additional measures, as eye fixations do not
necessarily mean that information was encoded in memory (Orquin and Holmqvist, 2018).
Eye-tracking is an expensive method, which limits sample size, so future researchers might
consider using cheaper self-report measures, such as recognition and recall, and other
behavioural observation measures, such as heart rate (Rubo and Gamer, 2018), to test the
implications of dynamic attention theory. These methods can measure attention outside of
the laboratory, in distracted home environments where people may not pay much attention
to video advertising (Jayasinghe and Ritson, 2013). Memory and heart rate can also measure
the effects of non-visual branding, such as audio brand mentions and jingles (Simmonds
et al., 2020), which eye-tracking is blind to.

Conclusion
The goal of this study was to demonstrate how eye-movement research on attention to video
advertising could benefit from two relatively recent innovations. The first innovation was
the application of dynamic attention theory to video ads (Lang, 2014; Lang and Bailey, 2015).
Dynamic attention theory predicts that the dimensions of attention will interact, whereas
salience theory predicts that these dimensions have additive effects (Itti and Koch, 2001).
With a random sample of video ads and a non-student sample of consumers, we used eye-

EJM
56,13

152



tracking to examine visual attention and found evidence of interaction effects, supporting
dynamic attention theory rather than salience theory. The second innovation was to adopt a
newer eye-tracking software feature (IBBs) for measuring attention to “doubly dynamic”
stimuli, when objects and the viewer’s eyes are both moving (Wedel et al., 2019). We hope
that the successful demonstration of these two innovations will influence future researchers
to use them, to further develop our understanding of how to improve visual attention to
dynamic content in video advertising.
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Appendix 1. Additional methodology details

Participants
The total sample consisted of 49 members of a Southwestern US audience panel, all with normal or
corrected-to-normal vision. Data from 12 participants with poor eye-tracking calibration were deleted.
The final sample of 37 participants is comparable in size with other studies using a within-
participants, repeated measures design (Guerreiro et al., 2015: N = 41; Ravaja et al., 2013: N = 33) and
had 80% power of detecting a significant (p < 0.05) small effect-size difference (d = 0.2, r = 0.1,
standardized b = 0.05) between any of the 34 advertisements seen by each participant (Faul et al.,
2009). Increasing the power of the data, the number of repeated measures was even higher than 34
per participant; each advertisement contained several scenes and each scene depicted one or more
AOIs.

Apparatus
Tobii T60 eye-trackers had a sampling rate of 60 Hz and a tracking accuracy of 0.5 degrees. Each unit
consisted of a 24-inch video monitor with infra-red eye-tracking sensors located under the screen
between the monitor’s speakers. The software used to collect and analyse participants’ eye movement
data was Attention Tool 5.1 by iMotions GlobalVR .

Video advertisement selection
Unfamiliar, out-of-market (Australian) video advertisements were presented to the sample of US
participants so that eye movements could be attributed to the video content rather than differences in
individuals’ prior exposure (Rosbergen et al., 1997). Australia and the USA are close culturally (House
et al., 2010) and the creative content was in English but was novel, even for known brands like Ford
and Kellogg’s. The 30-second advertisements were recorded at randomly selected times from the
three biggest Australian free-to-air television networks across one week of peak (winter) viewing.

The final sample of 34 advertisements (for 34 different brands) spanned a mix of product and
service categories, including automobiles, finance, food, home and personal care products and
retailers. The programme included five advertising breaks, each containing seven advertisements (i.e.
a total of 35 ads, including one advertisement that was not analysed because of its different aspect
ratio).

Coding areas of interest
A key step in identifying AOIs in dynamic video is to break the video into “scenes”, so that during
each scene the number of potential AOIs stayed constant. The entry of a new object on the screen
potentially introduces a new AOI, necessitating the start of a new scene (Abrams and Christ, 2003;
Yantis and Hillstrom, 1994). A new scene might begin with each new frame; in a 25 frames-per-
second video, this would occur every 0.04 of a second. We used an empirical cut-off for minimum
scene duration, based on our data, of 0.36 s (i.e. nine video frames) to exclude fixations from the
previous scene (Le Meur et al., 2007), as the longest saccade prompted by the previous scene would
have lasted less than 0.2 of a second (Fischer and Ramsperger, 1984). Representative snapshots were
taken of each scene, for the 11 to 28 scenes in each advertisement (where most scenes were several
seconds long), from which the AOIs were identified and coded. Throughout the duration of a scene,
the IBBs around each AOI in the scene could move and change shape to keep track of the objects they
defined. The software counted fixations and fixation durations for the entirety of the advertisements
and not just for the key frames that were used to identify the AOIs present in each scene.

Influence of
dynamic
content

159



Identifying areas of interest
Several criteria were used to identify important AOIs in the scenes. AOI importance was suggested
by salience dimensions such as size and brightness and by dynamic-attention dimensions such as
imminence (centrality). When multiple AOIs were present, priority was given to AOIs present across
multiple scenes, as these would have greater task relevance for following the advertising story (Lang
and Bailey, 2015). AOIs were also considered task relevant if they depicted the advertised product or
included graphics (e.g. charts), text (e.g. slogans) or the brand’s logo. AOIs with potential
motivational relevance included animals, faces and eyes. A new dimension considered for identifying
AOIs was stability (fleeting vs stable). Movement in any direction (Itti, 2004), or growing or shrinking
in size (Franconeri and Simons, 2003), was coded as fleeting = 1 (as opposed to stable = 0). Certain
actions that might have been coded as task relevant were coded as fleeting because they typically
involved movement, such as interacting with the product, or when AOIs were speaking (e.g. a face or
person). Table A1 lists definitions of the codes used in the analysis, with their corresponding means
(% prevalence for binary codes) and standard deviations.

Figure A1 shows a coded snapshot from one of the advertisements. In the scene depicted, the
seven AOIs are (1) the product, (2) text (slogan), (3) character’s hands (interacting with product), (4)
bowl of food, (6) fork (all outlined by IBBs) and finally (7) the background. Visual clutter was coded
as 1 (clutter present) if the scene included four or more AOIs (like the scene in Figure A1 does),
otherwise 0.

Two people independently coded five of the 34 advertisements to check the reliability of the
coding scheme. Krippendorf’s alpha (De Swert, 2012) confirmed that all codes were reliable,
exceeding 0.67 (range 0.70 to 1.00). Codes that did not appear in at least four of the 34 commercials
were combined with another code if appropriate. For this reason, the colours green and purple were
combined with their more saturated counterparts of dark green and dark purple.

Data collection procedure
Participants viewed the content in an individual viewing lab. They sat at a desk approximately 60 to
70 cm away from the T60 eye-tracking monitor. Once the eye-gaze equipment was calibrated to the
participant and instructions were provided, the programme began. After the participant had finished
watching the programme, they were compensated, debriefed and dismissed.

Analysis
Using the IBB drawing tool in Attention Tool 5.1, the identified AOIs were coded and then fixation
durations in milliseconds were automatically calculated for each AOI, across the duration of the
advertisement, with a 100 ms fixation threshold (Duchowski, 2007; Rayner, 1998). The durations of
all participants’ fixations inside an AOI were summed to measure fixation duration.

Of the 99,715 potential observations in the data set, 9,209 (9%) had missing data because of the
loss of eye-tracking, leaving a total of 90,506 fixation observations. Of these, 51,358 (57%) had
durations equal to 100 ms or more, coded as fixation = 1; the remaining 39,148 observations (39%)
were coded as fixation = 0. Observations with fixation = 0 were deleted from the duration variable
(N = 51,358, median = 584ms, range 100 ms to 6,997ms). The duration variable was natural-log
transformed (M = 6.32 and SD = 0.87) to normalise its positively skewed distribution (Barr, 2008).
There was no need to delete outliers, as the log-transformed minimum and maximum observations
were less than three standard deviations from the mean.

Fixed effects (participant constants) were used to accommodate the correlations between data
from the same participant (Barr, 2008). Logistic regression was used for the binary fixation variable
and general linear model analysis for the normally distributed log-transformed duration variable.
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Table A1.
Independent variable

codes, means and
standard deviations

Independent variable Definition Ma SD

Static salience variables
Size Area of interest (AOI) size (area) in pixels as a

percentage of total screen area (0–1)
0.22 0.30

Brightness Brightness histogram median [0-255
(transformed to 0–1 for the regression analyses)]

103.8 56.53

Clutter 4 or more (maximum = 6) foreground AOIs = 1,
else 0

0.62 0.49

Colour variablesb

Red Red (R 255, G 0, B 0) as a % of AOI area (0–1,
centred)

0.003 0.03

Dark red R128, G 0, B 0 (0–1, centred) 0.02 0.07
Orange R 255, G 165, B 0 (0–1, centred) 0.02 0.1
Dark orange R 128, G 83, B 0 (0–1, centred) 0.16 0.16
Yellow R 255, G 255, B 0 (0–1, centred) 0.002 0.02
Dark yellow R 128, G 128, B 0 (0–1, centred) 0.01 0.04
Green (including dark green) R 0, G 128 or 255, B 0 (0–1, centred) 0.003 0.03
Blue R 0, G 0, B 255 (0–1, centred) 0.002 0.02
Dark blue R 0, G 0, B 128 (0–1, centred) 0.03 0.1
Purple (including dark purple) R 128 or 255, G 0, B 128 or 255 (0–1, centred) 0.005 0.03
Grey R 128, G 128, B 128 (0–1, centred) 0.39 0.26
White R 255, G 255, B 255 (0–1, centred) 0.13 0.21

Location
Central location Fixation in middle ninth of screen = 1, else 0 0.39 0.49

Motivational relevancec

Animal AOI is animal = 1, else 0 0.01 0.08
Face AOI is face = 1, else 0 0.12 0.33
Eyes AOI is eye(s) = 1, else 0 0.04 0.20

Task relevance
Graphic AOI is graphic = 1, else 0 0.04 0.20
Text AOI is text = 1, else 0 0.12 0.33
Product AOI is product = 1, else 0 0.15 0.36
Visual branding AOI is visual branding = 1, else 0 0.01 0.09
Logo AOI is logo = 1, else 0 0.02 0.14

Stability
Movement Area of interest [AOI] is moving/changing

size = 1, else 0
0.70 0.46

Time Time on-screen in seconds [short = 1 (less than
mean), long = 0]

1.71 0.97

Interacting with product AOI is interacting with product = 1, else 0 0.04 0.19
Speaking AOI speaking = 1, else 0 0.05 0.21

Notes: (a) Mean (M) represents the percentage of scenes with the variable present for binary (present/
absent) variables; (b) screenshots were reduced to 15 colours [six primary, six secondary (darker) and three
neutral] and the area occupied by each colour was divided by total AOI area, represented as a percentage;
(c) for motivational relevance, task relevance and stability, the presence of any of the variables associated
with the dimension indicated that the dimension was present
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Hierarchical regression was used to measure the amount of additional variance explained by each
successive block of variables. The first block consisted of the individual-level fixed effects and
explained less than 1% of variation in the fixation model and 6.9% in the fixation duration model
(Table A3). These models were not affected by multicollinearity, as the largest VIF was 4.07 for the
three-way interaction of Imminence � Motivational Relevance � Stability, which is less than the
traditional limit of 10 (Petter et al., 2007).

Two additional models were estimated (results available on request from the authors) to confirm
that the reported results in Table A3 were not affected by potential confounding effects associated
with the individual advertisements (e.g. because of brand or product effects). In one of these
additional models, for fixation duration, these potential confounding effects were controlled for by
adding more fixed effects (i.e. one for each advertisement). The results of this new model were
substantially the same as the reported results in Table A3. Adding these fixed effects explained more
variance in Block 1 (9.6%), compared to the results in Table A3 (6.9%), but reduced the variance
explained by the Stability factor in Block 7 (1.6% vs 2.5%). All the significant results in the fixation
duration model reported in Table A2 were significant and in the same direction in the new, additional
fixed effects model, except for the results for one colour, dark yellow, which now had an insignificant
negative effect (b =�0.12, SE = 0.09, b =�0.01, t =�1.31 and p = 0.19).

We also tried adding advertisement fixed effects to the logistic regression model of fixation, but
this model could not be estimated. Instead, we used a generalized mixed regression approach with
random effects for the interaction between participant and ad. Preliminary analyses showed that this
specification explained more variance than a model with separate random effects for each participant
and each ad. Again, all the significant results for the fixation model in Table A3 were significant and,
in the same direction, in the new model. These tests suggest that the results in Table A3, which use
the same fixed-effects model for both fixation and fixation duration, were not affected by any
potential confounding effects of the brands and products used in the 34 advertisements.

FigureA1.
Areas of interest
outlined with
intelligent bounding
boxes
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Table A2.
Zero-order

correlations of
constituent variables

with dependent
variables

Variable Fixation Fixation duration

Salience variables
Size (0–1, centred) 0.45*** 0.37***
Brightness median (0–1, centred) �0.05*** �0.04***
Clutter �0.17*** �0.03***

Colour variables
Red percent (0–1, centred) 0.01 �0.02***
Dark red percent (0–1, centred) �0.01 �0.03***
Orange percent (0–1, centred) �0.02*** 0.03***
Dark orange percent (0–1, centred) �0.01*** �0.04***
Yellow percent (0–1, centred) 0.03*** 0.03***
Dark yellow percent (0–1, centred) 0.03*** 0.04***
Green percent (0–1, centred) 0.03*** 0.05***
Blue percent (0–1, centred) 0.02*** 0.004
Dark blue percent (0–1, centred) �0.002 �0.01
Purple percent (0–1, centred) �0.02*** �0.01*
Grey percent (0–1, centred) �0.05*** �0.07***
White percent (0–1, centred)a �0.02*** 0.004

Imminence
Central location 0.01 �0.20***

Motivational relevance
Animal 0.03*** 0.001
Face 0.001 �0.10***
Eyes �0.05*** �0.02***

Task relevance
Graphic �0.08*** �0.06***
Text �0.08*** �0.07***
Product �0.02*** �0.10***
Visual branding 0.02*** 0.003
Logo �0.03*** �0.04***

Stability
Movement �0.11*** �0.13***
Time on screen (seconds) 0.10*** 0.31**
Interacting with product �0.09*** �0.06***
Speaking 0.02*** �0.01

Notes: Fixation (N = 90,506) was dichotomous (1/0) and Duration (sum of fixations � 100 ms, N = 51,358)
was normalised by a natural log transformation; a This variable was used as the reference category in the
regression analyses; *p< 0.05, **p< 0.01 and ***p< 0.001
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Appendix 2. Additional detailed results

Salience theory and dimensions
Every block, including the salience variables block, added significant R2 to the fixation duration
model, according to F-tests. The positive effect of size, and the negative effect of brightness, reflected
the signs of their zero-order correlations in Table A2. The insignificant effect of clutter on fixation
duration in Table A3 contrasted with its significant negative correlation with fixation duration
(Table A2). This may have been because the regression model controlled for the effects of other
variables.

The colour variables were added as a separate block to test the explanatory value of the authors’
novel colour coding method, extending the colour palette beyond prior research. The positive effect of
yellow on attracting fixation might potentially be explained by its rarity in these data (associated
with just 0.2% of AOIs) but similarly rare colours had significant negative effects [red (0.3% of AOIs)
on fixation duration] or no significant effects [blue (0.2% of AOIs) on fixation and fixation duration].
Orange (2% of AOIs) and dark blue (3% of AOIs) had significant negative effects on fixation and/or
fixation duration. All other effects were positive, although not always significant for both fixation
and fixation duration (e.g. dark red).

These colour results also largely reflected the raw correlations in Table A2, which included
several negative correlations. Grey, the most common colour (present in 39% of AOIs), had negative
correlations with fixation and fixation duration, but a significant positive effect on fixation after
controlling for other variables in the model (Table A3). Grey’s negative effect on fixation duration
was not significant in the regression model.

Dynamic attention theory and dimensions
Imminence. Only 40% of AOIs were located centrally (Table A1), despite centrality being a criterion
for identifying important AOIs. The regression results replicated the directions of imminence’s
correlations with fixation and fixation duration (Table A2).

Motivational relevance. Motivational relevance was mainly defined by the presence of a face,
which was the case for 12% of AOIs (Table A1). The negative regression results reflected the
correlations in Table A2. Only animals, which were associated with just 1% of AOIs, had a
significant positive correlation with attention (specifically, fixation). All other correlations were either
negative or not significant. The negative correlation for eyes accords with prior research, showing
that while eyes attract attention in static pictures, in dynamic video, attention is just as likely to be
attracted by other more relevant areas of the face, such as the mouth when the person is talking (Võ
et al., 2012).

Task relevance. Task relevance was mainly defined by the presence of a product, which was the
case for 15% of AOIs (Table A1). The negative regression results reflected the negative task-
relevance correlations in Table A2, except for visual branding, which correlated positively with
fixation.

Stability. The fleeting versus stable dimension was mainly defined by movement being present
(Table A1), which was associated with 70% of AOIs. Short screen-time was also a defining variable,
as, using a median split, half of our AOIs were defined as fleeting because their time on-screen was
less than the mean/median (1.71 s). A small number of fleeting AOIs were defined by the presence of
interaction with the product (4%) or speaking (5%). The negative regression results for fleeting
versus stable stimuli reflected the small but significant negative correlations between movement and
fixation and fixation duration (Table A2). Fixation duration was positively correlated with AOI time
on-screen (averaged across the scenes it appeared in) (r = 0.31), so fixation duration was negatively
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correlated with fleeting AOIs with short time on-screen. Similarly, fixation was positively correlated
with time on-screen, so negatively correlated with short time on-screen (fleeting stimuli). Interacting
with the product also had negative correlations with fixation and fixation duration.

References
Barr, D.J. (2008), “Analyzing ‘visual world’ eye tracking data using multilevel logistic regression”,

Journal of Memory and Language, Vol. 59 No. 4, pp. 457-474.
De Swert, K. (2012), “Calculating inter-coder reliability in media content analysis using

Krippendorff’s Alpha”, Working Paper, University of Amsterdam, 1 February.
Duchowski, A. (2007), Eye Tracking Methodology: Theory and Practice, Springer-Verlag New York,

NY.
Faul, F., Erdfelder, E., Buchner, A. and Lang, A.-G. (2009), “Statistical power analyses using G*

Power 3.1: tests for correlation and regression analyses”, Behavior Research Methods, Vol. 41
No. 4, pp. 1149-1160.

Fischer, B. and Ramsperger, E. (1984), “Human express saccades: extremely short reaction times of
goal directed eye movements”, Experimental Brain Research, Vol. 57, pp.191-195.

Franconeri, S.L. and Simons, D.J. (2003), “Moving and looming stimuli capture attention”, Attention,
Perception, and Psychophysics, Vol. 65 No. 7, pp. 999-1010.

House, R.J., Quigley, N.R. and de Luque, M.S. (2010), “Insights from project globe: extending global
advertising research through a contemporary framework”, International Journal of
Advertising, Vol. 29 No. 1, pp. 111-139.

Le Meur, O., Le Callet, P. and Barba, D. (2007), “Predicting visual fixations on video based on low-
level visual features”, Vision Research, Vol. 47 No. 19, pp. 2483-2498.

Petter, S., Straub, D. and Rai, A. (2007), “Specifying formative constructs in information systems
research”,MIS Quarterly, Vol. 31 No. 4, pp. 623-656.

Võ, M.L.H., Smith, T.J., Mital, P.K. and Henderson, J.M. (2012), “Do the eyes really have it? Dynamic
allocation of attention when viewing moving faces”, Journal of Vision, Vol. 12 No. 13, pp. 1–14.

Yantis, S. and Hillstrom, A.P. (1994), “Stimulus-driven attentional capture: evidence from
equiluminant visual objects”, Journal of Experimental Psychology: Human Perception and
Performance, Vol. 20 No. 1, p. 95.

Corresponding author
Steven Bellman can be contacted at: Steven.Bellman@marketingscience.info

For instructions on how to order reprints of this article, please visit our website:
www.emeraldgrouppublishing.com/licensing/reprints.htm
Or contact us for further details: permissions@emeraldinsight.com

EJM
56,13

166

mailto:Steven.Bellman@marketingscience.info

	Influence of dynamic content onvisual attention during videoadvertisements
	Introduction
	Research background and hypotheses
	Static salience variables
	Dynamic attention theory and its dimensions
	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed



	Materials and methods
	Overview

	Results
	Static salience variables
	Dynamic attention theory and its dimensions
	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed



	Discussion
	Implications for theory
	Implications for advertisers
	Limitations and directions for future research

	Conclusion
	References
	Participants
	Apparatus
	Video advertisement selection
	Coding areas of interest
	Identifying areas of interest
	Data collection procedure
	Analysis
	Salience theory and dimensions
	Dynamic attention theory and dimensions
	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed

	Undefined namespace prefix
xmlXPathCompOpEval: parameter error
xmlXPathEval: evaluation failed



	References


