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Montréal, Québec, Canada

April 2022

© Deemah Hail Tashman, 2022



CONCORDIA UNIVERSITY

School of Graduate Studies

This is to certify that the thesis prepared

By: Deemah Hail Tashman

Entitled: Physical-Layer Security in Cognitive Radio Networks

and submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy (Electrical and Computer Engineering)

complies with the regulations of this University and meets the accepted standards with respect to

originality and quality. Signed by the final examining committee:

Chair
Dr. Ahmed Soliman

External Examiner
Dr. Cheng Li

Thesis Supervisor
Dr. Walaa Hamouda

Examiner
Dr. Amr Youssef

Examiner
Dr. Yousef Shayan

Examiner
Dr. Dongyu Qiu

Approved by
Dr. Wei-Ping Zhu, Graduate Program Director

4/22/2022
Dr. Mourad Debbabi, Dean
Gina Cody School of Engineering and Computer Science



Abstract

Physical-Layer Security in Cognitive Radio Networks

Deemah Hail Tashman, Ph.D.

Concordia University, 2022

The fifth-generation (5G) communications and beyond are expected to serve a huge number

of devices and services. However, due to the fixed spectrum allocation policies, the need for cog-

nitive radio networks (CRNs) has increased accordingly. CRNs have been proposed as a promising

approach to address the problem of under-utilization and scarcity of the spectrum. In CRNs, sec-

ondary users (SUs) access the licensed spectrum of the primary users (PUs) using underlay, overlay,

or interweave paradigms. SUs can access the spectrum band simultaneously with the PUs in un-

derlay access mode provided that the SUs’ transmission power does not cause interference to the

PUs’ communication. In this case, SUs should keep monitoring the interference level that the PU

receiver can tolerate and adjust the transmission power accordingly. However, varying the transmis-

sion power may lead to some threats to the privacy of the information transfer of CRNs. Therefore,

securing data transmission in an underlay CRN is a challenge that should be addressed. Physical-

layer security (PLS) has recently emerged as a reliable method to protect the confidentiality of the

SUs’ transmission against attacks, especially for the underlay model with no need for sharing secu-

rity keys. Indeed, PLS has the advantage of safeguarding the data transmission without the necessity

of adding enormous additional resources, specifically when there are massively connected devices.

Apart from the energy consumed by the various functions carried out by SUs, enhancing security

consumes additional energy. Therefore, energy harvesting (EH) is adopted in our work to achieve

both; energy efficiency and spectral efficiency. EH is a significant breakthrough for green com-

munication, allowing the network nodes to reap energy from multiple sources to lengthen battery
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life. The energy from various sources, such as solar, wind, vibration, and radio frequency (RF) sig-

nals, can be obtained through the process of EH. This accumulated energy can be stored to be used

for various processes, such as improving the users’ privacy and prolonging the energy-constrained

devices’ battery life.

In this thesis, for the purpose of realistic modelling of signal transmission, we explicitly assume

scenarios involving moving vehicles or nodes in networks that are densely surrounded by obstacles.

Hence, we begin our investigations by studying the link performance under the impact of cascaded

κ−µ fading channels. Moreover, using the approach of PLS, we address the privacy of several three-

node wiretap system models, in which there are two legitimate devices communicating under the

threat of eavesdroppers. We begin by a three-node wiretap system model operating over cascaded

κ − µ fading channels and under worst-case assumptions. Moreover, assuming cascaded κ − µ

distributions for all the links, we investigate the impact of these cascade levels, as well as the impact

of multiple antennas employed at the eavesdropper on security. Additionally, the PLS is examined

for two distinct eavesdropping scenarios: colluding and non-colluding eavesdroppers. Throughout

the thesis, PLS is mainly evaluated through the secrecy outage probability (SOP ), the probability

of non-zero secrecy capacity (Pnzcr ), and the intercept probability (Pint).

Considering an underlay CRN operating over cascaded Rayleigh fading channel, with the pres-

ence of an eavesdropper, we explore the PLS for SUs in the network. This study is then extended

to investigate the PLS of SUs in an underlay single-input-multiple-output (SIMO) CRN over cas-

caded κ-µ general fading channels with the presence of a multi-antenna eavesdropper. The impact

of the constraint over the transmission power of the SU transmitter due to the underlay access mode

is investigated. In addition, the effects of multiple antennas and cascade levels over security are

well-explored.

In the second part of our thesis, we propose an underlay CRN, in which an SU transmitter com-

municates with an SU destination over cascaded κ-µ channels. The confidentiality of the shared

information between SUs is threatened by an eavesdropper. Our major objective is to achieve a

secured network, while at the same time improving the energy and spectrum efficiencies with prac-

tical modeling for signals’ propagation. Hence, we presume that the SU destination harvests energy

from the SU transmitter. The harvested energy is used to produce jamming signals to be transmitted
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to mislead the eavesdropper. In this scenario, a comparison is made between an energy-harvesting

eavesdropper and a non-energy harvesting one. Additionally, we present another scenario in which

cooperative jamming is utilized as one of the means to boost security. In this system model, the

users are assumed to communicate over cascaded Rayleigh channels. Moreover, two scenarios

for the tapping capabilities of the eavesdroppers are presented; colluding and non-colluding eaves-

droppers. This study is then extended for the case of non-colluding eavesdroppers, operating over

cascaded κ-µ channels.

Finally, we investigate the reliability of the SUs and PUs while accessing the licensed bands

using the overlay mode, while enhancing the energy efficiency via EH techniques. Hence, we

assume that multiple SUs are randomly distributed, in which one of the SUs is selected to harvest

energy from the PUs’ messages. Then, utilizing the gathered energy, this SU combines its own

messages with the amplified PUs messages and forwards them to the destinations. Furthermore, we

develop two optimization problems with the potential of maximizing the secondary users’ rate and

the sum rate of both networks.
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Chapter 1

Introduction

1.1 Cognitive Radio Networks and Physical-Layer Security

The tremendous growth of the projected number of connections and services expected in 5G

and beyond elevates the challenge of the frequency spectrum scarcity. Cognitive radio networks

(CRNs) have been recognized to be a reputable approach to deal with certain concerns. In the

context of CRNs, two types of users exist; primary users (PUs) and secondary users (SUs). Given

the paradigm used for transmission by SUs, i.e., underlay, overlay, or interweave, the physical layer

of the CRN may be threatened by attacks. For instance, when SUs adopt an underlay paradigm for

communication, a continuous adaptation of the transmit power should occur to keep the interference

caused to the primary network below a certain threshold. This poses a threat to SUs’ secrecy due to

the variations in the conditions of the channel [1]. Moreover, the broadcast nature of CRNs causes

a threat on tapping the shared information.

Among the communication security techniques, physical-layer security (PLS) has emerged as a

reliable method for improving security. This method improves the secrecy without relying on the

encryption or decryption of messages. Moreover, Wyner proposed the three-node wiretap model,

in which two channels should be addressed while examining a system’s PLS; the main channel

and the wiretap channel [2]. The main channel is the one between the transmitter (Tx) and the

legitimate receiver (Rx), while the wiretap channel exists between Tx and the untrusted user, such

as an eavesdropper. Given these definitions, PLS protects the transmissions by improving the main
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channel’s conditions or degrading the wiretap channel’s conditions. Motivated by the reliability of

PLS in securing networks, users in CRNs can apply PLS to secure the exchanged messages. On the

other hand, protecting CRNs necessitates certain energy-consuming procedures. This adds another

layer of complexity for the users of CRNs.

Energy harvesting (EH) is a significant breakthrough for green communication, allowing the

network nodes to reap energy from multiple sources to lengthen battery life. The energy from

various sources, such as solar, wind, vibration, and radio frequency (RF) signals, can be obtained

through the process of EH. The process of EH converts the AC signals to DC signals (electricity)

to power the devices. This accumulated energy can be stored to be used for various processes. En-

ergy harvesting provides us with many promising advantages, such as self-sustainable capability,

reduction of carbon emission, truly wireless nodes without requiring battery replacement, and easy

and fast deployment in any toxic, hostile or inaccessible environment. EH was identified as a viable

approach to the energy-constrained devices dilemma. One of the consequences of the information

and the energy content of radio frequency (RF) signals is the simultaneous wireless information and

power transfer (SWIPT) technology [3]. Furthermore, to enable the SWIPT technique effectively,

on the receiving side, the receiver is designed to conduct either power splitting (PS) or time switch-

ing (TS) protocol to extract the energy from the received RF signal. In PS, the receiver partitions

the energy of the RF signal into segments depending on a splitting factor; one portion of the power

is used for energy harvesting, while the remaining is used for information processing [3]. However,

the entire power is utilized in TS protocol and the time is split into two or more slots, one of which

is spent on EH and the rest of its time is used to process the data, i.e., information decoding (ID)

process. EH approach can be utilized to improve the PLS for CRN users, which has been an in-

triguing area of study. Given this, it is more accurate and practical to assume these users moving

or surrounded by obstacles when investigating PLS for CRNs, which cannot be achieved assuming

classical fading channels [4].

Cascaded fading channels have developed as an accurate method for modeling signals’ propa-

gation, especially when devices are moving or when a significant number of obstacles exist between

the transmitter and receiver [5], such as cognitive vehicular networks. Cascaded channels assume

that the received signal is generated by the multiplication of a large number of rays reflected from
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the objects [6]. Moreover, cascaded channels are recognized to be effective in modeling various

systems, such as multi-hop relaying systems and mobile-to-mobile/vehicle-to-vehicle (M2M/V2V)

communication systems, to name a few [7].

1.2 Motivation

The primary objectives of this thesis are to:

• Investigate the challenges inherent in the implementation of cognitive radio networks (CRNs);

• Develop novel methodology and strategies for addressing physical-layer security (PLS) chal-

lenges associated with CRN-based vehicles (cognitive vehicular networks (CVNs)) while pre-

serving energy-efficient devices;

• Establish analytical and simulation frameworks for the proposed methodologies.

While designing CRNs, it is critical to secure users’ transmissions as CRNs are vulnerable to a

variety of threats, particularly at the physical layer [8]. This is due to several reasons; first, attacks in

CRN may occur during the three stages of the cognition process, namely spectrum sensing, spectrum

analysis, and spectrum decision. Malicious users may attempt to attack the network during one

or more of the three transitions. Second, SUs should distinguish legitimate PUs from malicious

PUs. For instance, a malicious selfish SU attempts to mimic the PUs’ transmissions’ characteristics

when the band is vacant to prohibit the other SUs from using the band. As a result, the secondary

network misses the opportunity to use an availability in the spectrum, which can lead to throughput

degradation. Third, SUs should pay attention to the accuracy of the sensed data as the attacks

sometimes occur from legitimate SUs. In this case, a malicious user attempts to inject false sensed

data into the fusion center (centralized sensing) to prevent it from correctly deciding the status of

the bands. Moreover, threats on CRNs can be initiated from outside the network. In this case, users

within the coverage range of transmission are able to overhear confidential information due to the

broadcasting nature of the transmission. Furthermore, attackers may intend to send harmful signals

(jamming) towards the SU or PU receiver to disturb their communication. Moreover, since SUs

and PUs both reside on the same network, they need to be protected from different types of threats.

3



All the aforementioned reasons emphasize the importance of securing the physical layer of CRNs

and physical-layer security (PLS) approach is suggested for similar concerns. However, protecting

the SUs’ networks against attacks involves following certain approaches that consume energy, such

as cooperative jamming in addition to the energy-consuming operations that SUs already conduct.

As a result, when securing the SUs’ networks, the energy consumption issue should be taken into

consideration.

Energy harvesting (EH) is a promising approach to prolong the lifetime of energy-constrained

devices. Utilizing EH while attempting to secure the physical layer of CRNs is a challenge that

should be tackled due to its role in saving energy. For instance, the energy can be harvested by

the SU’s transmitter from the PU transmission for the sake of improving the security of the SUs

network for the underlay mode. For overlay CRN, the SUs may harvest energy that can be used to

improve the PUs’ network reliability and security. Moreover, energy can be harvested by the SU’s

receiver from the SU’s transmitter or any other source to prolong its battery life. In addition, EH can

be used to enhance network security by generating jamming signals to mislead the eavesdroppers.

Improving PLS through EH in CRNs would result in a more secured network while achieving high

spectrum and energy efficiencies. However, prior research with similar scenarios has assumed the

nodes operate over classical channels. These channels neglect the fact that the nodes may be moving

or surrounded by objects, resulting in a signals propagation modeling that is inaccurate.

Cascaded fading channels have been lately recognized to model signals’ propagation sufficiently

close to realistic scenarios. The notion of cascaded fading channels implies that the received signal

at the destination is composed of a large number of signals reflected from obstacles blocking the

path between a transmitter and a receiver, especially when these devices are moving or reside in rich

scattering areas [5, 9]. Cognitive vehicular networks and mobile-to-mobile (M2M) communication

have been lately an interesting issue to consider [10] and conventional fading channel models may

not be appropriate for signals’ propagation modeling in these networks. This is because using these

models, it is assumed that the signal travels from the transmitter to the receiver without passing

through multiple obstacles in the path. Due to the importance of the applications of cascaded chan-

nel models and their role in impacting the security of communications, it is necessary to utilize these

models when studying and improving the PLS for CRNs. Particularly, while the nodes are moving
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or in rich scattering areas.

1.3 Thesis Contribution

Motivated by open issues mentioned in the previous section. The contributions of this thesis are

summarized as follows:

• We began our investigations by studying the link performance under the effect of cascaded κ−

µ fading channels by performing the statistical analyses for this distribution. Moreover, using

the approach of PLS, we studied the secrecy of several three-node wiretap system models, in

which two legitimate devices are communicating under the threat of eavesdroppers. The first

case was a three-node wiretap system model operating over cascaded κ − µ fading channel

and under worst-case assumptions. Moreover, assuming cascaded κ− µ distributions for the

main channel and the wiretap channel, we investigated the impact of these cascade levels, in

addition to the impact of multiple antennas employed at the eavesdropper. Additionally, the

PLS is explored and compared for two different scenarios for the manner the eavesdroppers

tap the conveyed messages, which are colluding and non-colluding eavesdroppers.

• Considering an underlay CRN operating over cascaded Rayleigh fading channels with the

presence of an eavesdropper, the PLS for the SUs was explored. This study is then extended

to investigate the PLS of SUs in an underlay SIMO CRN over cascaded κ-µ general fading

channels with the presence of a multi-antenna eavesdropper. The entire system model can

be regarded as a SIMO underlay cognitive vehicular network operating over cascaded κ-µ

fading channels. Both of the receivers, i.e., the SU receiver and the eavesdropper, utilize the

maximal-ratio combining (MRC) technique. The impact of the constraint on the transmission

power of the SU transmitter due to the underlay access mode was investigated. Additionally,

the effect of the number of antennas at the receivers, the cascade level, and the fading channel

parameters are assessed.

• To enhance user security in CRNs while also increasing energy efficiency, we presented an un-

derlay CRN in which an SU transmitter communicates with an SU destination via a cascaded
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κ-µ channel in the presence of a PU receiver. An eavesdropper threatens the confidentiality of

information communicated between SUs. We consider that the SU destination harvests energy

from the SU transmitter to generate jamming signals designed to deceive the eavesdropper.

In this scenario, an energy-harvesting eavesdropper is compared to a non-energy-harvesting

eavesdropper. This scenario is then updated to include an external cooperative jammer that

harvests energy to provide additional security. The links are supposed to be subjected to a

cascaded Rayleigh model. Two scenarios for the eavesdroppers’ tapping capabilities are pro-

vided and compared in this system model: colluding and non-colluding eavesdroppers. These

analyses are then extended to include non-cooperative and randomly distributed eavesdrop-

pers functioning over cascaded κ-µ channels.

• Finally, we analyzed the reliability of SUs and PUs accessing licensed bands via the overlay

mode, while maximizing energy efficiency through the EH approach. We suppose that sev-

eral SUs are dispersed randomly and that one of the SUs is selected based on the Euclidean

distance. By utilizing the time switching protocol, the selected SU gathers energy from the

PUs’ messages. Then, using the accumulated energy, this SU combines its own signals with

those of the amplified PUs’ and forwards them to their destinations. The reliability of SUs

and PUs networks is evaluated in terms of outage probability. Additionally, we designed

two optimization problems that maximize the time switching and power allocation variables.

These problems’ principal objective is to maximize the rate of users’ links.

1.4 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, a background regarding the main topics of this thesis is given. An overview of

cognitive radio networks (CRNs), as well as the primary challenges that users of similar networks

experience are provided. Then, certain attacks on the physical layer of CRNs are surveyed with

possible countermeasures that have been considered in the literature to combat them. We then

direct our attention to the security challenge, presenting the physical-layer security (PLS) approach

for resolving it. An overview of PLS along with a list of the important security metrics that will
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be evaluated in this thesis are presented. We review the primary benefits of energy harvesting (EH)

systems, the various types of EH transmitters and receivers, and energy harvesting management

schemes. Finally, an overview of cascaded fading channels and their applications are included. By

the end of Chapter 2, a literature review related to the research area is given.

In Chapter 3, we show the statistical analysis of cascaded κ-µ fading channels. Then, we assess

the security of three different system models operating over these cascaded channels with multiple

eavesdroppers via PLS. In the first scenario, worst-case assumptions ate assumed. In the second

system model, it is assumed that both links follow the cascade model. In addition, in the third

system model, two scenarios are explored and compared; colluding and non-colluding eavesdrop-

pers. We show clearly the impact of cascade level on security besides other system parameters.

Additionally, in this chapter, a general SIMO CRN is given over cascaded κ-µ channels and with

receivers configured with multiple antennas. Then, we present a special case of the previous gen-

eral system model for an underlay CRN operating over cascaded Rayleigh channel and we use the

PLS approach to investigate the security level of the exchanged messages. Each scenario concludes

with the presentation of analytical and simulation results, as well as an explicit discussion of these

results.

In Chapter 4, for three underlying CRNs scenarios, energy harvesting is proposed to improve

security and energy efficiency. In the first scenario, under the impact of the cascaded κ-µ model,

the legitimate receiver is presumed to harvest energy to be utilized to broadcast jamming signals

to improve security. In the second scenario, it is presumed that energy is being harvested by an

external collaborating jammer and then used to ensure security. To demonstrate which scenario

poses the greatest threat to the confidentiality of the shared information, we present two possible

scenarios for how eavesdroppers can overhear and capture the messages over cascaded Rayleigh

model. Finally, this case is extended to include multiple eavesdroppers operating over cascaded

κ-µ model. Following the conclusion of each system model, the results and related discussions are

provided.

In Chapter 5, we propose an overlay CRN with multiple randomly distributed SUs. One of

these SUs is selected based on the kth closest user to the primary user. Using the time switching

mechanism, this selected SU gathers energy and uses it to amplify and convey the messages. Two
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optimization problems with the potential to maximize the users’ link rate are addressed in this

chapter. The results and their discussions are also provided in the chapter.

Finally, in Chapter 6, we present our thesis’s conclusions, along with a few suggestions for

further future investigations.
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Chapter 2

Background and Literature Review

2.1 Introduction

This chapter provides a brief background to the thesis’s primary subjects, as well as a review

of recent literature in the field of study. An overview of cognitive radio networks (CRNs) is pro-

vided. Additionally, the major issues facing CRNs are discussed, with an emphasis on the security

challenge, with specific reference to physical layer potential threats. Additionally, a description of

physical-layer security (PLS) is included. Furthermore, we present a review of energy harvesting

techniques, their benefits, transmission and reception schemes, and energy harvesting management

systems. Finally, we define cascaded fading channels and discuss their applications.

2.2 Cognitive Radio Networks (CRNs)

Cognitive radio networks (CRNs) have been proposed as a promising approach to tackle the

problem of scarcity and the misuse of the allocated radio spectrum. This is because the radio

spectrum is regulated by a fixed policy for spectrum assignment by the federal communications

commission (FCC). As the number of devices and connections increases with 5G communications

and beyond, the need for CRNs is on the rise [11]. In the context of CRNs, there are two types

of users, namely secondary users (also called cognitive users) and primary users (called licensed
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users). There are three different access modes under CR; overlay, underlay, and interweave. Sec-

ondary users (SUs) operating under the overlay model cooperate with the primary users (PUs) in

return for certain advantages. For example, SUs can relay the PUs’ transmissions in order to have

the opportunity to use the licensed band. In underlay CR networks, the SUs access the radio spec-

trum concurrently with the PUs provided that the SUs’ transmit power does not impair the PU’s

transmission. In this case, SUs must adapt their transmitting power in order not to exceed the in-

terference level that the PU receiver can tolerate. Finally, SUs in an interweave CR network are

permitted to utilize the PUs’ bands only if they are vacant. In this case, SUs start sensing the li-

censed bands in order to find available spectrum holes by gathering radio environment variables.

Moreover, SUs collect information about the characteristics of these bands. There are several tech-

niques for spectrum sensing that SUs can utilize, such as energy detection, wave-form based sensing,

cyclostationarity-based sensing, and matched filter-based sensing.

The cognitive radio cycle consists of three main transitions; spectrum sensing, spectrum analy-

sis, and spectrum decision. Spectrum sensing is an important stage since the following stages are

dependent on the accuracy and reliability of the sensing information. The SUs should keep moni-

toring the environment to be aware of the sudden reappearance of the PU. Spectrum analysis is the

step where the SU starts analyzing the gathered information during the spectrum sensing. Through

this step, a characterization of the spectrum bands is performed in order to match the appropriate

available bands to the requirements of the users. The main bands’ characteristics estimated at this

transition are the signal-to-noise ratio (SNR), error rate, path loss, holding time, and interference.

Finally, spectrum decision is executed to decide on which of the bands the SU will use according

to the band’s characteristics and the user’s requirements. After deciding which band to use, the SU

decides its transmission parameters, such as the type of modulation and data rate.

Spectrum sensing is performed over the band of frequencies by measuring the energy content of

the band to find a transmission opportunity in a particular time or in a particular area. However, there

are other dimensions that may be exploited for transmission opportunities. These main dimensions

are [12]:

• Frequency: For a given period of time, the frequency dimension is monitored. This is be-

cause not all frequency bands are used at the same time. Hence, there may be a transmission
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opportunity in the frequency domain to be used.

• Time: Since a band of frequencies will not be used all the time, observing a specific band of

frequencies over the time may bring a transmission opportunity over this band in time.

• Geographical space: CR users can measure the path loss of the received PU’s signal at their

receivers. This is to use the path loss measurements to decide whether there is a transmission

on the monitored geographical space or not at a specific band and time. This is because there

may be a chance that the area will not be occupied by PUs for the whole fixed time and band.

Moreover, SUs can use the same band at the same time with the PUs while making a physical

separation between them and the PUs.

• Code: If the SU has information about the code used by the PU, SU can transmit over the

same time and band, but using an orthogonal code to the code used by the PU. In addition,

PU may use one of the spread spectrum (SS) techniques, where the PU spreads the signal’s

energy over the band. In similar cases, if the SU has the knowledge about the spreading code

used by the PU, the SU can transmit over the same band without interfering with the PU.

However, it is not straightforward to know the codes used by the PU.

• Angle: SU needs to know the location or the direction of the PU’s antenna’s beam. Given this

knowledge, SU can transmit in other directions to avoid interfering with the PU. In addition,

with the advances in the beamforming technology, many users can use the same band at the

same time and on the same geographical area, without interfering with each other.

2.2.1 Challenges

Cognitive radio technology faces different challenges that are worth to be mentioned. The main

challenges include the following:

• Hardware Requirements

Sensing may be performed using two different architectures; single radio and dual radio. In

single radio, only one RF chain performs sensing and communication but not at the same time.

A small period of the dedicated time is reserved for sensing, while the rest of the period is
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reserved for communication. Single radio architecture has simple implementation complexity,

but it has low spectrum efficiency. This is because the transmission cannot be performed

during the whole period of time. Moreover, sensing is not guaranteed to be always accurate.

This is because sensing is not performed during transmission. On the other hand, in dual radio,

two RF chains are used, one is used for sensing and one is used for communication. Dual

radio has more implementation complexity than single radio with a higher implementation

cost. However, dual radio is more spectrum efficient and makes the process of sensing more

accurate. This is because sensing is performed all the time. Hence, SU should consider these

challenges with both architectures [13].

• Hidden Primary User Problem

In some scenarios, during spectrum sensing, the PU may be behind an obstacle (shadowing)

(see Figure 2.1) [13]. In other scenarios, the received primary signals may pass through a

fading channel. These factors cause large fluctuations in the power of the received primary

signals at the SU’s receiver. Moreover, these fluctuations can vary over time due to changing

distances between PU’s transmitter and SU’s receiver. In similar conditions, SU will not be

able to sense the PU’s signal transmission. In this case, SU will assume that the band is

available and starts the transmission in the range of the PU’s transmission. This issue could

be handled using cooperative sensing.

• Detecting Spread Spectrum Primary Users

Primary users may use spread spectrum (SS) techniques, such as frequency hopping spread

spectrum (FHSS) and direct sequence spread spectrum (DSSS). In the case of using FHSS,

the PU keeps hopping between different operational frequencies over narrow bands. This

is performed according to a sequence known between the transmitter and the receiver. The

problem may be avoided if the pattern of the PU’s hopping is known at the SU, and a perfect

synchronization and timing for the PU’s signal are achieved. In DSSS, PU spreads the signal’s

energy over a single band without changing the band of operation [13]. Hence, using SS

techniques produces new challenges for the SU to consider to detect a PU.
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Figure 2.1: Hidden primary user problem.

• Sensing Duration and Frequency

Sensing duration and sensing frequency are two important design parameters that have to be

chosen carefully. Sensing duration is the period of time that the SU spends to detect a PU. SU

should keep sensing the band even during transmission. This is because if a PU attempts to

reuse the band, SU should vacate as quickly as possible (spectrum mobility). This produces

a new challenge associated with the CRN because PU has the higher priority to use the band.

However, if the SU does not have the ability to sense during transmission (single radio), there

has to be a trade-off between the sensing duration and the reliability of sensing. As the sensing

duration increases, the accuracy of sensing increases. However, the duration of transmission

will be reduced, which decreases the transmission efficiency of the SUs. Sensing duration can

affect both the SU and PU. Therefore, it has to be chosen carefully to make the communication

of the SU reliable, while avoiding interference to the PU’s. Sensing frequency reflects how

often the SU should sense the bands. Sensing frequency has to be chosen based on the status

of the bands occupied by PUs. If the status changes slowly, sensing frequency requirements

may be relaxed. Moreover, interference tolerance over the PU’s channels is an important
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factor to be considered by SUs. If the SU is sensing a band that is reserved for public safety

issues, sensing frequency has to be high, it should happen as frequently as possible.

• Decision Fusion in Cooperative Sensing

Decision fusion is the process that has to be performed after the spectrum sensing process.

In cooperative sensing, decision fusion is the process of combining the sensing information

from the SUs to a central unit (centralized sensing). Decision fusion defines the way each user

combine the information form the neighboring users (distributed sensing). CR users share

their sensing information using soft or hard decisions. In soft decision, SUs send the sensing

information of the observed band to a central unit. On the other hand, in hard decision,

each SU determines the availability of a band and sends the result about the status of the

band to a central unit. Spectrum sensing using soft decision is usually more accurate than

hard decision because there may be a hidden terminal problem facing one or more of the

secondary users. Hence, making a final decision from their behalf could lead to producing

interference to the PU. This poses a new challenge to be considered for the CRN. On the other

hand, sensing using hard decision requires less information to be exchanged among users [14].

Using hard decision for spectrum sensing, the process of combining the sensing information

from users can be performed using logic operations, such as AND, OR, or M-out-of-N. In

”AND” combining method, sensing results from all users should be H1 (the band is occupied

by PU) for the SU to decide that it is really occupied by a PU (H1). In ”OR” method, SU

decides on H1 if any of the received decisions plus his own decision of the sensed band are

H1. For ”M-out-of-N” method, SU decides on H1 if the received number of decisions of H1

is equal to or larger than a pre-specified number M.

• Security

Different types of attacks against CRNs may be performed either for selfish use or to produce

harm to the CRNs. Passive attack is a major type of attacks, such as eavesdropping. Eaves-
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droppers try to overhear the confidential information between SUs without causing harm.

This makes it necessary for the CRN to consider some countermeasures against these threats.

Specifically, the physical layer of the CRNs is susceptible to several attacks. In the following

section, we mention some of the main attacks with certain countermeasures that have been

considered in literature to combat them.

2.3 Cognitive Radio Networks and Physical-Layer Attacks

The main threats on the physical layer of CRNs are depicted in Figure 2.2. In the next subsec-

tions, we mention briefly these attacks.

Figure 2.2: Physical-layer security implementation in cognitive radio network with different types
of attacks.

2.3.1 Primary User Emulation Attack

Primary user emulation attack (PUEA) occurs when an SU emulates a PU, which is called a

primary user emulator (PUE). This attack occurs in the spectrum sensing stage and is performed by

sending a signal that has the same characteristics as the PU’s signal over the licensed band when

the PUs are absent. In this case, the attacker attempts to mimic the PUs characteristics. Hence, the

opportunity of using the band will be missed. One of the methods used to defend against PUEA

is through the transmitter verification scheme [15]. In this scheme, a PU signal is verified through

checking the location of the transmitter through the received signal characteristics, such as its energy
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level. Furthermore, there is a different method used to combat the PUEA, which is based on the

power of transmission of the SUs in the network. The SUs send their observations regarding the

licensed bands to a fusion center, which would keep track of the power levels of these SUs in order to

detect a malicious user. A malicious user is recognized when an unordinary power level is observed.

Then, the fusion center would notify the other SUs.

2.3.2 Sensing Falsification

In sensing falsification attack, the attackers attempt to make a change in the sensing information

by injecting different and false sensing results either to the neighboring secondary users (distributed

sensing) or to a fusion center (centralized sensing). This is to change the decisions about the avail-

able bands in order to disturb the SUs’ transmissions, which leads to an increase in the probability of

false alarm. In fact, users injecting these false data are usually a small fraction of the total number of

nodes. To defend against this threat for the case of centralized sensing, a majority vote at the fusion

center regarding the final decision about the bands’ status can be considered. On the other hand, in

the case of non-centralized cooperative sensing, every SU can come up with a final decision on the

bands’ status by using its own decision along with the surrounding SUs’ decisions and applying the

majority rule [16].

2.3.3 Jamming

Once the SU determines which of the bands to use, the transmission begins. In this stage, the

CRN may be exposed to jamming. A jammer is a node which emits an interfering signal (very high

power signal transmitted on the same band) to disrupt the communication between the SUs. The

jammer may send jamming signals over a single or multiple bands. In order to combat this threat,

an SU receiver needs to recognize the jamming attack by measuring the received signal strength,

which in this case should presumably be high. Once the SU receiver detects the attack, one of the

spread spectrum techniques can be utilized, such as frequency hopping. In this case, when the SU

distinguishes a jamming threat, an immediate switch to other unjammed bands takes place.
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2.3.4 Eavesdropping

During an SU’s broadcast transmission, users within the coverage area of the SU’s transmitter

will be able to overhear or eavesdrop the confidential information. Eavesdroppers are classified into

two types; passive and active. In the former, the eavesdropper attempts to overhear the confidential

information silently. In this case, eavesdroppers do not send any harmful signals. Instead, they

attempt to intercept the confidential information between SUs or PUs. Thus, it is hard for the

transmitter to recognize the channel state information (CSI) of the link between the transmitter and

the eavesdropper. However, in the latter, a legitimate user of the network who is not trusted is

considered an active eavesdropper. Indeed, considering passive eavesdropping in the network is

more common and practical than active eavesdropping.

2.4 Physical-Layer Security (PLS)

2.4.1 Notion of Physical-Layer Security (PLS)

Up until now, the methods used to enhance the secrecy of networks have been heavily dependent

on the cryptography approach implemented in the upper layers of the network. However, security

methods based on encryption approaches have several drawbacks, especially for 5G communica-

tions [17]. For instance, the added software and hardware complexity of these approaches to the

network since high processing power is needed. In addition, the heterogeneous networks used in 5G

make the process of exchanging the secret keys very difficult. This is because encryption is usually

done with powerful algorithms that presume that the receiver of the eavesdropper is computationally

constrained. Nevertheless, recent improvements have been made in devices’ computing power to

break encryption codes. Hence, certain measures are necessary to improve the security of commu-

nication systems. Therefore, physical-layer security (PLS) has become a very interesting approach

to investigate and improve the safety of the sharing of confidential information between legitimate

ends in 5G. As PLS does not depend on encryption and decryption techniques, there is no need for

the exchange of security keys. PLS was first addressed by Shannon and further explored later by

Wyner and it clearly shows that security of the data is guaranteed if the channel between legitimate
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users has better conditions than the channel exists between the transmitter and the attackers [2],

[18].

2.4.2 Wiretap Channel

The three-node wiretap communication system is depicted in Figure 2.3. In order to study the

PLS of a system, we should consider two different channels; the main channel and the wiretap

channel. The main channel is the one between the transmitter (Tx) and the legitimate receiver (Rx),

while the wiretap channel exists between Tx and the eavesdropper (Eve).

Figure 2.3: Three-node wiretap channel.

2.4.3 Physical-Layer Security Metrics

In this section, the main secrecy metrics used in this thesis are defined.

• Secrecy Outage Probability

Eavesdroppers seeking to overhear the confidential information silently (passive eavesdrop-

pers) make it difficult to recognize the channel-state information (CSI) of the wiretap channel.

Hence, CSI is usually not available at the transmitter and thereby it transmits on a constant

rate (Cth). A leakage of the confidential information through the wiretap link is possible and

the most effective way to assess the level of secrecy of the system model is through the se-

crecy outage probability (SOP ). SOP is defined as the probability that the secrecy capacity
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falls below a given threshold (Cth) as

SOP = Pr (Cs < Cth) , (2.1)

where Cs is the secrecy capacity and Cth is the threshold secrecy rate. For the system model

considered in Figure 2.3, the secrecy capacity is defined as [19]

Cs =


CM − CE , if γM > γE

0, if γM ≤ γE

, (2.2)

where CM is the capacity of the main channel and CE is the capacity of the wiretap channel.

γM and γE are the received SNRs at the legitimate and the eavesdropper receivers for the

three-node wiretap model, respectively.

• Probability of Non-Zero Secrecy Capacity

The probability of non-zero secrecy capacity (Pnzcr ) is defined as the probability that the

secrecy capacity is positive. In other words, it is the probability that the capacity of the

main channel is larger than the capacity of the wiretap channel. This event occurs when the

conditions of the main channel are better than those for the wiretap channel in terms of the

received SNRs,

Pnzcr = Pr (Cs > 0) = Pr (γM > γE) · (2.3)

2.5 Physical-Layer Security in Cognitive Radio Networks

Given the paradigm used for transmission by SUs, i.e., underlay, overlay, or interweave, the

physical layer of the CRN may be threatened by attacks. For example, when SUs adopt an underlay

paradigm for communication, a continuous adaptation of the transmit power should occur to keep
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the interference caused to the primary network below a certain threshold. Since the capacities of the

main and the wiretap channels can both be affected by this variation, the conditions of these channels

are also impacted. This indicates that the received SNRs obtained at both ends are influenced and

thus the confidentiality of the transmission will be impacted as well. For example, given that the

wiretap channel’s conditions are constant while the average received SNR at the legitimate receiver

is the one that varies, lowering the transmit power due to the underlay mode would degrade the

PLS for the users. Moreover, the cooperation between the SUs and PUs networks is carried out

when the overlay mode is employed. In the case where a secondary malicious node exists, the

PU transmission could be jeopardized, as the SU network could be untrusted to assist the PU with

its transmissions. Hence, PLS is suggested to be applied by users in CRNs to safeguard their

transmissions.

Apart from other non-cognitive networks, it is found more complex to apply PLS to CRNs. This

is due to several reasons; first, attacks and threats over one network, i.e., SUs’ or PUs’ network,

can impact the communication of both networks. Second, indoor or outdoor network attacks can

occur. Hence, an additional challenge is posed on the SU node to be able to differentiate between

legitimate users and malicious nodes. Third, attacks could occur during the three states of the

cognition cycle. For instance, the sensing process could be an open platform for attacks. When

assuming cooperative sensing, an appearance of a single malicious user can corrupt the sensed data

and damage the communication for the other SUs. This will also negatively impact the quality of

the PUs’ communication. Finally, comparing the attacks for CRNs with non-cognitive networks,

there are specific types that are unique to CRNs and thus requiring different countermeasures and

procedures to combat them, such as the ones mentioned in section 2.3. This results in an additional

complexity compared to non-cognitive networks. Nevertheless, protecting the SUs’ networks from

attacks requires employing energy-intensive techniques such as cooperative jamming in addition to

the energy-consuming operations that SUs already perform. As a result, when protecting the SUs’

networks, consideration should be given to energy consumption. Energy harvesting (EH) is one

step towards green communication and is useful in addressing the issue of energy consumption,

particularly for energy-constrained devices. The following section will provide an overview of EH.
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2.6 Energy Harvesting (EH)

Energy harvesting (EH) is a key advancement in green communication that enables network

nodes to gather energy to extend the battery life. Through the process of EH, energy can be extracted

from a variety of sources, including solar, wind, vibration, and radio frequency (RF) waves. EH

converts alternating current (AC) to direct current (DC) in order to power devices. This stored

energy can be used for a variety of purposes, such as improving the energy efficiency and the security

level of the confidential information for CRN’s users. In this section, the main advantages of EH

are listed along with the two main categories of RF-EH sources. Additionally, the EH transmit and

receiving schemes are included. The receiver architecture and the main power management schemes

in EH are also presented.

2.6.1 Energy Harvesting Advantages

Energy harvesting provides us with many promising advantages, including:

• Self-sustainable capability.

• Reduction of carbon emission.

• Truly wireless nodes without requiring battery replacement.

• Easy and fast deployment in any toxic, hostile or inaccessible environments.

2.6.2 Types of Radio Frequency (RF)-EH Sources

Radio frequency (RF)-EH has attracted attention as no additional expenses are required since

the signal carrying the information also carries power. The sources of RF-EH can be classified into

two main categories; dedicated sources and ambient sources:

• Dedicated energy transmitters, such as powercast. These sources are intended to enable the

end-devices to harvest energy and charge their batteries. Only power is transmitted here to

guarantee that the network’s lifetime is adequate to achieve the necessary quality of service

(QoS).
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• Ambient RF sources refer to the sources that are not intended to charge the end devices but

using certain methods, energy can be derived from these signals. Examples for the ambient

sources include TV broadcasting, radio broadcasting, and mobile base stations.

Since the ambient sources can be impacted by location, weather, and time, dedicated RF

sources are more reliable. That is, these dedicated sources are presented under the request of

nodes in the network to prolong the lifetime of nodes and ensure that QoS is achieved.

2.6.3 Energy Harvesting Transmit Schemes

On the transmitting side, there are three main types of EH-transmitters as shown in Figure 2.4

and explained below:

• Wireless power transfer (WPT): in WPT, a transmission power station designed to transfer

power for charging devices is available. An example of WPT can be found in [20], in which

there is an access point (AP) in a clustered wireless sensor networks (WSN) with the potential

of emitting power for all the nodes in the network (sensors and cluster heads) to be used as a

supply of EH. This harvested energy is stored and used for the purpose of sensing, processing

the sensed data, and for communication.

• Simultaneous wireless information and power transfer (SWIPT): SWIPT is regarded as a

viable energy scarcity solution as it is based on the premise that energy and information

compose the RF signal. In this case, two nodes exchanging information can also harvest

energy from the received RF signal. The key benefit of this type is that opposed to the WPT,

no added infrastructure or expenses are required. To be able to successfully benefit from this

scheme of transmitters, the receiver should be designed with an energy harvester circuit to

carry out either time switching (TS), power splitting (PS), or antenna selection (AS) which

will be presented in this thesis.

• Wireless powered communication network (WPCN): Two time slots are necessary for the

entire procedure of WPCN. In the first slot, a power signal is transmitted by the transmitter,

which is used as a supply of energy at the receiver. The receiver harvests the energy and stores

it in its storage device to be used for its own transmissions in the uplink in the next time slot.
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Figure 2.4: EH transmit schemes

2.6.4 Energy Harvesting Receivers

On the receiving side, two types of energy harvesting receivers exist. These receivers are cate-

gorized as:

• Ideal receivers: in ideal receivers, the receiver is considered to be able to use the same circuit

to extract the energy from the received RF signal . Additionally, the receiver is expected to

be able to concurrently execute EH and information decoding (ID). Nevertheless, due to the

constraints in the hardware architecture of the receiver, this is not practical. However, it is

treated in some previous studies as an upper limit for the system performance [21].

• Co-located receivers: the receiver should be adapted to satisfy the SWIPT specifications to

allow the receiver to profit from this transmission scheme. This can be accomplished when a

receiver utilizes one of the following schemes: power splitting (PS), time switching (TS), or

antenna selection (AS).

Figure 2.5 shows the three schemes of co-located RF-EH receivers. For the PS protocol, the

receiver divides the power of the received signal into two parts based on a power splitting

factor (θ). A portion of the power will be used for EH and it will be stored in one of the

device’s storage units, such as a battery or a capacitor. The remaining of the power is spent on

ID. In TS, the entire power is utilized and the time is split into two or more slots, one of which
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is spent on EH and the rest of its time is used to process the data, i.e., ID. The switching is

based on a time switching factor (ρ). Finally, a collection of antennas is mounted in the AS

scheme, a few of which are used for EH, and the others are used for ID.

Figure 2.5: EH receiver schemes

2.6.5 SWIPT-EH Receiver Architecture

On the receiving side, the structure of the receiver should be designed as shown in Figure 2.6 to

be compatible with the SWIPT scheme. For TS and PS, the receiver has one receiving antenna that

is connected to two independent circuits. One of the circuits is used for EH and the other one for

ID. The main components of the EH circuit are:

Figure 2.6: EH receiver structure

• The receiving antenna: the antenna is designed to work on a single or multiple bands of

frequencies. This corresponds to the fact that the EH receiver is able to harvest energy from

a single or multiple bands of frequencies. It is noteworthy that with increasing the antenna

gain, the efficiency of the receiver improves.
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• The matching circuit: it is a resonator circuit aimed to boost the power transmitted to the

rectifier circuit and to reduce the lost power. When the impedance matching occurs between

the loads and the antenna output in the circuit, the maximum power can be reached.

• Rectifier: the rectifier circuit’s main component is the diode which has the function of con-

verting the RF signal, i.e., AC signal into DC signal. The lower the built-in voltage in the

diode, the higher the circuit’s efficiency. The other component of the rectifier is the capacitor,

which ensures that the power drawn to the load is delivered smoothly.

• Power management unit: this is an essential unit as it handles several functions in the receiver.

For instance, this unit determines whether the accumulated energy must be stored or utilized

for the node’s processing immediately. Moreover, the power management unit shall determine

the amount of power that the various sections of the receiver consumes. That is to guarantee

a long lifetime while retaining the appropriate QoS required level.

2.6.6 Energy Harvesting Management Schemes

In EH networks, there are three types of power management schemes:

• Harvest-use (HU): for the HU scheme, the harvested energy is not stored and it will be imme-

diately consumed by the node. This scheme is principally limited by ensuring that the amount

of energy that is extracted is greater than the energy consumed.

• Harvest-store-use (HSU): in this scheme, the harvested energy is initially stored in one of

the storage devices, such as a rechargeable battery or a capacitor. Then, the node will use

the accumulated energy for various tasks over the next period. The major concern with this

scheme is that the charging phase creates a loss of energy. This amount differs based on the

type of the storage device.

• Harvest-use-store (HUS): in HUS, temporary preservation of the accumulated energy in a

storage unit occurs to be used immediately by the node. Then, the excess of the energy will

be stored in another storage device to be consumed later. The key limitation of this form is

that for the procedure to be performed successfully two storage devices are involved.
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2.7 Cascaded Fading Channels

For practical modeling of signals propagation and an accurate evaluation of communication

security between moving nodes in CRNs, cascaded channels should be utilized. Classical fading

channels, such as Rician, Rayleigh, and Nakagami-m fading channels do not consider the scattering

in the area between the transmitter and the receiver, which has a considerable effect on the system

performance and security. Consequently, cascaded fading channels have recently been considered

an accurate modeling form of these channels. [22], [23]. Cascaded fading channels are also referred

to as multiplicative channels since the received signal is generated by the multiplication of a large

number of rays reflected from the scatters. These signals are considered to be independent but not

necessarily identically distributed [23].

2.7.1 Applications of Cascaded Fading Channels

Cascaded fading channels are used to model the propagation of RF signals in different types

of communication systems, such as, mobile-to-mobile/vehicle-to-vehicle (M2M/V2V) transmis-

sion channels [22], [24, 25, 26], radio-frequency identification (RFID) pinhole channels [27], [28],

multi-hop relaying systems [26], [18], [29], and multiple-input-multiple-output (MIMO) keyhole

communication systems [23], [30]. In multi-hop relaying systems, the entire system can be mod-

eled using cascaded fading channels model, where the signal from the transmitter to the receiver

is transmitted from one relay to another, which works as a non-regenerative node. In addition, for

the propagation in the presence of keyholes, the signal from the transmitter to the receiver moves

through small keyholes among obstacles, where each keyhole acts as a new source to the next one

[30]. For instance, some research has shown that cascaded Rayleigh fading channels are suitable for

modeling the intervehicular communication (IVC) channels [28]. Double Rayleigh fading channels

have been used to model the keyhole channel model for MIMO communication systems [30], [31],

[32], M2M communication systems, and vehicular communications [24], [33], [34]. Furthermore,

N∗Nakagami-m fading channels were utilized to model the links for V2V communications [24],

[34].
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2.8 Fading Channels

General fading distributions, such as α− µ, η− µ, and κ− µ fading distributions are necessary

for more accurate channel modeling [35]. General fading channels have been verified via field

measurement campaigns to better fit the experimental data compared to other known distributions,

such as Rician and Nakagami-m [35]. κ-µ general fading model is used to present the small-scale

variation of the signal under the line-of-sight (LOS) condition (there is a LOS component). The

κ − µ distribution models the signal as it is composed of clusters of multi-path waves. κ-µ fading

channel is known for its flexibility as it includes some of the well-known classical channels as

special cases by adjusting the values of the parameters κ and µ, such as Rician (µ = 1 and κ = LOS

component in the Rician channel), Rayleigh (κ = 0, µ = 1), Nakagami-m ( κ = 0, µ = m), and

the one-sided Gaussian (κ = 0, µ = 0.5) distributions [35].

2.9 Literature Review

In this section, we present several previous investigations regarding the considered research. In

[36], the PDF and CDF of the multiplication of a large number of Nakagami-m random variables

are derived along with the link performance metrics, such as the outage probability (OP) and the

average bit error probability (ABEP). The PDF and CDF of cascaded generalised-K fading channels

were derived in [30]. The average symbol error probability (ASEP) and the ergodic capacity (EC)

were derived as well. Cascaded Rayleigh fading channels were analyzed in [37]. Cascaded Rician

fading channels along with the performance metrics including the ABEP, the OP, and the average

channel capacity (ACC) were presented in [6]. One of the general fading models, which is the α−µ

fading channel has been considered in the cascaded fading channel, where the PDF and the CDF

of the cascaded α − µ fading channel envelope were derived [38]. Moreover, in [39], the PDF,

CDF, and the statistics of the signal-to-noise-ratio (SNR) at the input of the receiver were derived

for cascaded α− µ channels. In [40], the PDF and the CDF of cascaded Fisher-Snedecor F fading

channels were derived. Moreover, link performance was studied in terms of the channel quality

estimation index, the OP, and the ABEP.
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Recently, attention has been drawn to the work on physical-layer security (PLS) for communi-

cation systems. Some works have focused on a single-input-single-output (SISO) systems to study

secrecy using the classical fading channels. For instance, in [41], for a network consisting of a

transmitter, a receiver, and a single eavesdropper, the probability of a strictly positive secrecy ca-

pacity (SPSC) was studied over the Rician fading channels. The same analyses were carried out for

the Weibull fading channel in [42]. SOP and SPSC were derived in [43] for a three-node wiretap

system model operating over Generalized Gamma fading channels. SPSC was derived in [44] for a

three node-wiretap system operating over log-normal fading channels. Secrecy over SISO systems

assuming general fading distributions was studied as well. In [45], the α-µ general fading channels

are used for a three-node wiretap system, where active eavesdropping exists. Average secrecy ca-

pacity (ASC) is evaluated to test the secrecy of the system. Moreover, the performance evaluation

of the system’s secrecy over α − µ fading channel in [46] and over α-κ-µ and α-η-µ generalized

fading channels in [47] was investigated in terms of SOP. Single-input-multiple-output (SIMO) sys-

tem models were also of great interest to study the PLS for classical and general fading channels.

For example, in [48] secrecy was studied for a SIMO system operating over the general κ-µ fading

channel in terms of SOP and SPSC. For the same general κ-µ fading channel, secrecy was stud-

ied in [49] and also in [50] for correlated κ-µ shadowed fading channels in terms of the SOP and

the SPSC. PLS was also studied for MIMO systems using different diversity techniques. In [51],

secrecy has been studied for a three-node MIMO wiretap system over α-µ fading channels, where

the transmitter employs transmit antenna selection (TAS) technique. A single antenna is selected to

send the information to a multi-antenna receiver in the presence of a passive multi-antenna eaves-

dropper. Both of the receivers (the legitimate receiver and the eavesdropper) employ maximal-ratio

combining (MRC) technique to enhance the receiver SNR. Hence, a worst-case scenario is assumed

in this work. The secrecy was studied in terms of the SOP and SPSC. For the same fading chan-

nel, in [52] stochastic geometry was used to study the secrecy for a MIMO system, where both the

legitimate receivers and eavesdroppers are distributed with two independent homogeneous Poisson

point processes. In this work, the eavesdroppers are assumed to be non-colluding. The secrecy is

evaluated in terms of the connection outage probability (COP), the probability of non-zero secrecy

capacity (Pnzcr ), and EC based on two scenarios; the kth nearest and the kth best legitimate receiver.
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In [53], SOP was studied for a MIMO system that used TAS/MRC techniques over the general fad-

ing distribution, which is the η-µ fading channel with and without co-channel interference. TAS and

generalized selection combining (GSC) for a MIMO three-node system were used in [54] to study

the system secrecy over Nakagami-m fading channels. Secrecy was studied in terms of the SOP

and average secrecy rate (ASR) for two scenarios; the first one corresponds to that the legitimate

receiver is located near the transmitter and the second one considers that the legitimate receiver and

the eavesdropper are located near the transmitter.

Studying PLS over cascaded fading channels is also an area of interest. PLS was studied for a

system model consisting of a transmitter, a receiver, and one eavesdropper in terms of the SOP and

SPSC over double Rayleigh fading channel in [55] and over double Nakagami-m fading channel

in [18]. Similar analyses were performed in [33] over cascaded α − µ fading channel and in [26]

and [56] over cascaded Nakagami-m fading channel. In [56], the secrecy performance was studied

for two scenarios of one eavesdropper and two eavesdroppers. Secrecy was studied over cascaded

Fisher-Snedecor F fading channels using stochastic geometry in [57] in the presence of randomly

distributed eavesdroppers. Intercept probability is evaluated in this model, where two different

cases are considered, which are the kth nearest and kth best eavesdropper. PLS for a three-node

wiretap system model over cascaded κ-µ fading channels was explored in [7] assuming worst-

case scenarios. In this work, cascaded channels were presumed at the main channel only, with

multiple colluding eavesdroppers. PLS was investigated in terms of SOP and Pnzcr . Similar analysis

were carried out in [58], in which both channels are assumed to follow cascaded κ-µ model. A

comparison between the impact of colluding and non-colluding eavesdroppers on security has been

presented in [59] over cascaded κ-µ channels, in which the non-colluding ones are assumed to be

randomly distributed in the area.

Considerable research has been conducted to analyze and improve the privacy of underlay

CRNs. In [60], PLS has been studied for an underlay CRN over Rayleigh fading channels in terms

of the SOP and the probability of non-zero secrecy capacity (Pnzcr ) with a multi-antenna legitimate

receiver. Results reveal that the secrecy can be improved as the number of antennas increases. PLS

analyses have been performed in [61] for a single-input-multiple-output (SIMO) underlay CRN in
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terms of SOP. Moreover, PLS has been studied for a multiple-input-multiple-output (MIMO) un-

derlay CRN in [62] over Nakagami-m fading channels and in [63] over Rayleigh fading channels

in terms of the SOP and with the existence of multi-antenna eavesdropper. Moreover, in [64], PLS

has been studied for an underlay CRN, where the SU transmitter is equipped with multiple antennas

and the SU receiver and the eavesdroppers are equipped with a single antenna over Rayleigh fading

channels. Outdated channel state information (CSI) was considered in [64] and in the presence of

multiple primary users. In [65], secrecy was studied in terms of the intercept probability with the

existence of multiple PUs over Rayleigh fading channels. PLS for CRNs over cascaded fading chan-

nels was first introduced in [66] over cascaded Rayleigh fading channels in terms of SOP, Pnzcr , and

INT . Finally, PLS was investigated for a SIMO underlay CRN over cascaded κ-µ fading channels

in [67] in terms of the SOP and Pnzcr .

CRNs-based energy harvesting (EH) has recently gained a significant interest due to its role in

enhancing the PLS of CRNs’ users while saving energy. For instance, in [68], PLS for an under-

lay CRN based-simultaneous wireless information and power transfer (SWIPT) system was studied

over Rayleigh channels, in which several power splitting (PS)-EH receivers acting as eavesdroppers

are presumed in the network. In [69], PLS for a CRN consisting of a pair of SUs, a pair of PUs,

an eavesdropper, and an external EH jammer was investigated over Nakagami-m channels. The

jammer uses the harvested energy to send artificial noise to mislead the eavesdropper. In addition,

in [70], in exchange for the access to the licensed band for their own transmissions, SUs collaborate

with PUs by employing EH and providing data transfer protection for PUs. The operation in [70]

is divided into several time slots and the Rayleigh fading model is presumed at all channels. Addi-

tionally, in [71], PLS for an underlay CRN under the threat of eavesdropping over Rayleigh fading

channel was explored. A full-duplex (FD) SU destination assisting the system’s secrecy by emitting

artificial noise was assumed. Recent research has focused on improving the energy efficiency of

the underlying CRN through the utilization of EH. However, few studies have been conducted on

employing EH for overlay CRN. For instance, in [72], a cooperation between a pair of SUs and PUs

is conducted, in which the assistant SU harvests energy using PS protocol from the PUs’ messages.

The outage probability and the energy efficiency for both networks have been evaluated. More-

over, in [73], a TS energy harvesting process is performed by SUs, in which the SU that assists
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the PUs decodes and forwards the PUs messages in exchange for utilizing the licensed band. The

outage probability and system throughput have been assessed in this work. Additionally, in [74],

an overlay CRN was studied, in which the SU forwards the PUs messages in exchange for utilizing

the bands, whereas the PU harvests energy from the received SUs’ messages to improve its battery

energy level. The PS factor has been optimized with the objective of improving the SUs’ and PUs’

communication reliability. Furthermore, PLS was studied for an underlay CRN with a destination

assisting the SUs security by harvesting energy to emit jamming signals towards the eavesdropper

in [75] over cascaded κ-µ model. PLS was explored in [76] for an underlay CRN over κ-µ channels

with non-colluding and randomly distributed eavesdroppers, in which a cooperating jammer exists

to harvest energy and mislead the eavesdropper.
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Chapter 3

Physical-Layer Security over Cascaded

Fading Channels

3.1 Introduction

Recently, attention has been drawn to the work on physical-layer security (PLS) for communica-

tion systems. In [41], for a network consisting of a transmitter, a receiver, and a single eavesdropper,

the probability of a strictly positive secrecy capacity was studied over the Rician fading channel.

Same analyses were carried out for the Weibull fading channel in [42]. Secrecy over mixed α-µ and

κ-µ fading channels was analyzed in [77] in terms of the average secrecy capacity. Moreover, the

performance evaluation of the system’s secrecy over α − µ fading channel in [46], and over α-κ-µ

and α-η-µ genealized fading channels in [47] was investigated. The secrecy performance of a sys-

tem that employs single-input multiple-output (SIMO) was investigated in [78] over generalized-K

fading channel, in [49] over κ − µ fading channel, and in [79] over η-µ fading channels. In addi-

tion, the secrecy of a SIMO system operating over correlated κ-µ shadowed fading channels was

analyzed in [50] in terms of the secrecy outage probability (SOP) and the probability of strictly pos-

itive secrecy capacity. Same analyses were performed for a multiple-input multiple-output (MIMO)

system model that employs transmit antenna selection (TAS) and maximal-ratio combining (MRC)

schemes over α-µ fading channels in [51] and in [80] using TAS scheme. The effect of fading and

co-channel interference over secrecy was studied in [81]. Furthermore, PLS was explored for a
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system model consisting of a transmitter, a receiver, and one eavesdropper in terms of the SOP and

the probability of positive secrecy capacity over double Rayleigh fading channel in [55] and over

double Nakagami-m fading channel in [18]. Similar analyses were performed in [33] over cascaded

α− µ fading channel and in [26] and [56] over cascaded Nakagami-m fading channel. In [56], the

secrecy performance was studied for two scenarios of one eavesdropper and two eavesdroppers.

In this chapter, cascaded κ-µ fading channels are selected for studying PLS of different system

models. Hence, we begin our analyses by deriving the probability density function (PDF) and

the cumulative distribution function (CDF) of cascaded κ-µ fading channels. Then, we study the

performance of a point-to-point link using three evaluation metrics, which are the outage probability

(OP), average symbol error probability (ASEP), and average channel capacity (ACC). In addition,

we study the PLS of a three-node wiretap system model over the derived cascaded channels under

three different scenarios.

3.2 κ-µ Fading Channels

κ-µ fading channel is one of the general fading channels which represent the fading in an envi-

ronment in a more practical and general way. κ-µ distribution suits the LOS applications and it is

defined by two physical parameters, which are κ and µ. κ > 0 is defined as the ratio between the

total power of the dominant components and the power of the scattered waves, while µ > 0 repre-

sents the number of the multi-path clusters. µ can be mathematically given by µ =
E[R2](1+2κ)

V [R2](1+κ)2
,

with E[·] representing the expectation operator and V [·] representing the variance. R represents the

envelope of the fading signal. The PDF of a single κ-µ random variable (X) is given by [35]

fX(x) =
2µ (1 + κ)

µ+1
2

κ
µ−1
2 exp (κµ)

xµ exp
[
−µ (1 + κ)x2

]
Iµ−1

[
2µ
(√

κ (1 + κ)
)
x
]
, (3.1)

where Iν(z) is the modified Bessel function of the first kind with order ν [82, eq. 8.445].
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3.3 Cascaded κ-µ Fading Channels

For the case of cascaded κ-µ fading channels, the received signal at the receiver is generated

by the multiplication of a number of κ-µ random variables, which represent the virtual rays that are

reflected from the scatters in the path between the transmitter and receiver. These random variables

are assumed to be independent but not necessarily identically distributed. The overall channel can

be used to model different types of communication systems, such as keyhole channel for MIMO

systems and mutihop relaying systems.

3.3.1 The PDF and CDF of Cascaded κ-µ Fading channels

The channel is considered to be cascaded (multiplicative) as discussed above. Hence, the dis-

tribution of the received signal follows the cascaded κ-µ distribution (see Figure 3.1). The PDF of

the cascaded κ − µ random variables can be found through intuition, where we can find a general

formula for the PDF of the multiplication of ”n” κ− µ random variables.

Figure 3.1: Cascaded fading channel system model.

Let the multiplication of Xi independent κ-µ random variables with the parameters κi and µi

(i ∈ {1, 2, · · · , n}) given by

Yn =

n∏
i=1

Xi· (3.2)

Let Y2 = X1X2 be the multiplication of two random variables with the PDF ofX1 andX2 following

the κ-µ distribution defined in (3.1). Using the transformation of random variables, the PDF of Y2

is given by

fY2(y) =

∫ ∞

−∞

1

|t|
fX1

(y
t

)
fX2(t)dt· (3.3)
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Substituting the PDF of X1 and X2 from (3.1) yields

fY2(y) = c1y
µ1

∫ ∞

0
t−1−µ1+µ2 exp

(
−µ1 (1 + κ1) y

2

t2

)
× exp

(
−µ2 (1 + κ2) t

2
)
Iµ2−1

[
2µ2
√
κ2 (1 + κ2)t

]
Iµ1−1

[
2µ1
√
κ1 (1 + κ1)

y

t

]
dt,

(3.4)

where c1 = 2µ1(1+κ1)
µ1+1

2 2µ2(1+κ2)
µ2+1

2

κ
µ1−1

2
1 exp(µ1κ1)κ

µ2−1
2

2 exp(µ2κ2)

· Using [82, eq. 8.445] and with some mathematical

manipulations, (3.4) can be expressed by

fY2(y) =
∞∑
l1=0

∞∑
l2=0

c1c2
2

[µ2 (1 + κ2)]
µ1−µ2+l1−l2 y2µ1+2l1−1

× G 0 2
2 0

(
µ1−µ2+l1−l2+1,1

−

∣∣∣∣∣ 1∏2
i=1 µi (1 + κi) y2

)
, (3.5)

where Gm n
p q

( ar
bs

∣∣z) is the Meijer G-function defined in [82, eq. 9-301] and

c2 =

[
2µ1
√
κ1 (1 + κ1)

]2l1+µ1−1 [
2µ2
√
κ2 (1 + κ2)

]2l2+µ2−1

Γ (l1 + µ1) (l1)! 22l1+µ1−1Γ (l2 + µ2) (l2)! 22l2+µ2−1
·

It is straightforward to prove that the PDF of the cascaded κ− µ channel is given by

fYn(y) =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cxy
2µ1+2l1−1G 0 n

n 0

(
β
−

∣∣∣∣ 1

y2
∏n
i=1 µi (1 + κi)

)
, (3.6)

where β = µ1 − µ2 + l1 − l2 + 1, · · · , µ1 − µn + l1 − ln + 1, 1 and

cx = 2

n∏
i=1

 [µi (1 + κi)]
µ1−µi+l1−li µi (1 + κi)

µi+1

2

[
2µi
√
κi (1 + κi)

]2li+µi−1

κ
µi−1

2
i exp (κiµi) Γ (li + µi) (li)! 22li+µi−1

 ·

When the cascade level n = 1 and κ = K (LOS component in Rician fading channel) and µ = 1,

the PDF in (3.6) reduces to

fY1(y) =

∞∑
l1=0

c′xy
2l1+1G 1 0

0 1

(−
0

∣∣y2 (1 +K)
)
, (3.7)
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where c′x =
2(1+K)

[
2
√
K(1+K)

]2l1
exp(K)(l1!)222l1

· Using [83, eq. (8.4.3.1)] and [82, eq. 8.447.1], (3.7) reduces to

the PDF of the Rician random variable [84, eq. 2.3-62]. Moreover, setting K = 0 reduces to the

PDF of the Rayleigh random variable [84, eq. 2.3-43]. Certain expressions for the PDF of fading

channels such as Nakagami-m can be extracted from (3.6) by modifying the values for κ and µ. The

CDF of the multiplication of ”n” κ-µ random variables can be derived from the PDF in (3.6) as

FYn (y) =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx

∫ y

0
x2µ1+2l1−1G 0 n

n 0

(
β
−

∣∣∣∣ 1

x2
∏n
i=1 µi (1 + κi)

)
dx ·

(3.8)

Using [82, eq. (9.31-2) ] and [85, eq. (26) ], (3.8) becomes

FYn (y) =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2
y2(µ1+l1)G n 1

1 n+1

(
1−µ1−l1

η′

∣∣∣∣∣y2
n∏
i=1

µi (1 + κi)

)
, (3.9)

where η′ = −µ1 + µ2 − l1 + l2, · · · ,−µ1 + µn − l1 + ln, 0,−µ1 − l1.

3.4 Signal-to-Noise-Ratio Statistics

Assume we have a digital communication system operating over the cascaded κ-µ fading chan-

nel. The received SNR statistics will be derived in this section. Then, the outage probability, the

average symbol error probability, and the average channel capacity are derived. The SNR at the

input of the receiving node is denoted by the variable γ. The average received SNR (γ̄) is given by

γ̄ = E
[
Y 2
n

] P
N◦

, (3.10)

where Yn is the vector representing the multiplication of ”n” κ-µ random variables in (3.2), P is the

transmit power andN◦ is the power spectral density of the additive-white-Gaussian-noise (AWGN).

Using (3.2), (3.10) can be written as

γ̄ =
P

N◦

n∏
i=1

E
[
X2
i

]
· (3.11)
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The PDF of the SNR at the receiving node can be expressed as [86, eq. (2.3)]

fγ (γ) =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2
γµ1+l1−1

(∏n
i=1E

[
X2
i

]
γ̄

)µ1+l1

× G 0 n
n 0

(
β
−

∣∣∣∣∣ γ̄

γ
∏n
i=1E

[
X2
i

]
µi (1 + κi)

)
· (3.12)

The CDF of the SNR can be found from (3.12) Using [82, eq. (9.31-2) ] and [85, eq. (26) ] as

Fγ (γ) =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2

(
γ

∏n
i=1E

[
X2
i

]
γ̄

)(µ1+l1)

× G n 1
1 n+1

(
1−µ1−l1

η′

∣∣∣∣∣γ
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
· (3.13)

3.5 Link Performance over Cascaded κ-µ Fading Channels

In this section, the system performance is studied over the cascaded κ − µ fading channel and

in the presence of the AWGN.

3.5.1 Outage Probability

-Exact outage probability: Outage probability (Po) is the probability that the SNR (γ) falls

below a given threshold (γth) and can be found as

Po = Pr (γ ≤ γth) = Fγ (γth) · (3.14)

Substituting (3.13) into (3.14) yields

Po =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2

(
γth

∏n
i=1E

[
X2
i

]
γ̄

)(µ1+l1)

× G n 1
1 n+1

(
1−µ1−l1

η′

∣∣∣∣∣γth
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
· (3.15)
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-Asymptotic outage probability: The asymptotic outage probability is calculated when γth
γ̄ → ∞.

Using [87, eq. ( 2.2.1)] and [87, eq. (3.11.3)], (3.15) can be rewritten as

Po =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx

2 (µi(1 + κi))
µ1+l1

H n 1
1 n+1

(
ϕ1
ϕ2

∣∣∣∣∣γth
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
,

(3.16)

where H m n
p q ( ab |·) is the Fox H-function defined in [87, eq. 3.11.1], ϕ1 = {1, 1}, and ϕ2 =

{µ2 + l2, 1} , · · · , {µn + ln, 1} , {µ1 + l1, 1} , {0, 1}. Using [88, eq. (2.1)], (3.16) can be expressed

as

Po =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx

2(2πi) (µi(1 + κi))
µ1+l1

∫
C

Γ[−s]
∏n
i=1 Γ[µi + li + s]

Γ[1− s]

(
γth

∏n
i=1 E[X2

i ]µi(1+κi)
γ̄

)sds ·
(3.17)

Using the residue method defined in [89], (3.17) can be approximated as

Po ≈
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx

2 (µi(1 + κi))
µ1+l1

Res

 Γ[−s]
∏n
i=1 Γ[µi + li + s]

Γ[1− s]

(
γth

∏n
i=1 E[X2

i ]µi(1+κi)
γ̄

)s , 0


≈
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx

2 (µi(1 + κi))
µ1+l1

n∏
i=1

Γ[µi + li]. (3.18)

Note that the expression in (3.18) is independent of the average received SNR (γ̄) since the required

threshold is very high. That is the system is in outage and cannot satisfy its requirement, which

means that the communication cannot be reliable regardless of the average transmitted power value.

This case represents the worst-case scenario of the system performance.
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3.5.2 Average Symbol Error Probability

The average symbol error probability (ASEP) is evaluated by averaging the conditional symbol

error probability over the PDF of the SNR (γ) as

P̄e =

∫ ∞

0
Pe (γ) fγ (γ) dγ· (3.19)

The modulation scheme assumed here is Binary-Phase-Shift-Keying (BPSK). However, any type of

modulation may be used. For BPSK, the conditional symbol error probability Pe (γ) is given by

Pe (γ) =
1

2
erfc (

√
γ) , (3.20)

where erfc (·) is the complementary error function, which can be represented through the Meijer

G-function as [83, eq. (8.4.14.2)]

erfc
(√
z
)
=

1√
π
G 2 0

1 2

(
1

0, 1
2

∣∣∣z) · (3.21)

Using [82, eq. (9.31-2) ], (3.21), and [83, eq. (2.24.1.1)], (3.19) can be expressed as

P̄e =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
4
√
π

(∏n
i=1E

[
X2
i

]
γ̄

)µ1+l1
(3.22)

× G n 2
2 n+1

(
cp

β′,−µ1−l1

∣∣∣∣∣
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
,

where cp = 1− µ1 − l1, 0.5− µ1 − l1 and β′ = −µ1 + µ2 − l1 + l2, · · · ,−µ1 + µn − l1 + ln, 0.

3.5.3 Average Channel Capacity

The average channel capacity (ACC) represents an important metric for the system performance,

which measures the maximum transmission rate of the communication system. Let B.W denotes

the channel bandwidth and ACC represents the channel capacity over an AWGN channel, which is
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given by

ACC = B.W log2

(
1 +

Es
N◦

)
· (3.23)

Using the cascaded κ−µ fading channel, we may evaluate the average channel capacity (normalized

by the bandwidth B.W ) as

ACC =

∫ ∞

0
log2 (1 + γ) fγ (γ) dγ· (3.24)

Using [85, eq. (11)], [82, eq. (9.31-2)] and [83, eq. (2.24.1.1)] and after some mathematical

manipulation yields

ACC =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2 log (2)

(∏n
i=1E

[
X2
i

]
γ̄

)µ1+l1
G n+2 1

2 n+2

(
ζ′

ζ”

∣∣∣∣∣
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
,

(3.25)

where ζ ′ = −µ1 − l1, 1− µ1 − l1 and ζ” = β′,−µ1 − l1,−µ1 − l1.

3.6 Numerical Results

Figure 3.2 shows the effect of the cascade level ”n” on the shape form of the PDF and CDF of

cascaded κ-µ channel. Moreover, Figure 3.2 (a) shows two of the special cases of the cascaded κ-µ

fading channels. The first is the Rician fading channel in which the fading parameter κ = K (LOS

component for the Rician channel) and µ = 1. Two different values of κ are considered; κ = 1 and

κ = 10. Comparing these two curves with the ones in [84, Figure 2.3–5], one can notice that they

are in a perfect match. Moreover, it includes another special case, namely the Nakagami-m fading

channel (n = 1, κ = 0, µ = 2) agreeing with the results in [84, Figure 2.3-6] for the Nakagami-m

fading parameter m = 2. That is the κ-µ fading channel is a general distribution modeling many

practical and well-known channels.

Figures 3.3 and 3.4 show how the outage probability, average channel capacity, and average

symbol error probability are influenced by the cascade degree n, respectively. For Figure 3.4, for
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Figure 3.2: (a) The PDF and (b) CDF of the cascaded κ-µ fading channels.
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Figure 3.3: (a) The outage probability (Po) and (b) the average channel capacity (ACC) of cascaded
κ-µ fading channels.

identically distributed RVs: κ = 2 and µ = 2. For non-identically distributed RVs: for n = 2:

κ1 = κ2 = 2, µ1 = 1, µ2 = 2, and for n = 3: κ1 = κ2 = κ3 = 2, µ1 = 1, µ2 = 2, µ3 = 3. It

can be observed that as the cascade level (number of keyholes) increases, the system performance

becomes worse as the number of scatters between the transmitter and receiver increases, making it

less likely to successfully transmit the information. In addition, it is noticed that the communication

can still be efficient as the average received SNR (γ̄) is increased. Moreover, Figure 3.3 (a) shows

the impact of increasing the threshold SNR (γth) for double κ-µ fading channel (n = 2) over
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the outage probability of the system. Figure 3.3 (a) includes the case of the asymptotic outage

probability given in (3.18) showing that the outage probability is independent of the average received

SNR (γ̄) since the required SNR value (γth) is very high. That is, reliable communications cannot

be achieved regardless of the level of the quality of the channel in terms of the received SNR, which

represents a worst-case system performance scenario.

3.7 PLS Model and Performance Considering Worst-Case Scenarios

In this section, we study the secrecy of a system consisting of a single antenna transmitter

(Alice), a single antenna receiver (Bob), and multiple colluding eavesdroppers (see Figure 3.5).

Eavesdroppers may either be colluding or non-colluding. Non-colluding eavesdroppers intercept the

information individually. However, colluding eavesdroppers jointly process the gathered intercepted

information by sending it to a centralized processor. Hence, multiple colluding eavesdroppers can

be considered as a multi-antenna eavesdropper (Eve) [90], [91], where MRC is employed. Having a

single antenna at Bob while Eve is equipped with multiple antennas (Le) is a logical hypothesis to

evaluate the system in its worst cases. To further analyze the worst case scenario, we consider poor

environment with many obstacles and objects for the main channel. That is, the received signal

at Bob is generated by the product of a large number of rays reflected from the scatters in this

environment. Hence, the main channel is more practical to be modeled as a cascaded κ− µ fading

channel reflecting severe fading conditions. On the other hand, the wiretap channel is presumed to
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have better conditions with less scatters where it is more likely to follow a single κ− µ fading. The

secrecy performance is studied in terms of the secrecy outage probability (SOP) and the probability

of non-zero secrecy capacity Pnzcr . In addition, all the derived analytical results are in a perfect

match with Monte-Carlo simulations, which emphasizes that the considered system model and the

obtained analyses are reliable to be used in characterizing the keyhole channel and the multi-hop

relaying systems.

Figure 3.5: The system model.

The received signal at Bob is given by

yb =
√
PYnx+ zb, (3.26)

where P is the transmit power. Yn is the channel coefficient between Alice and Bob, which follows

the cascaded κ−µ fading channel given by (3.2) with the PDF in (3.6). x is the message transmitted

to Bob and zb is the AWGN at the receiver with zero mean and variance N0. The intercepted

message at Eve is given by

ye,i =
√
PYe,ix+ ze,i, (3.27)

where Ye,i is the channel coefficient between Alice and the ith antenna of Eve. ze,i is the AWGN at

the ith antenna of Eve with zero mean and variance N0. The SNR at Bob is given by γ = |Yn|2 P
N◦

with γ̄ being the average received SNR at Bob. The SNR at Eve is given by γe =
∑Le

i=1 γe,i, where
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γe,i = |Ye,i|2 P
N0

. The PDF and the CDF of γe are given by [49]

fγe (γ) = βeγ
Leµe−1

2 exp

(
−µe (1 + κe) γ

γ̄e

)
ILeµe−1

(
2µe

√
Leκe (1 + κe) γ

γ̄e

)
, (3.28)

Fγe = 1−QLeµe

(√
2Leµeκe,

√
2µe (1 + κe) γ

γ̄e

)
, (3.29)

where βe =
Leµe(1+κe)

Leµe+1
2

exp(Leµeκe)(Leγ̄e)
Leµe+1

2 κ
Leµe−1

2
e

, γ̄e is the average received SNR at Eve, and Qm (·) is

the generalized Marcum Q-function of the mth order.

3.7.1 Secrecy Outage Probability

The secrecy outage probability is an important security metric for passive eavesdropping as

Alice is not aware of the channel state information (CSI) of Eve. SOP is defined as the probability

that the secrecy capacity falls below a given threshold (Cth) as

SOP = Pr (Cs < Cth) =

∫ ∞

0
fγe (γe)Fγ

(
2Cth (1 + γe)− 1

)
dγe, (3.30)

where Cs is the secrecy capacity and Cth is the threshold secrecy rate. The secrecy capacity is

defined in (2.2). The expression for the SOP in (3.30) is hard to be solved because of the complexity

of the argument of the CDF
(
2Cth (1 + γe)− 1

)
. Hence, instead of calculating the SOP, we evaluate

the lower bound of the SOP given by [49]

SOPLB =

∫ ∞

0
fγe (γe)Fγ

(
2Cthγe

)
dγe· (3.31)
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Substituting (3.28) and (3.13) into (3.31) and using [82, eq. 8.445] and [82, eq. (7.813-1)] yields

SOPLB =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
A=0

cx
2
βe2

Cth(µ1+l1)

(
µe (1 + κe)

γ̄e

)−Leµe−µ1−l1−A

×

(
µe

√
Leκe(1+κe)

γ̄e

)2A−1+Leµe

A! Γ (A+ Leµe)
G n 2

2 n+1

(
ϵ
η′

∣∣∣∣ D

µe (1 + κe) γ̄

)

×

(∏n
i=1E

[
X2
i

]
γ̄

)(µ1+l1)

, (3.32)

where ϵ = −Leµe − µ1 − l1 − A + 1, 1 − µ1 − l1 and D = 2Cth γ̄e
∏n
i=1E

[
X2
i

]
µi (1 + κi).

-Asymptotic secrecy outage probability: Asymptotic SOPLB can be calculated when γ̄e → ∞.

Using [87, eq. (2.2.1)] and [87, eq. (3.11.3)], (3.32) can be rewritten as

SOPLB =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
A=0

caH
n 2
2 n+1

(
ϵd
ηd

∣∣∣∣ D′

µe (1 + κe) γ̄

)
, (3.33)

where H m n
p q ( ab |·) is the H-function defined in [87, eq. 3.11.1], D′ = 2Cth γ̄e

∏n
i=1E

[
X2
i

]
µi (1 + κi) , ϵd = {−Leµe −A+ 1, 1} , {1, 1} , ηd = {µ2 + l2, 1} , · · · , {µn + ln, 1} , {µ1 + l1, 1} ,

{0, 1} , and

ca =
(µe (1 + κe))

−Leµe−A cx

(
µe
√
Leκe (1 + κe)

)2A−1+Leµe
Leµe (1 + κe)

Leµe+1
2

2A! Γ (A+ Leµe) exp (Leµeκe) (Le)
Leµe+1

2 κ
Leµe−1

2
e

·

Using the integral representation of the H-function, (3.33) can be expressed as

SOPLB =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
A=0

ca
2πi

∫
C

Γ[s]Γ[Leµe +A+ s]
∏n
i=1 Γ[µi + li − s]

Γ[1 + s]

×

(
2Cth γ̄e

∏n
i=1E

[
X2
i

]
µi (1 + κi)

µe (1 + κe) γ̄

)s
ds· (3.34)
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As γ̄e → ∞, the last term in (3.34) → ∞. The asymptotic SOP can be calculated using the residue

method defined in [89] as

SOPLB ≈
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
A=0

ca
2πi

Res {g(s), 0}

≈
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
A=0

caΓ[Leµe +A]

n∏
i=0

Γ[µi + li], (3.35)

where g(s) is given by

g(s) =
Γ[s]Γ[Leµe +A+ s]

∏n
i=1 Γ[µi + li − s]

Γ[1 + s]

(
2Cth γ̄e

∏n
i=1E

[
X2
i

]
µi (1 + κi)

µe (1 + κe) γ̄

)s
.

(3.36)

Note that the expression in (3.35) is independent of γ̄. Therefore, the diversity order is zero, which

means that there are no independent links (paths) between Alice and Bob. Hence, the slope of the

SOP curve at high values of the SNR γ̄ is zero. In terms of PLS, this means that the information

will be intercepted by the eavesdropper and the secrecy of the confidential information cannot be

achieved.

3.7.2 Probability of Non-Zero Secrecy Capacity

Probability of non-zero secrecy capacity appears when the secrecy capacity Cs defined in (2.2)

is positive. The probability of non-zero secrecy capacity can be expressed by

Pnzcr = Pr (Cs > 0) = Pr (γ > γe) = F γe
γ
(1) · (3.37)

To obtain the probability of non-zero secrecy capacity, one needs to find the PDF and then the CDF

of the ratio γe
γ . With some mathematical manipulations, (3.12) can be rewritten as

fγ (γ) =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
∏n
i=1E

[
X2
i

]
2γ̄ (

∏n
i=1 µi (1 + κi))

µ1+l1−1
H n 0

0 n

(
−
h′

∣∣∣∣∣γ
∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)
,

(3.38)
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where h′ = {µ2 + l2 − 1, 1} , · · · , {µn + ln − 1, 1} , {µ1 + l1 − 1, 1}. Similarly, (3.28) can be

rewritten as

fγe (γ) =

∞∑
B=0

βe
B! Γ (B + µeLe)

(
γ̄e

µe (1 + κe)

)B+Leµe−1
(
µe

√
Leκe (1 + κe)

γ̄e

)2B+Leµe−1

× H 1 0
0 1

(
−

{B+Leµe−1,1}

∣∣∣∣γµe (1 + κe)

γ̄e

)
· (3.39)

Using (3.38) and (3.39), f γe
γ
(γ) can be expressed as

f γe
γ
(y) =

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
B=0

cxχe
∏n
i=1E

[
X2
i

]
(
∏n
i=1 µi (1 + κi))

µ1+l1−1 2γ̄

(∏n
i=1 E[X2

i ]µi(1+κi)
γ̄

)2

× H 1 n
n 1

(
φ′

φ′′

∣∣∣∣∣ γ̄µe (1 + κe)

γ̄e
∏n
i=1E

[
X2
i

]
µi (1 + κi)

y

)
, (3.40)

where φ′ = {−µ2 − l2, 1} , · · · , {−µn − ln, 1} , {−µ1 − l1, 1}, φ′′ = {B + Leµe − 1, 1}, and

χe = βe
B!Γ(B+µeLe)

(
µe

√
Leκe(1+κe)

γ̄e

)2B+Leµe−1 (
γ̄e

µe(1+κe)

)B+Leµe−1
. Using (3.40) and [88],

Pnzcr can be expressed as

Pnzcr = 1−
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
B=0

cx
∏n
i=1E

[
X2
i

]
2γ̄ (

∏n
i=1 µi (1 + κi))

µ1+l1−1

× χe(
µe(1+κe)

∏n
i=1 E[X2

i ]µi(1+κi)
γ̄eγ̄

)H 2 n
n+1 2

(
ϕ′

ϕ′′

∣∣∣∣∣ γ̄µe (1 + κe)

γ̄e
∏n
i=1E

[
X2
i

]
µi (1 + κi)

)
,

(3.41)

where ϕ′ = {−µ2 − l2 + 1, 1} , · · · , {−µn − ln + 1, 1} , {−µ1 − l1 + 1, 1} , {1, 1} and ϕ′′ = {0, 1} ,

{B + Leµe, 1}.

3.8 Numerical Results

In this section, both simulations and analytical results are presented. All figures show a perfect

match of the simulation results with the analytical ones. The analytical curves are obtained by

truncating the infinite series expansion over the index l to the first 17 terms (l = 17).
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Figure 3.6 represents the lower bound of the secrecy outage probability (SOPLB) against the

average received SNR at Bob (γ̄) for two antennas at Eve (Le = 2). For the main channel: κ =

2, µ = 2 and for the wiretap channel: κe = 2, µe = 1. One can observe that increasing the average

received SNR at Bob (γ̄) improves the secrecy capacity and reduces the secrecy outage probability.

Furthermore, increasing the number of scatters, which is represented by the cascade level (n) in

the channel between Alice and Bob leads to worse channel conditions as more severe fading exists

when the number of keyholes increases. This will make the channel less reliable which reduces the

secrecy level of the confidential information. Moreover, Figure 3.6 shows how the secrecy outage

probability behaves as the average received SNR at Eve (γ̄e) is increased. The asymptotic lower

bound of the secrecy outage probability (SOPLB) can be observed when the average received SNR

at the Eve (γ̄e) is improved (high value), where the zero diversity order is clear. This means that

even enhancing the quality of the main channel in terms of the average received SNR at Bob will not

improve the secrecy and the confidential information will be intercepted by Eve. Such a scenario

can occur when the Eve is very close to the transmitter Alice, where the wiretap channel conditions

are very good in terms of the received SNR.

Figure 3.7 (a) shows the effect of the number of antennas at Eve over the probability of non-zero

secrecy capacity (Pnzcr ). For the main channel: κ = 1, µ = 2 and for the wiretap channel for the

case of n = 2: κe = 1, µe = 2. For a selected value of the average received SNR at Bob (γ̄) for

double κ-µ fading channel (n = 2), increasing the number of antennas at Eve brings a higher chance

for Eve to overhear the information. In addition, it would be more likely to combat the effect of this

passive eavesdropping and for the positive secrecy capacity to be achieved as the average received

SNR at Bob (γ̄) increases due to an improvement in the channel conditions. Furthermore, the effect

of the wiretap channel parameter (κe) over the probability of non-zero secrecy capacity (Pnzcr ) is

studied in Figure 3.7 (a) for a single fading channel (n = 1) with Eve being equipped with a single

antenna (Le = 1). We can note from these results that as the condition of the wiretap channel

gets better (κe increases), the secrecy of the main channel becomes poorer. Moreover, the results in

Figure 3.7 (a) show that the gap between the probability of non-zero secrecy capacity at low average

received SNR at Bob (γ̄) is higher than the gap when the average received SNR is increased. In

other words, the effect of increasing the number of antennas at Eve is reduced as the average
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received SNR at Bob becomes higher. Figure 3.7 (b) shows the probability of non-zero secrecy

capacity as a function of the number of antennas at Eve (Le). For the main channel: κ = 1, µ = 2

and for the wiretap channel κe = 1, µe = 2. One can conclude that as the average received SNR at

Eve (γ̄e) increases or as the number of antennas increases, the secrecy is degraded. This is because

higher values of γ̄e or Le implies better conditions in the wiretap link, which increases the chance

for Eve to be able to decode the intercepted information successfully. One can note the effect of the

number of antennas at Eve on the probability of non-zero secrecy capacity, where signal combining

(MRC) at Eve becomes more efficient as the number of antennas gets larger. Such a problem can

be solved by enhancing the average received SNR at Bob (γ̄), which can be seen clearly in Figure

3.7 (a).

3.9 Physical-Layer Security with Cascaded κ-µ Fading Channels at

the Main and the Wiretap Links with Multiple Colluding Eaves-

droppers

In this section, PLS is investigated for the system model shown in Figure 3.8. The main and the

wiretap channels are assumed to follow the cascaded κ-µ fading distribution. The transmitter Alice

and Bob are equipped with a single antenna, while the eavesdropper (Eve) is equipped with multi-

antennas and the receiver employs MRC technique to enhance the received SNRs. The received

Figure 3.8: The system model/ Colluding Eavesdroppers.

signal at the legitimate receiver (Bob) was given in (3.26). The PDF and the CDF for the channel
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coefficient variable (Yn) for the main channel were derived in (3.6) and (3.9), respectively. The

intercepted message at Eve is given by

yE,k =
√
PZE,kx+ wE,k, (3.42)

where wE,k is the AWGN at the kth antenna of Eve with zero mean and variance N0. ZE,k is the

channel gain for the wiretap link, which is the one between Alice and the kth antenna of Eve for

k = 1, 2, · · · , Le. Le is the number of antennas at Eve. ZE,k is defined by ZE,k =

ne∏
j=1

W
(k)
j . W (k)

j

is a set of independent κ-µ RVs with the parameters κ(k)ej and µ(k)ej (j ∈ {1, 2, · · · , ne}) for the kth

link. Hence, ZE,k follows the cascaded κ− µ fading distribution with the following PDF

fZE,k
(ze) =

∞∑
r
(k)
1 =0

∞∑
r
(k)
2 =0

· · ·
∞∑

r
(k)
ne =0

a
(k)
2 z

2µ
(k)
e1 +2r

(k)
1 −1

e

× G 0 n
(k)
e

n
(k)
e 0
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(k)
e
−

∣∣∣∣∣∣∣
1

z2e
∏n

(k)
e
j=1 µ

(k)
ej

(
1 + κ

(k)
ej

)
 , (3.43)

where β(k)e = µ
(k)
e1 − µ

(k)
e2 + r

(k)
1 − r

(k)
2 + 1, · · · , µ(k)e1 − µ

(k)
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(k)
ej −1

κ
(k)
ej

µ
(k)
ej

−1

2 exp
(
κ
(k)
ej µ
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The CDF of the RV ZE,k is given by

FZE,k
(ze) =

∞∑
r
(k)
1 =0

∞∑
r
(k)
2 =0

· · ·
∞∑

r
(k)
ne =0
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e1 +r
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e 1
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n
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µ
(k)
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(
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where s(k) = −µ(k)e1 + µ
(k)
e2 − r

(k)
1 + r

(k)
2 , · · · ,−µ(k)e1 + µ

(k)
ene − r

(k)
1 + r

(k)
ne , 0,−µe1 − r

(k)
1 . The

PDF and the CDF of the received SNR at Bob were derived in (3.12) and (3.13), respectively. The

eavesdropper (Eve) employs MRC over the received signals. Hence, the received SNR at Eve is

given by γE =
∑K

i=1 γE,i =
∑K

i=1 |ZE,i|
2 P
N0

. Using [92] and (3.43), the PDF of γE is given by

fγE (γe) =
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

cx,e
2

∏ne
j=1E

[
X2
j

]
γ̄ELe

µe1Le+r1

γµe1Le+r1−1
e

× G 0 ne
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∏ne
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[
X2
j

]
µejLej (1 + κej)

 , (3.45)

where γ̄E is the average received SNR at Eve, β′e = µe1Le − µe2Le + r1 − r2 + 1, · · · , µe1Le −

µeneLe + r1 − rne + 1, 1, and

cx,e =2

ne∏
j=1

[2µejLej√κej (1 + κej)
]2rj+µejLej−1
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2

Γ (rj + µejLej)

 ·

To prove the accuracy of (3.45), the PDF is plotted along with Monte-Carlo simulation in Figure

3.9. Using (3.45) and [85, eq. (26)], the CDF of γE can be given by

FγE (γe) =
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

cx,e
2

γe
∏ne
j=1E

[
X2
j

]
γ̄ELe

µe1Le+r1

G ne 1
1 ne+1

(
ϵ′

η′e

∣∣∣∣ Aγeγ̄ELe

)
,

(3.46)

where ϵ′ = 1 − µe1Le − r1, η′e = −µe1Le + µe2Le − r1 + r2, · · · ,−µe1Le + µe′neLe − r1 +

rne , 0,−µe1Le − r1, and A =
∏ne
j=1E

[
X2
j

]
µejLej (1 + κej).

3.9.1 Secrecy Outage Probability

Here, the secrecy outage probability for this system model is studied. Using the definition of the

lower bound of the secrecy outage probability in (3.31), one can obtain the SOPLB . Using (3.13)
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Figure 3.9: The PDF of the received SNR at the eavesdropper (γE) for multiple values of cascade
level of the wiretap channel (ne) and multiple number of antennas at Eve (Le). κe = 1 and µe = 2.

and (3.45) and with the help of [93, eq. (2.3.31)] and [82, eq. (7.813-1)] yields

SOPLB =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

caG
n ne+1

ne+1 n+1

(
ξ
η′

∣∣∣U) , (3.47)

where ξ = 1− µ1 − l1, 1− µ1 − l1 − µe2Le − r2, · · · , 1− µ1 − l1 − µeneLe − rne , 1− µe1Le −

r1 − µ1 − l1, U =
2Cth γ̄ELe

∏n
i=1 E[X2

i ]µi(1+κi)
γ̄
∏ne

j=1 E[X2
j ]µejLej(1+κej)

, and
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cxcx,e
4
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]
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)µ1+l1 (∏ne
j=1E[X2

j ]µejLe (1 + κej)

γ̄ELe

)−µe1Le−r1−µ1−l1

×

(∏ne
j=1E[X2

j ]

γ̄ELe

)µe1Le+r1

·

-Asymptotic Secrecy Outage Probability as γ̄E → ∞: The asymptotic SOPLB is evaluated when

γ̄E → ∞. Performing the same steps utilized to find equation (3.35), one can obtain the asymptotic

SOPLB as

SOPLB ≈
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

cacb

n∏
i=1

Γ[µi + vi]

ne∏
j=1

Γ[µejLe + rj ],(3.48)
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where cb =
(
γ̄
∏ne

j=1 E[X2
j ]µejLej(1+κej)

2CthLe
∏n

i=1 E[X2
i ]µi(1+κi)

)µ1+l1
. One can notice from (3.48) that the diversity order

is zero, which means that the secrecy cannot be achieved at all when the wiretap channel’s conditions

are highly improved (γ̄E → ∞) and Eve will be able to overhear the confidential information.

-Asymptotic Secrecy Outage Probability as γ̄ → ∞: We assess the impact of having very

reliable conditions on the main link in terms of the average received SNR over the security. That

is, the asymptotic SOPLB as γ̄ → ∞ is evaluated. The secrecy outage probability in (3.32) can be

rewritten as

SOPLB =

∞∑
l1=0

∞∑
l2=0

· · ·
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ln=0
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r1=0
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where cd =
2Cth γ̄EK

∏n
i=1 E[X2

i ]µi(1+κi)∏ne
j=1 µejKj(1+κej)

and M = cd
γ̄ . Similar to the previous section, using the

residue method [89], the asymptotic secrecy outage probability can be finally given by

SOPLB ≈
∞∑
l1=0

∞∑
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· · ·
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ln=0
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r1=0
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µI+lI , (3.50)

where µI + lI = min (µj + lj), for j = 1, 2, · · · , n, which represents the minimum pole at which

the residue method is evaluated.

3.9.2 Probability of Non-Zero Secrecy Capacity

Using the definition of the probability of non-zero secrecy capacity in (3.37), Pnzcr for this

system model can be mathematically defined as

Pnzcr = Pr (Cs > 0) = Pr (γ > γE) = F γE
γ
(1) · (3.51)
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To find the probability of non-zero secrecy capacity, some mathematical manipulations are per-

formed over equation (3.45) as

fγE (γe) =

∞∑
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where P = {µe2Le + r2 − 1, 1} , · · · , {µeneLe + rne − 1, 1} , {µe1Le + r1 − 1, 1}. Using (3.38)

and (3.52), f γE
γ
(γ) can be expressed as
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, (3.53)

where δ′ = {−µ2 − l2, 1} , · · · , {−µn − ln, 1} , {−µ1 − l1, 1}. Using (3.53) and [88], Pnzcr can be

found as

Pnzcr = 1−
∞∑
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∞∑
r2=0

· · ·
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)
, (3.54)

whereψ = {−µ2 − l2 + 1, 1} , · · · , {−µn − ln + 1, 1} , {−µ1 − l1 + 1, 1} , {1, 1} andψ′ = {0, 1} ,

{µe2Le + r2, 1} , · · · , {µeneLe + rne , 1} , {µe1Le + r1, 1}.

-Asymptotic Probability of Non-Zero Secrecy Capacity as γ̄E → ∞: The asymptotic Pnzcr is

evaluated when γ̄E → ∞ to notice the effect of improving the wiretap channel’s conditions over the

secrecy. Following the same procedure utilized to find the asymptotic secrecy outage probability,
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the asymptotic probability of non-zero secrecy capacity can be expressed as

Pnzcr ≈ 1−
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

cx,ecxcc

n∏
i=1

Γ[µi + vi]

ne∏
j=1

Γ[µejLe + rj ],

(3.55)

where cc =
∏ne

j=1 E[X2
j ]

4
∏n

i=1 E[X2
i ](
∏ne

j=1 µejLej (1+κej))
µe1Le+r1(

∏n
i=1 µi(1+κi))

µ1+l1
· Equation (3.55) proves

that no secrecy can be achieved when the average received SNR at Eve is very high and the wiretap

channel’s conditions are extremely good in terms of the average received SNR. This is possible if

the eavesdropper is very close to the transmitter, which makes the eavesdropper strongly capable of

successfully decoding the intercepted information.

3.9.3 Intercept Probability

The intercept probability (Pint) estimates the probability that the eavesdropper is able to inter-

cept the information. This occurs when the wiretap channel conditions are more reliable than the

main channel conditions. Mathematically, Pint is expressed as

Pint = Pr (Cs < 0) = Pr (γ < γE) = 1− Pnzcr . (3.56)

Substituting (3.54) and (3.55) into (3.56) yields the exact and asymptotic intercept probability, re-

spectively. It is worth mentioning that while the probability of non-zero secrecy capacity highlights

the reliability level of the main channel, the intercept probability measures the intercept capabilities

of the eavesdropper instead. This aids in comprehending the security implications of both channels.

3.10 Numerical Results

In this section, analytical results are presented along with simulations. The analytical curves are

plotted by truncating the infinite series expansion indices (l and r) to the first 20 terms.

Figure 3.10 shows the secrecy outage probability versus the average received SNR at Bob (γ̄).

In this figure, setting the fading channel parameters for the main and the wiretap channels to κ = 0

and µ = 1 results in the Rayleigh fading as a special case of the κ-µ fading model. The impact
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Figure 3.10: The lower bound of the secrecy outage probability (OPLsec) versus the average received
SNR at Bob (γ̄). For the main channel: κ = 0, µ = 1 and for the wiretap channel: κe = 0, µe = 1
(Rayleigh). Cth = 1, Le = 2, and γ̄E = 1 dB.

of the cascade levels (number of keyholes) for the main channel (n) and for the wiretap channel

(ne) is provided in this figure. Indeed, privacy worsens as the cascade level grows in the main

channel or reduces in the wiretap channel. The fact is that a greater n signifies a larger number

of scatters and obstacles in the main channel, resulting in a more severe fading. Additionally, it

is noted that the probability of an outage in the security of the transmitted messages is higher as

the eavesdropper channel’s circumstances improve by increasing the average received SNR (γ̄E).

Moreover, the figure includes the asymptotic secrecy outage probability derived in (3.48) as γ̄E

becomes very high. At the highest value of γ̄E , a zero slope appears and a value of one for the

secrecy outage probability is provided. This demonstrates that for these parameters, the secrecy is

completely compromised and the information will be certainly intercepted by E irrespective of the

value of γ̄. Finally, the results show that the information may be delivered more securely regardless

of the cascade levels as the main channel conditions improve in terms of γ̄. Finally, the asymptotic

secrecy outage probability derived in (3.50) as γ̄ → ∞ is included and it is clear that it matches the

results as γ̄ takes high values.

Figure 3.11 depicts the effect of varying the number of antennas at the eavesdropper (Le) over

the security. It can be seen that increasing the number of antennas improves the eavesdropper’s
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Figure 3.11: The probability of non-zero secrecy capacity (Pnzcr ) versus the average received SNR
at Bob (γ̄). For the main channel: κ = 1, µ = 2 and for the wiretap channel: κe = 1, µe = 2.
γ̄E = 10 dB.

reception capabilities and aids in effectively decoding the tapped messages owing to the use of the

MRC method. Hence, the shared information’s privacy is compromised. Additionally, the figure

illustrates that improving the wiretap channel conditions in terms of the average received SNR at

the eavesdropper (γ̄E) will eventually result in an extremely low probability of non-zero secrecy

capacity. This indicates the Pnzcr asymptotic case derived in (3.55). However, the privacy of shared

information may be enhanced by raising the value of γ̄, which can be achieved by having fewer

scatters (n) obstructing the main channel path.

To take the path loss effect over the secrecy into considerations, in Figure 3.13, we consider

the Rayleigh fading as a special case of the κ-µ distribution for n = 2 and ne = 1. As shown

in the two-dimensional (2D) graph in Figure 3.12, assume that the transmitter Alice (A) is the

reference location. That is, Alice is located at (0, 0) and the other receivers (B and E) have

different distances from Alice, with B stands for the legitimate receiver Bob and E stands for the

eavesdropper. Assume d−PLXY = 1
2λJ

, with PL is the path loss exponent, X ∈ {A, p1, p2, · · ·},

Y ∈ {B,E, p1, p2, · · ·}, and J ∈ {B,E}. λJ = 1
2σ2

J
is the Rayleigh fading parameter and σJ

is the scale parameter of the distribution. dXY represents the distance from node X to node Y in

meters (m). pi (for i = 1, 2, · · · , n − 1) are the locations of the obstacles in the main channel.

This is to notice the effect of the cascade level between A and B. It is concluded from Figure 3.13

that regardless of the number of antennas at the eavesdropper and the effectiveness of the MRC
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technique, as the eavesdropper moves further away from the transmitter Alice, i.e., dAE becomes

larger, the privacy of the transferred information improves. This can be interpreted by the fact that

as dAE rises, the wiretap channel’s conditions worsen and the received SNR at the eavesdropper

deteriorates accordingly. This graph demonstrates the importance of considering the impact of

distances between nodes on privacy.

Figure 3.12: The 2D graph.
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Figure 3.13: The lower bound of the secrecy outage probability (SOPLB) versus the distance be-
tween Alice and the eavesdropper for different number of antennas Le. For the main channel:
κ = 0, µ = 1 and for the wiretap channel: κe = 0, µe = 1. γ̄E = 1 dB, γ̄ = 10 dB, Cth = 1,
n = 2, ne = 1, PL = 3, dAp1 = 5m, and dp1B = 5m.

3.11 PLS with Cascaded κ-µ Fading Channels at the Main and the

Wiretap Links with Multiple Non-Colluding Eavesdroppers

This section considers the third scenario, in which the eavesdroppers are expected to process the

intercepted information independently without the messages being jointly processed. In this context,
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the eavesdroppers’ locations are assumed to be random according to a homogeneous Poisson point

process (HPPP) with a density of λe, as shown in Fig. 3.14. We assume that the eavesdroppers

are distributed in an unbounded Euclidean space of dimension U . The eavesdroppers’ information

regarding the positions related to Alice can be obtained by assuming that the eavesdroppers are users

in the network but they are untrusted and do not have the authorization to access the channel [94],

[95]. Our analyses are based on selecting the kth closest eavesdropper to the transmitter Alice, once

the distances between Alice and the eavesdroppers have been ordered in an ascending matter [57].

Figure 3.14: The system model/ Non-Colluding Eavesdroppers.

3.11.1 Probability of Non-Zero Secrecy Capacity

To explore the physical-layer security for the three-node wiretap system model under the threat

of non-colluding eavesdroppers, the probability of non-zero secrecy capacity and the intercept prob-

ability are utilized. From (3.37), the probability of non-zero secrecy capacity is expressed as

Pnzcr = 1−
∫ ∞

0
Fγ(y)fY (y)dy, (3.57)

where Y = γE
dPL , with d is the distance between the transmitter (Alice) and the kth closest eaves-

dropper and PL is the path loss exponent. The PDF of the path loss dPL is distributed as [96]

fdPL(x) = exp
(
−Aexδ

) δAkexδk−1

Γ(k)
, (3.58)
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where Ae = πλe, δ = U
PL , and Γ (·) is the gamma function. First, one needs to obtain the PDF of

Y as

fY (y) =

∫ ∞

0
ybfγE (yyb)fdPL(yb)dyb· (3.59)

Substituting (3.45) and (3.58) and with the help of [83, Eq. (2.24.3.1)] yields

fY (y) =

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

C1y
−1−δkG 1 δne

δne 1

 F
F ′

∣∣∣∣∣∣∣
Aeδ

δne (γ̄ELe)
δ

yδ
(∏ne

j=1E
[
X2
j

]
µejLej (1 + κej)

)δ
 ,

(3.60)

where

C1 =

∏ne
j=1E

[
X2
j

]
γ̄ELe

µe1Le+r1

cx,eA
k
eδ
ne(δk+µe1Le+r1)+ρ∗th

2Γ(k)(2π)
(δ−1)ne

2

×

∏ne
j=1E

[
X2
j

]
µejLej (1 + κej)

γ̄ELe

−δk−µe1Le−r1

,

F = 1−δk−µe2Le−r2
δ , · · · , 1−δk−µeneLe−rne

δ , 1−δk−µe1Le−r1
δ , F ′ = 0, and ρ∗th =

∑ne
j=1 1 − β′e +

1− ne
2 . Using (3.60), (3.13), and [83, Eq. (2.24.3.1)], the probability of non-zero secrecy capacity

given in (3.57) is solved as

Pnzcr = 1−
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

C2G
δne+δ δn+1
δn+1+δ δne+δ

(
ζ
ζ′

∣∣∣ϕ) , (3.61)

where

C2 =
C1a1
2

(∏n
i=1E

[
X2
i

]
γ̄

)µ1+v1
δn(µ1+v1−δk)−1+q

(2π)
(δ−1)n

2

(∏n
i=1E

[
X2
i

]
µi (1 + κi)

γ̄

)δk−µ1−l1
,

q =
∑n+1

j=1 ρ + µ1 + v1 − n
2 , ζ = 1, 1+δk−µ2−l2δ , · · · , 1+δk−µn−lnδ , 1+δk−µ1−l1δ , 1+δkδ , ζ ′ =
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1− F, k, and ϕ =

(
∏ne

j=1
E[X2

j ]µejLej (1+κej))
δ

Aeδδne (γ̄ELe)
δ(∏n

i=1
E[X2

i ]µi(1+κi)
γ̄

)δ .

-Asymptotic probability of non-zero secrecy capacity as γ̄E → ∞: Here, the security is evalu-

ated as the wiretap channel’s conditions are extremely strong. Particularly, we evaluate the proba-

bility of non-zero secrecy capacity as γ̄E → ∞. Hence, (3.61) is rewritten as

Pnzcr = 1−
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

C2c
k
f

2πj

×
∫
C

∏δne
j=1 Γ

[
−k + δk+µejLej+rj

δ − s
]
Γ[−s]

∏δn
j=1 Γ

[
1 + k +

−1−δk+µj+rj
δ + s

]
Γ
[
1
δ + s

]
× Γ[k + s]T sds, (3.62)

where cf =

(
∏ne

j=1
E[X2

j ]µejLej (1+κej))
δ

Aeδδne (γ̄ELe)
δ

(
∏n

i=1 E[X2
i ]µi(1+κi))

δ and T =
cf
γ̄Eδ . Using the residue method [89], the probability

of non-zero secrecy capacity can be finally approximated as

Pnzcr ≈ 1−
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rne=0

C2c
k
f

n∏
j=1

Γ

[
1− 1

δ
+
µj + lj
δ

]

×
δne∏
j=1

Γ

[
µejLej + rj

δ

]
Γ[k]

Γ[1/δ]
. (3.63)

It is worth mentioning that according to (3.63), the security is independent of the average received

SNR at the eavesdropper (γ̄E). This indicates that the probability of achieving a positive secrecy

capacity under such conditions is extremely low. This represents the scenario where the wiretap

channel is very reliable and the eavesdropper has a very strong reception level as opposed to the

legitimate receiver reception quality.

3.11.2 Intercept Probability

Intercept probability is evaluated with the help of (3.61) as

Pint = 1− Pnzcr . (3.64)
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Moreover, the asymptotic Pint can be directly attained from (3.63) as γ̄E → ∞.

3.12 Numerical Results

In this section, the results along with Monte-Carlo simulations are given. The analytical curves

are plotted by truncating the infinite series summations (l and r) to the first twenty terms.

Figure 3.15 illustrates the intercept probability (Pint) versus the density of eavesdroppers (λe)

for two different values of k, in which k represents the selection of the closest eavesdropper. For

example, k = 1 denotes choosing the first nearest eavesdropper to the transmitter, and thus the

wiretap channel will be the one between Alice and this selected eavesdropper. We assume a 2D

area (U = 2) and we generate 105 realizations of the positions of the eavesdroppers in a square

area of 100 m2. The figure shows that the probability of the information interception grows as the

density of eavesdroppers increases. This is owing to the fact that the probability of a more harmful

eavesdropper is rising as the λe grows. That is, as λe rises, there is a greater probability of having a

closer eavesdropper to Alice. Additionally, the privacy of the shared information is under a higher

risk when selecting the first closest eavesdropper (k = 1) as opposed to selecting the second closest

one (k = 2). The reason is that the first closest eavesdropper is more probable to have better

channel conditions compared to the other farther eavesdroppers. This figure proves the significance

of considering random locations for the eavesdroppers, rather than being fixed at specific locations

and distances from the transmitter.
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Figure 3.15: The intercept probability (Pint) versus the density of the eavesdropper for different
values of k. For the main channel: κ = 1, µ = 1 and for the wiretap channel: κe = 1, µe = 1.
γ̄E = 1 dB, γ̄ = 5 dB, n = 2, ne = 2, PL = 2, Le = 1.

63



Figure 3.16 presents a comparison between colluding and non-colluding eavesdroppers with a

density of λe = 0.1. In the case of non-colluding eavesdroppers, the security declines as the number

of antennas rise. Moreover, comparing the case of non-colluding eavesdroppers for Le = 2 with the

colluding eavesdroppers case, it is noted that although the number of non-colluding eavesdroppers

is greater, the interception and decoding ability of the colluding eavesdroppers is stronger. Hence,

the privacy of information is more vulnerable when colluding eavesdroppers exist in the network.

This leads to the realization that further countermeasures should be adopted at the main channel in

the presence of colluding eavesdroppers.
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Figure 3.16: The intercept probability (Pint) versus the average received SNR at the eavesdropper.
For the main channel: κ = 1, µ = 1 and for the wiretap channel: κe = 1, µe = 1. γ̄ = 5 dB, n = 2,
ne = 1, PL = 2, λe = 0.1, and k = 1.

As a final investigation, Figure 3.17 demonstrates the probability of non-zero secrecy capacity

for different values of the average received SNR at the eavesdropper (γ̄E) for the non-colluding

eavesdroppers case. The results clearly demonstrate how the system’s privacy behaves as the eaves-

droppers’ channel quality improves. Particularly, fixing the legitimate receiver received SNR, the

privacy of the shared information is severely compromised as γ̄E takes high values. After a certain

limit, the Pnzcr approaches its asymptotic degree, i.e., lowest value. That is, the curve reaches a

value of zero as γ̄E → ∞. Indeed, this is in agreement with the asymptotic results obtained in

(3.63).
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Figure 3.17: The probability of non-zero secrecy capacity (Pnzcr ) for different values of the average
received SNR at the eavesdropper (γ̄E). For the main channel: κ = 2, µ = 2 and for the wiretap
channel: κe = 0, µe = 1. n = 2, ne = 1, Le = 1, PL = 2, λe = 0.1, and k = 1.

3.13 PLS on MRC for SIMO CRNs

Due to the fixed spectrum allocation policies, the need for CRNs have increased accordingly

[11], [97]. CRNs have been proposed as a promising approach to address the problem of under-

utilization and scarcity of the spectrum [98]. In CRNs, SUs access the licensed spectrum of the PUs

using underlay, overlay, or interweave paradigms [99]. SUs can access the spectrum band simulta-

neously with the PUs in underlay access mode provided that the SUs’ transmission power does not

cause an interference to the PUs’ communication [100]. In this case, SUs should keep monitoring

the interference level that the PU receiver can tolerate and adjusting the transmission power ac-

cordingly. However, varying the transmission power may lead to some threats to the privacy of the

information transfer of CRNs. Therefore, PLS has recently emerged as a reliable method to protect

the confidentiality of the SUs’ transmission against attacks [101], [102], especially for the underlay

model [99]. In addition, vehicular communication has been established to provide reliable com-

munication for vehicle-to-vehicle (V2V) and for vehicle-to-infrastructure (V2I) systems. However,

the demands for vehicle communication are growing exponentially and the band allocated for ve-

hicular communication may not satisfy the demands of vehicular users. Hence, cognitive vehicular

networks (CVNs) have been developed in order to provide a reliable approach to tackle these chal-

lenges [103]. In CVNs, all devices are moving and presumably reside in scattered areas [10], [104].
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Prior studies have assumed that the channels in CVNs are modeled as classical fading channels,

such as the Rayleigh fading model. However, experimental studies indicate that the cascaded chan-

nels are more appropriate than other non-cascaded channels for modelling these types of networks

[10].

In the following two sections, we explore the PLS for an underlay CRN with the presence of

eavesdroppers. In the first system model, we assume a SIMO CRN over cascaded κ-µ fading chan-

nels. However, in the following section, we take a special case of this scenario, where we assume a

single-input-single-output (SISO) operating over cascaded Rayleigh fading channels. We also prove

the accuracy of our general system model by generating the second scenario by alternating certain

system parameters.

3.13.1 System Model and PLS Analysis

Consider a SIMO CVN represented by Fig. 3.18, in which there is a stationary PU receiver

(PR) and moving SUs. A similar CVN system model can represent a PU destination which is a

roadside infrastructure and SUs represent moving vehicles [103], [10]. The SU transmitter (S) is

communicating with a SU receiver (D) over the main channel, which follows a cascaded κ-µ fading

model. An eavesdropper (E) is attempting to intercept the confidential information transmitted by

S through the wiretap channel. In addition, the SUs are attempting to access the licensed band

occupied by PUsrs through the underlay mode. The transmitter S should avoid degrading the quality

of the PUs’ communication by respecting the interference threshold that the PU receiver (PR) can

tolerate. The PU transmitter is assumed to be located far away from the SUs network and the

eavesdropper and its impact over the SUs’ communication is ignored [68]. To investigate the system

in its worst-case conditions, the main channel is assumed to follow a cascaded κ-µ fading model

with the cascade level n, while the wiretap channel follows a single κ-µ fading distribution and

the channel between S and PR follows a Rayleigh fading model [7]. Furthermore, both D and E

receivers employ L and Le antennas, respectively and they both implement the MRC technique.

The received message at the kth antenna of SU destination (D) is given by

y
(k)
D =

√
Psh

(k)
SDxs + n

(k)
D , (3.65)
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Figure 3.18: The system model.

where Ps is the transmit power at S, h(k)SD is the channel gain from the transmitter to the kth antenna

at D, xs is the transmitted symbol, and n(k)D is the additive-white-Gaussian-noise (AWGN) at the

kth antenna of D with zero mean and variance N0. Moreover, the intercepted message at the wth

antenna of the eavesdropper E is given by

y
(w)
E =

√
Psh

(w)
SExs + n

(w)
E , (3.66)

where h(w)SE is the channel gain from the transmitter to the wth antenna at E and n(w)E is the AWGN

at the wth antenna with zero mean and variance N0. Considering the underlayed CRN, node S

should ensure that the transmitting power (Ps) will not exceed an interference level (Ith) that the

PU receiver PR can tolerate as

Ps ≤
Ith

|hSP |2
, (3.67)

where |hSP |2 is the channel power gain of S and PR link. Using (3.65)-(3.67), the instantaneous

received SNRs at D and E are expressed, respectively, as

γD =
Ith
∑L

k=1

∣∣∣h(k)SD

∣∣∣2
N0 |hSP |2

, (3.68)
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γE =
Ith
∑Le

w=1

∣∣∣h(w)SE

∣∣∣2
N0 |hSP |2

, (3.69)

whereL andLe are the number of antennas atD andE, respectively. As mentioned earlier, the main

channel follows the cascaded κ-µ fading model. Hence, let h(k)SD =
∏n
j=1 z

(k)
j , where zj follows the

κ-µ fading model [35] for k = 1, 2, · · · , L. κj and µj (for j = 1, 2, · · · , n) are the fading channel

parameters for the random variable zj , h
(k)
SD is the channel gain from the transmitter to the kth

antenna generated by the multiplication of n of κ-µ random variables that are independent, but not

necessarily identically distributed. Hence, the PDF of h(k)SD follows the cascaded fading distribution

as [7]

f
(k)
hSD

(x) =

∞∑
r
(k)
1 =0

∞∑
r
(k)
2 =0

· · ·
∞∑

r
(k)
n =0

a
(k)
1 x2µ

(k)
1 +2r

(k)
1 −1

× G 0 n(k)

n(k) 0

 β(k)

−

∣∣∣∣∣∣ 1

x2
∏n(k)

j=1 µ
(k)
j

(
1 + κ

(k)
j

)
 , (3.70)

where Gm n
p q

( ar
bs

∣∣z) is the Meijer G-function defined in [82, Eq. 9-301], β(k) = µ
(k)
1 − µ

(k)
2 +

r
(k)
1 − r

(k)
2 + 1, · · · , µ(k)1 − µ

(k)
n + r

(k)
1 − r

(k)
n + 1, 1

and

a
(k)
1 = 2

n(k)∏
j=1


[
µ
(k)
j

(
1 + κ

(k)
j

)]µ(k)1 −µ(k)j +r
(k)
1 −r(k)j

(
2µ

(k)
j

√
κ
(k)
j

(
1 + κ

(k)
j

))2r
(k)
j +µ

(k)
j −1

κ
(k)
j

µ
(k)
j

−1

2 exp
(
κ
(k)
j µ

(k)
j

)
(r

(k)
j )! 22r

(k)
j +µ

(k)
j −1



×
n(k)∏
j=1


µ
(k)
j

(
1 + κ

(k)
j

)µ
(k)
j

+1

2

Γ
(
r
(k)
j + µ

(k)
j

)
 ,

and Γ (·) is the gamma function defined in [82, Eq. 8.310.1]. The SU destination (D) employs MRC

over the received signals. Hence, using (3.6) and [92], the PDF of HSD =
∑L

k=1

∣∣∣h(k)SD

∣∣∣2 is given
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by

fHSD
(x) =

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

cx
2Lµ1L+r1

G 0 n
n 0

(
β′

−

∣∣∣∣∣ L

x
∏n
j=1 µjLj (1 + κj)

)
xµ1L+r1−1, (3.71)

where β′ = µ1L− µ2L+ r1 − r2 + 1, · · · , µ1L− µnL+ r1 − rn + 1, 1 and

cx =2
n∏
j=1

[2µjLj√κj (1 + κj)
]2rj+µjLj−1

[µjLj (1 + κj)]
µ1L−µjLj+r1−rj

(rj)! 22rj+µjLj−1κ
µjLj−1

2
j exp (κjµjLj) Γ (rj + µjLj)


×

n∏
j=1

[
µjLj (1 + κj)

µjLj+1

2

]
·

The PDF of HSD is plotted along with Monte-Carlo simulations for different number of antennas

(L) in Figure 3.19.
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Figure 3.19: The PDF of HSD for n = 2. κ = 1 and µ = 2.

Considering the wiretap channel being a single κ-µ, the PDF of HSE =
∑Le

w=1

∣∣∣h(w)SE

∣∣∣2 is given

by [35]

fHSE
(x) =

∞∑
A=0

c′1

(
µeLe

√
κe (1 + κe)

)2A+µeLe−1

2LµeLe+A
e A! Γ (A+ µeLe)

xµeLe+A−1 exp (−µe (1 + κe)x) , (3.72)

where c′1 = 2µeLe(1+κe)
µeLe+1

2

κe
µeLe−1

2 exp(κeµeLe)
. Finally, the PDF of the channel power gain |hSP |2 with the
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corresponding coefficient λp follows the Exponential distribution as

f|hSP |2(y) = λp exp (−λpy) . (3.73)

3.13.2 PLS Analysis

Here, PLS for an underlay SIMO CRN over cascaded κ-µ fading channels will be investigated.

The analyses are presented in terms of the secrecy outage probability (SOP ) and the probability of

non-zero secrecy capacity (Pnzcr ).

3.13.3 Secrecy Outage Probability

Using the definition the secrecy outage probability (SOP ) in (2.1), (3.67)-(3.69), and after

mathematical manipulations, SOP is given by

SOP = Pr (log2(1 + γD)− log2(1 + γE) ⩽ Cth) = Pr

1 + IthHSD

N0|hSP |2

1 + IthHSE

N0|hSP |2
⩽ 2Cth


= Pr

(
(ϵ− 1) |hSP |2 + ϵρthHSE

ρthHSD
⩾ 1

)
, (3.74)

where ρth = Ith
N0

and ϵ = 2Cth . Let Y = (ϵ−1)|hSP |2+ϵρthHSE

ρthHSD
, Ya = (ϵ− 1) |hSP |2 + ϵρthHSE and

Yb = ρthHSD. To find the secrecy outage probability, one needs to obtain the PDF of the random

variable Y . Let Ya = M + N , where M = (ϵ − 1) |hSP |2 and N = ϵρthHSE . The PDF of M is

found using (3.73) as

fM (x) =
λp

(ϵ− 1)
exp

(
− λpx

ϵ− 1

)
· (3.75)

Using (3.72), the PDF of N is given by

fN (x) =

∞∑
A=0

c′1

(
µeLe

√
κe(1+κe)
ϵρth

)2A+µeLe−1

2LµeLe+A
e A! Γ (A+ µeLe) (ϵρth)

µeLe+1
2

xµeLe+A−1 exp

(
−µe (1 + κe)

x

ϵρth

)
.(3.76)
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Hence, the PDF of Ya is given by

fYa(ya) =

∫ ya

0
fM (x)fN (ya − x)dx· (3.77)

Substituting (3.75) and (3.76) into (3.77) and using [82, eq. (3.346.1)], the PDF of Ya is given by

fYa(ya) =
∞∑
A=0

CaP
−µeLe−A exp

(
−λpya
ϵ− 1

)
γ (µeLe +A,Pya) , (3.78)

where Ca =
λpc′1

(
µeLe

√
κe(1+κe)

ϵρth

)2A+µeLe−1

2(ϵ−1)LµeLe+A
e A!Γ(A+µeLe)(ϵρth)

µeLe+1
2

and P =
(
µe(1+κe)
ϵρth

− λp
ϵ−1

)
. The PDF of Yb is

found using (3.71) as

fYb(yb) =

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

cx

2 (ρthL)
µ1L+r1

yµ1L+r1−1
b G 0 n

n 0

(
β′

−

∣∣∣∣∣ ρthL

yb
∏n
j=1 µjLj (1 + κj)

)
.(3.79)

Besides, the PDF of Y is found using the following integration

fY (y) =

∫ ∞

0
ybfYa(yyb)fYb(yb)dyb· (3.80)

Substituting (3.78) and (3.79) into (3.80) yields

fY (y) =
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

∞∑
A=0

Cb

[
I1 −

µeLe+A−1∑
B=0

PByB

B!
I2

]
, (3.81)

where Cb = CaP
−µeLe−A (µe +A− 1) ! cx

2(ρthL)
µ1L+r1

. I1 is given by

I1 =

∫ ∞

0
yµ1L+r1b exp

(
−λpyyb
ϵ− 1

)
G n 0

0 n

(
−

1−β′

∣∣∣∣∣yb
∏n
j=1 µjLj (1 + κj)

ρthL

)
dyb.

(3.82)

Using [82, eq. (8.352.1)] and [82, eq. (7.813.1)], (3.82) is solved as
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I1 =

(
λpy

ϵ− 1

)−µ1L−r1−1

G n 1
1 n

(
−µ1L−r1

1−β′

∣∣∣∣∣(ϵ− 1)
∏n
j=1 µjLj (1 + κj)

ρthLλpy

)
. (3.83)

Similarly, I2 is solved as [82, eq. (7.813.1)]

I2 =

(
λpy

ϵ− 1
+ Py

)−µ1L−r1−B−1

G n 1
1 n

−µ1L−r1−B
1−β′

∣∣∣∣∣∣
∏n
j=1 µjLj (1 + κj)

ρthLy
(
P +

λp
ϵ−1

)
 . (3.84)

Given (3.74), the secrecy outage probability is represented as

SOP = Pr (Y ⩾ 1)

=

∫ ∞

1
fY (y)dy· (3.85)

Using (3.81), (3.83), (3.84), and [85, eq. (26)] with some mathematical manipulations, (3.85) is

expressed as

SOP = 1−
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

∞∑
A=0

Cb

[
S1 −

µeLe+A−1∑
B=0

PB

B!
S2

]
, (3.86)

where

S1 =

(
λp
ϵ− 1

)−µ1L−r1−1

G 1 n+1
n+1 2

(
β′,1+µ1L+r1

1+µ1L+r1,µ1L+r1

∣∣∣∣ ρthLλp(ϵ− 1)Q

)
, (3.87)

and

S2 =

(
λp
ϵ− 1

+ P

)−µ1L−r1−B−1

G 1 n+1
n+1 2

 β′,1+µ1L+r1
1+µ1L+r1+B,µ1L+r1

∣∣∣∣∣∣
ρthL

(
P +

λp
ϵ−1

)
Q

 , (3.88)

with Q =
∏n
j=1 µjLj (1 + κj) .

In order to study the behaviour of the system as the constraint over the transmission power of S

increases, we assess the secrecy outage probability when ρth, i.e., IthN0
goes to infinity. Considering
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this in (3.74), the asymptotic secrecy outage probability is expressed as

SOPASMP = Pr (HSD ≤ ϵHSE) =

∫ ∞

0
FHSD

(ϵx)fHSE
(x)dx. (3.89)

It is worth mentioning that (3.89) represents the lower bound of the secrecy outage probability [7].

To solve the integration in (3.89), the CDF of HSD is found using (3.71) and [82, eq. (3.381.3)] as

FHSD
(x) =

∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

cx
2Lµ1L+r1

xµ1L+r1

× G n 1
1 n+1

(
1−µ1L−r1

1−β′,−µ1L−r1

∣∣∣∣∣x
∏n
j=1 µjLj (1 + κj)

L

)
(3.90)

Substituting (3.90) and (3.72) into (3.89) yields

SOPASMP =
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

∞∑
A=0

Crϵ
µ1L+r1 (µe(1 + κe))

−µ1L−r1−µeLe−A

= G n 2
2 n+1

(
ψ

1−β′,−µ1L−r1

∣∣∣∣∣ϵ
∏n
j=1 µjLj (1 + κj)

Lµe(1 + κe)

)
, (3.91)

where ψ = −µ1L − r1 − µeLe − A + 1, 1 − µ1L − r1 and Cr =
c′1cx

(
µeLe

√
κe(1+κe

)2A+µeLe−1

4LµeLe+A
e Lµ1L+r1A!Γ(A+µeLe)

·

From (3.91), it can be concluded that the performance of the network is independent of ρth and

thus independent of the underlay constraint defined in (3.67). This has a significant influence on the

system design as the SU transmitter can transmit the confidential information with the maximum

possible transmit power, given the PUs’ quality of service (QoS) is maintained. In other words, the

network is considered to be a non-cognitive network. Consequently, this tends to boost the security

of exchanged information as the obtained SNR at the legitimate receiver is thereby improved. This

effect is later illustrated by the numerical results.
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3.13.4 Probability of Non-Zero Secrecy Capacity

The probability of non-zero secrecy capacity (Pnzcr ) is evaluated using (3.37) as

Pnzcr = Pr (Cs > 0) = 1− Pr

1 + ρthHSD

|hSP |2

1 + ρthHSE

|hSP |2
⩽ 1


= 1− Pr (HSD ⩽ HSE) = 1−

∫ ∞

0
FHSD

(x)fHSE
(x)dx· (3.92)

Given (3.72) and (3.90), the probability of non-zero secrecy capacity is expressed as [82, eq.

(7.813.1)]

Pnzcr = 1−
∞∑
r1=0

∞∑
r2=0

· · ·
∞∑

rn=0

∞∑
A=0

Cr (µe(1 + κe))
−µ1L−r1−µeLe−A

×G n 2
2 n+1

(
ψ

1−β′,−µ1L−r1

∣∣∣∣∣
∏n
j=1 µjLj (1 + κj)

Lµe(1 + κe)

)
. (3.93)

3.14 Numerical Results

This section presents the theoretical results with Monte-Carlo simulations. The theoretical re-

sults are obtained by truncating the infinite series expansion to the first twenty terms (r = 20, A =

20). The Meijer G-function can be easily computed using different software packages, such as

Maple, Mathematica, and Matlab. Symbols in the figures represent the Monte-Carlo simulations.

Fig. 3.20 illustrates the secrecy outage probability (SOP ) versus ρth for double κ-µ fading

channels (n = 2). The fading parameters for the main and the wiretap channels are κ = 0 and

µ = 4, which represents the Nakagami-m fading channel as a special case of this general fading

model. One can notice that the secrecy is improved by the rise in the number of antennas at the SU

destination (L). This is due to the employment of the MRC technique. The figure also compares

the utilization of one antenna (L = 1) with four antennas (L = 4). The difference between the

two curves indicates the important impact of utilizing multiple antennas at D over the security of

the SUs’ communication. Besides, it is shown that as ρth increases, the secrecy improves as the

transmitter is capable of using the maximum transmit power.

Fig. 3.21 represents the impact of increasing the number of antennas at the eavesdropper (Le)
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over the secrecy outage probability for two cascade levels at the main channel (n = 2) and two

antennas at D. It can be noted that increasing the number of antennas at the eavesdropper degrades

the secrecy. That is, the eavesdropper is becoming more powerful for the interception of the con-

fidential information as the number of antennas increases due to utilizing MRC technique over the

received multiple copies of the intercepted signal. Furthermore, it is observed that all the curves

tend to saturate for high values of ρth. This is because as ρth takes higher values, the limit over the

transmit power of S is neglected and S can transmit with its maximum power. That is, the network

becomes independent of the interference constraint. This effect was proven by (3.91).

Fig. 3.22 presents the secrecy outage probability as a function of the target secrecy rate (Cth)

for different number of scatters in the main channel (n). It is observed that the system secrecy

deteriorates as the target rate rises, which can be illustrated by (2.1). That is, there is a higher

chance for a secrecy outage with an enhancement in the target rate. Furthermore, as the number of

the scatters and obstacles in the main channel increases, i.e., cascade level n goes up, the higher

the probability of a an outage in the secrecy of the information exchanged between the SUs as the

level of fading severity is maximized. In addition, comparing the gap between the results for low

Cth as Le increases, one can conclude that the effect of the fading severity (n) on the security is

reduced accordingly. This can be interpreted by the fact that when Le increases, implying stronger

eavesdropping, the impact of the wiretap channel over the secrecy is more critical than the impact of

the conditions of the main channel. This proves that both the main and the wiretap channels impair

the confidentiality of the shared information.

Fig. 3.23 depicts the Rayleigh fading model as one of the special cases of this general fading

distribution. Moreover, the results include the effect of distances over the secrecy. Let d−PLJK =

1
2λJK

, where dJK is the distance between node J and K. PL is the path loss exponent and λJK

is the fading coefficient for the channel JK. J ∈ {S,O1} and K ∈ {O1, D, PR, E}, where O1

represents the location of the obstacle in the main channel between S and D. The results prove that

the secrecy of the SUs deteriorates as the distance between the source S and the eavesdropper E,

i.e., dSE becomes smaller. Indeed, this result will be more explored in the next section of this thesis,

where we consider a special case system model of this general one.

Fig. 3.24 shows the secrecy outage probability as a function of the secrecy target rate (Cth).
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Figure 3.20: The secrecy outage probability versus ρth = Ith
N0

for double κ-µ fading channel (n =
2). For the main channel: κ = 0 and µ = 4. For the wiretap channel: κe = 0 and µe = 4. Cth = 1
bit/sec/Hz, Le = 1, and λp = 5.

The figure includes both the asymptotic secrecy outage probability (SOPASMP ) and the exact

SOP given in (3.86) for a high value of ρth. The SOPASMP represents the scenario when ρth

goes to infinity, which matches the case of the exact result when substituting ρth = 40 dB in (3.86).

This match demonstrates the accuracy of the derived SOPASMP and proves that the secrecy outage

probability becomes independent of ρth as it takes high values. In this case, the CRN relaxes the

restrictions on the transmitting power in an underlay CRN. Therefore, the results highlight the effect

of the constraint (ρth) on the network design.

Fig. 3.25 represents the probability of non-zero secrecy capacity (Pnzcr ) versus the number of

antennas at the eavesdropper (Le) for a different number of scatters in the path (n). It is evident that

as the cascade level increases, the secrecy deteriorates for a specific range of Le. This is because

more severe fading appears with the increment in the scatters at the main link. In addition, for the

perceived parameters, the cascaded fading channel level may appear to have a different impact on the

secrecy as the eavesdropper becomes empowered with more antennas (Le), i.e., Le > L. Moreover,

it is clear that the probability of non-zero secrecy capacity is degrading when the eavesdropper

becomes more powerful by deploying more antennas for reception. This is in agreement with the

results in Fig. 3.22, which confirms that PLS is impacted by the conditions of both; the main and

wiretap channels.

As a final investigation, Fig. 3.26 depicts the impact of the number of antennas at the SU receiver
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Figure 3.21: The secrecy outage probability versus ρth = Ith
N0

for double κ-µ fading channel (n =
2). For the main channel: κ = 1 and µ = 1. For the wiretap channel: κe = 1 and µe = 1. Cth = 1
bit/sec/Hz, L = 2, and λp = 5.
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Figure 3.22: The secrecy outage probability versus the threshold secrecy rate (Cth) for different
cascade level (n) and different number of antennas at the eavesdropper (Le). For the main channel:
κ = 0 and µ = 1. For the wiretap channel: κe = 0 and µe = 1. L = 1, λp = 5, and ρth = 5 dB.
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Figure 3.23: The secrecy outage probability versus ρth = Ith
N0

for double cascade level (n = 2) for
Rayleigh fading channel as a special case. For the main channel: κ = 0 and µ = 1. For the wiretap
channel: κe = 0 and µe = 1. L = 1, Le = 1 and Cth = 0.7 bit/sec/Hz.
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Figure 3.24: The secrecy outage probability versus the threshold secrecy rate (Cth) for different
cascade level (n). For the main channel: κ = 0 and µ = 1. For the wiretap channel: κe = 0 and
µe = 1. L = 1, Le = 2, and λp = 5.
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Figure 3.25: The probability of non-zero secrecy capacity versus the number of antennas at E (Le)
for different cascade level (n) and for L = 2. For the main channel: κ = 1 and µ = 1. For the
wiretap channel: κe = 1 and µe = 2.

(L) and the eavesdropper (Le) over the SUs’ secrecy for double κ-µ fading channel (n = 2). For

κ = 1, κe = 1, µe = 2, the results suggest that with the rise in the number of antennas at the

legitimate receiver (L), the achieved confidentiality is improved. In other words, there is a higher

chance for the main channel’s capacity to be greater than the wiretap channel’s capacity as the

number of antennas at the legitimate receiver increases. The results show the impact of varying the

value of the wiretap channel parameters for a double κ-µ channel and for a single antenna at the SU

receiver (L = 1) and κ = 0, µe = 1. It is noteworthy that as the wiretap channel becomes reliable,

i.e., κe increases, the confidentiality of the shared information at the main channel deteriorates. This

depicts that the security is influenced by both; the main and the wiretap channels’ conditions.
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Figure 3.26: The probability of non-zero secrecy capacity versus the number of antennas at E (Le)
for cascade level n = 2 and µ = 1.
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3.15 PLS for CRNs over Cascaded Rayleigh Fading Channels

In this section, a special case of the previous SIMO system is considered. In our model, we

consider a pair of SUs (S, D), a PU receiver (PR), and an eavesdropper (E) as shown in Fig.

3.27. We assume that the SU pair, the PU receiver, and the eavesdropper are equipped with a single

antenna. The channel hSD follows cascaded Rayleigh fading model, whereas hSP and hSE both

follow single Rayleigh fading model. Considering an underlay cognitive radio channel sharing

model, the transmitting power at S should be limited by a threshold (Ith) that the PU receiver (PR)

can tolerate. The PU transmitter is assumed to be located far away from the SUs pair and does not

affect the SUs communication.

Figure 3.27: The system model.

Let hSD =
∏n
i xi, where xi follows the Rayleigh channel model. The probability density

function (PDF) of hSD was derived based-on a transformed Nakagami-m distribution in [105] as

fhSD
(y) = ϖy

2m
n

−1 exp

(
− m

Ωσ
2
n

y
2
n

)
, (3.94)

where n is the cascade level, ϖ =
2(m

Ω )
m

nΓ(m)σ
2m
n

, σ is the scale parameter of the distribution and

σ2 =
∏n
i=1 σ

2
i for i = 1, 2, · · · , n. The values of m and Ω are calculated based on the following

m = 0.6102n+ 0.4263,

Ω = 0.8808n−0.9661 + 1.12. (3.95)
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The PDF of the channel power gain |hSP |2 with the corresponding coefficient λp and |hSE |2 with

the corresponding coefficient λe can be expressed, respectively, as

f|hSP |2(y) = λp exp (−λpy) , (3.96)

f|hSE |2(y) = λe exp (−λey) . (3.97)

The received message at the SU destination (D) is given by

yD =
√
PshSDxs + nD, (3.98)

where Ps is the transmit power at S, xs is the transmitted symbol, and nD is the additive-white-

Gaussian-noise (AWGN) at the receiver D with zero mean and variance N0. Moreover, the inter-

cepted message at the eavesdropper E is given by

yE =
√
PshSExs + nE , (3.99)

where nE is the AWGN at E with zero mean and variance N0. Using (3.98), (3.99), and (3.67) the

instantaneous received SNRs at D and E can be expressed, respectively, as

γD =
Ith |hSD|2

N0 |hSP |2
, (3.100)

γE =
Ith |hSE |2

N0 |hSP |2
· (3.101)

3.16 PLS Analysis

In this section, PLS will be studied in terms of the secrecy outage probability (SOP), the proba-

bility of non-zero secrecy capacity (Pnzcr ), and the intercept probability (Pint).
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3.16.1 Secrecy Outage Probability

Using (2.1), SOP for this system model is evaluated as

SOP = Pr (log2(1 + γD)− log2(1 + γE) ⩽ Cth)

= Pr

1 + Ith|hSD|2

N0|hSP |2

1 + Ith|hSE |2

N0|hSP |2
⩽ 2Cth

Pr

(
(η − 1) |hSP |2 + ηρth |hSE |2

ρth |hSD|2
⩾ 1

)
, (3.102)

where ρth = Ith
N0

and ϵ = 2Cth . Let Y = (ϵ−1)|hSP |2+ϵρth|hSE |2

ρth|hSD|2 , Ya = (ϵ− 1) |hSP |2 + ϵρth |hSE |2

and Yb = ρth |hSD|2. To find the secrecy outage probability, one needs to find the PDF of the

random variable Y . Let Ya = A+B, where A = (ϵ− 1) |hSP |2 and B = ϵρth |hSE |2. The PDF of

A can be found using (3.96) as

fA(x) =
λp

(ϵ− 1)
exp

(
− λpx

ϵ− 1

)
· (3.103)

Using (3.97), the PDF of B can be given by

fB(x) =
λe
ϵρth

exp

(
− λex

ϵρth

)
· (3.104)

Hence, the PDF of Ya is given by

fYa(ya) =

∫ ya

0
fA(x)fB(ya − x)dx· (3.105)

Substituting (3.103) and (3.104) into (3.105), the PDF of the random variable Ya can be expressed

as

fYa(ya) = a1

(
exp

(
− λpya
ϵ− 1

)
− exp

(
−λeya
ϵρth

))
, (3.106)

where a1 =
λpλe

µ(ϵ−1)(ϵρth)
and µ =

(
λe
ϵρth

− λp
ϵ−1

)
. The PDF of Yb cab be found using (3.94) as

fYb(yb) =
ϖ

2ρ
m
n
th

y
m
n
−1

b exp

− m

ρ
1
n
thΩσ

2
n

y
1
n
b

 · (3.107)
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Also, the PDF of Y can be found using the following

fY (y) =

∫ ∞

0
ybfYa(yyb)fYb(yb)dyb· (3.108)

Using (3.106), (3.107), and [83, eq. (2.24.3.1)] and with some mathematical manipulations, (3.108)

can be expressed as

fY (y) = a3c1y
−m
n

−1G n 1
1 n

 −m
n

0, 1
n
,···,n−1

n

∣∣∣∣∣∣∣
(

m

Ωσ
2
n

)n
ρthnn

λpy
ϵ − 1

− a3c2y
−m
n

−1 (3.109)

×G n 1
1 n

 −m
n

0, 1
n
,···,n−1

n

∣∣∣∣∣∣∣
(

m

Ωσ
2
n

)n
ρthnny

(
λe
ϵρth

)
 ,

where a3 = a1ϖ

2ρ
m
n
th

, c1 =
√
n
(

λp
ϵ−1

)−m
n −1

(2π)
n−1
2

, and c2 =
√
n
(

λe
ϵρth

)−m
n −1

(2π)
n−1
2

.

Given (3.102) and (3.109), the secrecy outage probability can be represented as

SOP = Pr (Y ⩾ 1) =

∫ ∞

1
fY (y)dy· (3.110)

Substituting (3.109) into (3.110) and using [85, eq. (26)] with some mathematical manipulations,

the SOP can be expressed as

SOP = 1− [S1 − S2] , (3.111)

where

S1 = a3c1G
1 n+1

n+1 2

 1,n−1
n
,···, 1

n
,1+m

n
1+m

n
,m
n

∣∣∣∣∣∣∣
ρthn

n λp
ϵ−1(

m

Ωσ
2
n

)n
 (3.112)

and

S2 = a3c2G
1 n+1

n+1 2

 1,n−1
n
,···, 1

n
,1+m

n
1+m

n
,m
n

∣∣∣∣∣∣∣
nn
(
λe
ϵ

)(
m

Ωσ
2
n

)n
 . (3.113)
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3.16.2 Probability of Non-Zero Secrecy Capacity

The probability of non-zero secrecy capacity (Pnzcr ) defined in (3.37) is given by

Pnzcr = Pr (Cs > 0) = 1− Pr

1 + ρth|hSD|2

|hSP |2

1 + ρth|hSE |2

|hSP |2
⩽ 1


= 1− Pr

(
|hSD|2 ⩽ |hSE |2

)
1−

∫ ∞

0
F|hSD|2(x)f|hSE |2(x)dx· (3.114)

In order to evaluate the probability of non-zero secrecy capacity, one needs to find the cumulative

distribution function (CDF) of the channel power gain |hSD|2, which can be found using (3.94), [82,

eq. (3.381.3)] and with some mathematical manipulations as

F|hSD|2(x) = 1−
nϖ

(
m

Ωσ
2
n

)−m
2

(m− 1) ! exp

(
− m

Ωσ
2
n

x
1
n

)m−1∑
j=0

(
m

Ωσ
2
n

)j
j!

x
j
n · (3.115)

Using (3.115) and (3.97), (3.114) can be solved as [83, eq. (2.24.3.1)]

Pnzcr =

m−1∑
j=0

qλ
−j
n
e G n 1

1 n

 − j
n

0, 1
n
,···,n−1

n

∣∣∣∣∣∣∣
(

m

Ωσ
2
n

)n
nnλe

 , (3.116)

where q =
(

m

Ωσ
2
n

)−m+j
n
√
nϖ(m−1)!

2j!(2π)
n−1
2

·

3.16.3 Intercept Probability

Intercept probability defined in is expressed as

Pint = Pr (Cs < 0) = Pr

(
|hSD|2 < |hSE |2

)
=

∫ ∞

0
F|hSD|2(x)f|hSE |2(x)dx = 1− Pnzcr . (3.117)
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3.17 Numerical Results

In this section, analytical results are presented with Monte-Carlo simulations. A perfect match

can be noticed between the analytical and the simulation results. To take the path loss effect over the

secrecy into consideration, we assume that the transmitter represents the reference location. That is

S is located at (0, 0) and the other nodes (D,E, and PR) are of different distances from S as shown

in Fig. 3.28. Assume d−PLMN = 1
2λJ

, where PL is the path loss exponent, M ∈ {S, d1, d2, d3},

N ∈ {PR, E, d1, d2, d3, D}, and J ∈ {e, s, p}. λs = 1
2σ2 and dMN represents the distance from

node M to node N in meters (m). d1, d2, and d3 are the locations of the first, second, and third

obstacle in the main channel, respectively. This is to notice the effect of the cascade level between

S and D.

Figure 3.28: A representation of the distances between nodes.

Fig. 3.29 presents the secrecy outage probability versus the interference threshold ρth for dif-

ferent distances between the SU transmitter (S) and the eavesdropper (E), (dSE). One can notice

that as the eavesdropper becomes closer to the transmitter S (dSE reduces), there is a higher prob-

ability that the wiretap channel’s conditions improving, which implies better signal reception at the

receiver. That is, the secrecy degrades as the capability of the eavesdropper to intercept the infor-

mation improves. Moreover, as the interference threshold (ρth) increases, the secrecy improves as

the transmitter can enhance the transmitting power. In addition, one can notice that regardless of

the distance between S and E, all SOP curves saturate at high values of the threshold level (ρth).

This is because as ρth increases to very high values, the system undergoes a non-cognitive state as
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the limit over the transmit power is ignored and the transmitting power at S can take its maximum

value. This can be noticed by setting the threshold ρth to ∞ in (3.102).
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Figure 3.29: The secrecy outage probability (SOP) versus the interference level (ρth) for different
distances between the transmitter S and the eavesdropper E, (dSE). dSP = 500 m, dSd1 = 10 m,
dd1D = 10 m, Cth = 0.7 bit/sec/Hz, PL = 3, and n = 2.

Fig. 3.30 shows the secrecy outage probability as a function of the target secrecy rate (Cth) for

different values of the interference threshold (ρth) and for a cascade level n = 3. One can notice

that when the target secrecy rate increases, the overall achieved system secrecy becomes poorer.

Furthermore, the results reveal that the gap between the SOP curves for different values of the

interference threshold ρth for low values of Cth is lower than the gap for high values of Cth. That

is, the effect of decreasing the interference level at the PU receiver (PR) can be reduced for low

values of the target secrecy rate.

Fig. 3.31 represents the effect of the cascade level n, i.e., the number of keyholes in the channel,

over the probability of non-zero secrecy capacity (Pnzcr ). We assume that the distance from the

transmitter S to the next object blocking the path to D (dSd1) equals the distance between the node

d1 to d2 (dd1d2) and also the distance between node d2 and the final destination D (dd2D). It can be

noticed that as the distance between S andE increases, the system becomes more robust against this

passive eavesdropping. This occurs because the received SNR reduces as the eavesdropper moves

away from the transmitting node S, which results in a degradation in the strength of the signal

received at the eavesdropper E as well as in the ability of E to intercept and decode the information

correctly. Furthermore, as the cascade level n increases, the secrecy degrades since more severe
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Figure 3.30: The secrecy outage probability (SOP ) versus the target secrecy rate (Cth) for different
values of the interference threshold ρth. n = 3, dSP = 500 m, dSE = 1000 m, PL = 3, dSd1 = 5
m, dd1d2 = 5 m, and dd2D = 5 m.
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Figure 3.31: The probability of non-zero secrecy capacity (Prnzc) versus the distance between S
and E, (dSE) for several values of cascade level (n). PL = 3, dSd1 = 10 m, dd1d2 = 10 m, and
dd2D = 10 m.
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fading conditions emerge as the level of the cascade (the number of keyholes) rises. Moreover, one

can notice that the gap between the curves of the probability of non-zero secrecy capacity for a

closer eavesdropper E is wider than the gap when dSE gets larger. That is, the effect of the cascade

level at the main channel can be reduced as dSE increases.

Fig. 3.32 shows the effect of the cascade degree of the main channel over the intercept probabil-

ity for a single (n = 1) and a cascaded Rayleigh fading channels (n = 4). It can be observed that

for a single Rayleigh fading channel, when dSE ≥ 300 m, the communication secrecy is consid-

ered to be acceptable. However, if the eavesdropper is at distance dSE < 300, the probability that

the eavesdropper can intercept and decode the confidential information correctly increases. On the

other hand, when the main channel becomes poorer for higher cascade levels as shown for n = 4,

the secrecy is significantly affected.
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Figure 3.32: The intercept probability versus the distance between S and E, (dSE) for single and
cascaded Rayleigh fading channels. PL = 3, dSd1 = 5 m, dd1d2 = 5 m, dd2d3 = 5 m, and dd3D = 5
m.

3.18 Summery

This chapter establishes the PDF of cascaded κ-µ channels. Using these cascaded channels, the

PLS was investigated for three wiretap system scenarios: the worst-case scenario, the regular sce-

nario with colluding eavesdroppers, and the regular scenario with non-colluding eavesdroppers. We

proved that the cascaded channel affects secrecy. The results indicate that increasing the cascade
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level of the main channel and/or the number of eavesdropper’s antennas compromises system se-

crecy. Additionally, the security of two cases involving CRN over cascaded channels was examined

using PLS. The first scenario assumed the operation of a SIMO CRN over cascaded κ-µ channels,

whereas the second assumed the operation of a SISO CRN over cascaded Rayleigh channels. We

verified the generality of our first scenario by altering particular elements to generate the second

scenario. Additionally, we demonstrated how privacy might be enhanced by adding extra antennas

to the legitimate receiver. We highlighted how the constraint on transmit power can have a large

impact on secrecy when SUs use the underlay model to access the channel.
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Chapter 4

Secrecy Analysis for Energy Harvesting

Enabled CRNs

4.1 Introduction

Apart from the additional functions performed by SUs which need energy, the energy con-

sumption challenge associated with the collaboration among users in CRNs should be addressed.

Therefore, energy harvesting (EH) has lately emerged as a viable method for addressing this issue,

particularly for energy-constrained systems [3]. One of the effective energy harvesting techniques

is simultaneous wireless information and power transfer (SWIPT). This technique is based on the

notion that radio frequency (RF) signals are composed of both energy and information [106]. In

this case, the receiver can harvest energy from the same received messages. However, to enable the

SWIPT technique, the receiver must implement one of the following EH protocols: power splitting

(PS), time switching (TS), or antenna selection (AS). Integrating EH with CRNs has the advantage

of improving both spectral efficiency and energy efficiency.

In this chapter, PLS for underlay CRNs-based SWIPT over cascaded fading channels is inves-

tigated. Three different system models are considered and studied. The security is studied in terms

of the probability of non-zero secrecy capacity and the intercept probability.
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4.2 Secrecy Analysis for Energy Harvesting-Enabled CRNs in Cas-

caded Fading Channels with Destination Assistance

Consider an underlay CRN, in which an SU transmitter communicating with an SU destination

with the presence of a PU receiver. The confidentiality of the shared information between SUs is

threatened by an eavesdropper. We presume that the SU destination employs the power splitting

(PS) technique to harvest energy from the SU transmitter. The harvested energy is used to produce

jamming signals (artificial noise) to be transmitted to mislead the eavesdropper and degrade the

reception’s quality. Furthermore, the SU destination is empowered with the FD capability in order

to receive the useful information and transmits jamming signals at the same time. The main channel

is assumed to follow the cascaded κ-µ fading model, while the wiretap channel undergoes single

κ-µ distribution to study the system in its worst-case conditions [66].

Assume an SU transmitter (S) communicating with an SU receiver (D) over a cascaded κ-

µ fading channel with the attempt of an eavesdropper (E) for intercepting the SUs’ information

through the wiretap channel. The channel gain hSD follows the cascaded κ-µ fading model, whereas

hSE and hDE both follow a single κ-µ fading model. Supposing the SUs access the licensed band

using underlay mode, a PU receiver (PR) is residing in the transmission range of S. The channel

between S and PR is denoted by hSP and follows a single Rayleigh fading model (see Fig. 4.1).

All the devices are assumed to be equipped with a single antenna except for D. We assume that D

is equipped with two isolated antennas; one for reception from S and one for transmitting jamming

signals to confound E. We assume that PR is located far away from D and the impact of jamming

signals over PR can be ignored. First, S transmits a ”wake up” message toD. D will harvest energy

from this message using the PS technique. The harvested energy will be stored in the battery ofD to

be used in the next symbol duration for jamming the eavesdropper [71]. In the next symbol duration,

S sends the confidential information, which will be received by D and intercepted by E. Due to the

FD capability of D, while receiving the signals using one of the antennas, jamming signals will be

transmitted by exploiting the stored harvested energy in the previous symbol duration. Similar to

[71], we assume that the battery of D charges and discharges at the same time.

91



Figure 4.1: The system model.

The received message at the SU destination (D) is given as

yD =
√
(1− θ)PshSDxs + nD, (4.1)

where 0 < θ < 1 is the power splitting factor, in which θPs is the portion used for energy harvesting.

Ps is the transmission power of S, xs is the transmitted symbol, and nD is the AWGN at D with

zero mean and variance N0. Without loss of generality, in (4.1), we assume that the destination is

capable of cancelling the self-interference generated due to the FD propriety [107] using one the

techniques of self-interference cancellation (SIC) [108], [109]. In addition, the intercepted message

at the eavesdropper is given by

yE =
√
(1− τ)PshSExs +

√
PJhDExD + nE , (4.2)

where hDE is the channel gain from D to E, PJ is the jamming power (artificial noise) sent by D,

xD is the jamming signal, and nE is the AWGN at E with zero mean and variance N0. In our work,

we study two scenarios for the eavesdropper for comparison; one when E is harvesting energy from

the intercepted RF signal from S (τ = θ), while the other case is when E not harvesting energy

(τ = 0).

In the context of underlay mode, S should ensure that the transmitting power (Ps) is maintained

below an interference level (Ith) that is tolerable by the PU receiver (PR) as Ps ⩽ Ith
|hSP |2 . The

92



harvested energy at D during the previous symbol duration is given by

EH = θPsηT
∣∣∣h(P )
SD

∣∣∣2 , (4.3)

where 0 < η < 1 denotes the energy transfer efficiency coefficient, which depends on EH cir-

cuitry at D. T is the symbol duration. h(P )
SD is the channel gain between S and D in the previous

symbol duration, which represents the link used for harvesting the energy [71]. Consequently, the

transmission power at D is given by

PJ =
EH

T
= θPsη

∣∣∣h(P )
SD

∣∣∣2. (4.4)

Using (4.1), the instantaneous received SNR at D is given by

γD =
(1− θ)Ps |hSD|2

N0
. (4.5)

Similarly, the received signal-to-interference-plus-noise ratio (SINR) at E is given by

γE =
(1− τ)Ps |hSE |2

PJ |hDE |2 +N0

. (4.6)

We assume that the interference is dominant in the system [110]. Hence, the SINR at E is approxi-

mated as

γE ≈ (1− τ)Ps |hSE |2

PJ |hDE |2
. (4.7)

hSD follows the cascaded κ-µ fading model with a cascade level n. Let hSD =
∏n
i=1 xi, where xi

follows the κ-µ fading model with the parameters κi and µi (for i = 1, 2, · · · , n). The PDF of hSD

is given in (3.6). The PDF of |hSE |2 and |hDE |2 can be found from (3.1) and using transformation

of random variables as

f|hk|2(x) = Ckx
µk−1

2 exp [−µk (1 + κk)x] Iµk−1

[
2µk

(√
κk (1 + κk)

)
x

1
2

]
(4.8)

for k ∈ {SE,DE} ,
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where Ck = µk(1+κk)
µk+1

2

κ
µk−1

2
k exp(κkµk)

. Let h(P )
SD =

∏np
j=1 xj , where xj follows the κ-µ fading model. κjp

and µjp (for j = 1, 2, · · · , np) are the fading channel parameters for the random variable xj . The

PDF of h(P )
SD follows the cascaded κ-µ fading channel with a cascade level np as

f
h
(P )
SD

(y) =
∞∑

l1p=0

∞∑
l2p=0

· · ·
∞∑

lnp=0

Cxpy
2µ1p+2l1p−1G 0 np

np 0

(
βp
−

∣∣∣∣∣ 1

y2
∏np
j=1 µjp (1 + κjp)

)
, (4.9)

where βp = µ1p − µ2p + l1p − l2p + 1, · · · , µ1p − µnp + l1p − lnp + 1, 1 and

Cxp =2

np∏
j=1

 [µjp (1 + κjp)]
µ1p−µip+l1p−ljp µip

κ
µjp−1

2
jp exp (κjpµjp) Γ (ljp + µjp)


×

np∏
j=1

(1 + κjp)
µjp+1

2
[
2µjp

√
κjp (1 + κjp)

]2ljp+µjp−1

(ljp)! 22ljp+µjp−1

 ·

4.2.1 PLS Analysis

In this section, we assess the secrecy in terms of probability of non-zero secrecy capacity (Pnzcr )

for two scenarios; scenario-I when both D and E are performing EH and scenario-II when only D

is performing EH. Intercept probability Pint is also evaluated.

4.2.2 Probability of Non-Zero Secrecy Capacity: Scenario-I

The probability of achieving a better capacity at the main link compared to the wiretap channel’s,

i.e., the probability of non-zero secrecy capacity (Pnzcr ) is evaluated while E has a limited battery

life and equipped with an energy harvester to prolong the battery lifetime (τ = θ) [111]. Given this,

Pnzcr is given by

Pnzcr = Pr (Cs > 0) = 1− Pr

(
gSD ⩽

N0gSEgSP

θηIthg
(P )
SDgDE

)
= 1−

∫ ∞

0
FgSD(y)fY (y)dy, (4.10)

where Y = N0gSEgSP

θηIthg
(P )
SD gDE

, and gm = |hm|2 , for m = SD, SE, SP, SD(P ), and DE. Let

A = gSEgSP and B = θηIth
N0

g
(P )
SDgDE . To obtain the PDF of the variable Y , the PDFs of A and B
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need to be obtained. The PDF of A is given by

fA(y) =

∫ ∞

−∞

1

|t|
fgSE

(y
t

)
fgSP (t)dt· (4.11)

Using (4.8), fgSP (y) = λp exp (−λpy), [82, eq. 7.813.1], and [83, eq. (8.4.3.1)] yields

fA(y) =
∞∑
v=0

CN1y
µSE+v−1G 0 2

2 0

(
µSE+v,1

−

∣∣∣∣ 1

µSEλp(1 + κSE)y

)
, (4.12)

where CN1 =
λ
µSE+v−1
p CSEλp

(
µSE

√
κSE(1+κSE)

)2v+µSE−1

2Γ(v+µSE)v! . Let B = ζB′, where ζ = θηIth
N0

and

B′ = g
(P )
SDgDE . Using (4.11) and [82, eq. 7.813.1], the PDF of B′ is given by

fB′(y) =
∞∑

l1p=0

∞∑
l2p=0

· · ·
∞∑

lnp=0

∞∑
α1=0

Ct1y
µ1p+l1p−1 (4.13)

× G np+1 0
0 np+1

−
g

∣∣∣∣∣∣µDE(1 + κDE)

np∏
j=1

µjp(1 + κjp)y

 ,

where g = 1− βp, µDE − µ1p − l1p + α1 and

Ct1 =
CDECxp

(
µDE

√
κDE(1 + κDE)

)2α1+µDE−1
(µDE(1 + κDE))

−µDE−α1+µ1p+l1p

4Γ (α1 + µDE)α1!
.

The PDF of Y is given by

fY (y) =

∫ ∞

0
ybfA(yyb)fB(yb)dyb· (4.14)

Performing transformation of random variables and substituting (4.12) and (4.13) into (4.14) and

using [83, eq. (2.24.1.1)] yields

fY (y) =

∞∑
l1p=0

∞∑
l2p=0

· · ·
∞∑

lnp=0

∞∑
v=0

∞∑
α1=0

Ct2y
−µ1p−l1p−1 (4.15)

× G np+1 2
2 np+1

(
−µ1p−l1p,1−µ1p−µSE−v−l1p

g

∣∣∣∣ inyζ
)
,
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where in =
µDE(1+κDE)

∏np
j=1 µjp(1+κjp)

µSE(1+κSE)λp
and Ct2 =

CN1Ct1(µSE(1+κSE)λp)
−µ1p−l1p−µSE−v

ζµ1p+l1pµDE(1+κDE)α1+µDE−µ1p−l1p
.

Using (3.6), the CDF of gSD is given by

FgSD(x) =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2
xµ1+l1G n 1

1 n+1

(
1−µ1−l1

1−β,−µ1−l1

∣∣∣∣∣x
n∏
i=1

µi (1 + κi)

)
· (4.16)

Finally, using (4.15) and (4.16), Pnzcr in (4.10) can be expressed as

Pnzcr = 1−
∞∑
v=0

∞∑
α1=0

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

Ctf

∞∑
l1p=0

∞∑
l2p=0

· · ·
∞∑

lnp=0

(
n∏
i=1

µi(1 + κi)

)−µ1−l1+µ1p+l1p

× G 3 np+n+1
np+n+2 3

(
ψ
ψ′

∣∣∣∣ ζ

in
∏n
i=1 µi (1 + κi)

)
, (4.17)

where ψ = βp, 1− µDE + µ1p − α1 + l1p,−µ2 − l2 + 1 + µ1p + l1p, · · · ,−µn − ln + 1 + µ1p +

l1p, 1− µ1 − l1 + µ1p+ l1p, 1+ µ1p+ l1p, ψ′ = µ1p+ l1p+1, µ1p+ µSE + v+ l1p, l1p+ µ1p, and

Ctf =
cxCt2(µSE(1+κSE)λp)

−µ1p−l1p−µSE−v

2ζµ1p+l1p
.

4.2.3 Probability of Non-Zero Secrecy Capacity: Scenario-II

Setting τ = 0 in (4.7) implies that E is not performing EH, which is the case in which S is not

aware of the EH capabilities of E. Using same steps to reach (4.17), Pnzcr is given by

Pnzcr = 1−
∞∑
v=0

∞∑
α1=0

∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

χ
∞∑

l1p=0

∞∑
l2p=0

· · ·
∞∑

lnp=0

(
n∏
i=1

µi(1 + κi)

)−µ1−l1+µ1p+l1p

× G 3 np+n+1
np+n+2 3

(
ψ
ψ′

∣∣∣∣ ζ ′

in
∏n
i=1 µi (1 + κi)

)
, (4.18)

where ψ = βp, 1− µDE + µ1p − α1 + l1p,−µ2 − l2 + 1 + µ1p + l1p, · · · ,−µn − ln + 1 + µ1p +

l1p, 1 − µ1 − l1 + µ1p + l1p, 1 + µ1p + l1p, ψ′ = µ1p + l1p + 1, µ1p + µSE + v + l1p, l1p + µ1p,

χ =
cxCt2(µSE(1+κSE)λp)

−µ1p−l1p−µSE−v

2ζ′µ1p+l1p
, and ζ ′ = θ(1−θ)ηIth

N0
.

4.2.4 Intercept Probability

The intercept probability (Pint) is defined as the probability that the eavesdropper is intercepting

the confidential information, which is approached when the wiretap channel’s capacity is higher than
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the main channel’s capacity [112] as

Pint = Pr (Cs < 0) = 1− Pnzcr . (4.19)

Substituting (4.17) or (4.18), we evaluate the Pint for the two scenarios discussed above.

4.2.5 Reliability of the System

In this section, we evaluate the outage probability (OP ) to assess the reliability of the system,

which is defined as the probability that the main channel’s capacity falls below a predetermined

target rate Rs as

OP = Pr (CD < Rs) = Pr (gSD < JgSP ) =

∫ ∞

0
FgSD(z)fZ(z), (4.20)

where J = (2Rs−1)N0

(1−θ)Ith and Z = JgSP . Using transformations of random variables, the PDF of Z is

given by

fZ(z) =
λp
J

exp

(
−λpz

J

)
. (4.21)

Using (4.16), (4.21), and [82, eq. 7.813.1], (4.20) is solved as

OP =
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

cx
2

(
λp
J

)−µ1−l1
G n 2

2 n+1

(
−µ1−l1,1−µ1−l1

1−β,−µ1−l1

∣∣∣∣J∏n
i=1 µi (1 + κi)

λp

)
.(4.22)

4.3 Numerical Results

The numerical results and Monte-Carlo simulations are provided in this section. The results are

obtained by truncating the infinite series expansion to the first 5 terms. The channel parameters are:

κk = 1, µk = 1, for k ∈ {SE,DE, 1p}, Ith = 5 dB, and λp = 5.

Fig. 4.2 depicts the Pnzcr versus the maximum interference tolerable at PR (Ith) revealing the

impact of the several number of scatters between S and D (n). It is noticeable that more obstacles

distributed in the main channel, i.e., the cascade level n rise up, signify higher severe fading. This
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will deteriorate the main channel’s strength and hence weaken the secrecy of the SUs. In addition,

as Ith becomes larger, more freedom is given to the SU transmitter to boost the transmission power.

That is, increasing the transmission power will improve the main channel’s conditions and thus

achieving better secrecy.
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Figure 4.2: The probability of non-zero secrecy capacity versus the interference threshold (Ith) for
multiple cascade level n. The main channel parameters are: κ = 1, µ = 1. θ = 0.5, np = 1 and
η = 0.8.

Fig. 4.3 illustrates the Pnzcr as a function of the power splitting factor (θ) for certain values of

EH efficiency coefficient (η). The result represents the scenario when E is also harvesting energy

from (S) with a PS factor (θ). This means that D and E have the same amount of energy left

for information processing . Consequently, the impact of the transmission power at the main and

wiretap channels is not comparable. However, E is still influenced by the jamming power flowing

from D, which is a function of θ. Therefore, the greater the energy harvested, which is represented

by the values of θ and η, the higher the chance for the SUs to share the confidential information

securely. This highlights the effectiveness of jamming through EH for disrupting E and ensuring

safer communication.
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Figure 4.3: The probability of non-zero secrecy capacity versus the power splitting factor (θ). The
main channel parameters are: κ = 1, µ = 1. n = 2, and np = 1.

Fig. 4.4 shows the Pnzcr against θ. The outcome is a concave function of θ. The result demon-

strates the case whereE is not presumed to harvest energy. In this case, for low values of the portion

used for harvesting (θ), secrecy is guaranteed to be improving until θ = 0.5. The optimal secrecy

is reachable when θ ≈ 0.5. Beyond this value, the fraction used for information processing (1− θ)

at D declines. This weakens the main channel’s capacity and renders a reduction in the privacy

of the SUs’ communication. For the same scenario, Fig. 4.5 shows the Pnzcr versus θ and the EH

conversion factor (η). According to the levels of the Pnzcr , it is concluded that the optimum secrecy

of data transmission is attainable when θ = 0.5 and η is at its maximum (η = 1).
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Figure 4.4: The probability of non-zero secrecy capacity versus the power splitting factor (θ). The
main channel parameters are: κ = 1, µ = 1. n = 2, and np = 1.

Fig. 4.6 presents a trade-off between system’s reliability and security. As θ increases, implying
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Figure 4.5: The probability of non-zero secrecy capacity versus θ and η. The main channel param-
eters are: κ = 1, µ = 1. n = 2, and np = 1.

a higher share of the energy obtained for jamming, a smaller segment of energy left to process

information. This lowers the capacity of the main channel, which deteriorates the data rate and

thus raises the risk of an outage. Additionally, for the case of an energy harvesting E, the amount of

energy remaining to process information atD andE is equivalent. However,E remains impaired by

the jamming power, decreasing the capability of decoding and the risk of interception. Nevertheless,

when E is not performing EH, the chance of E to intercept is at its highest when θ is very low or

very high. This is due to the fact that at low θ, a small amount of jamming power is impacting E,

while at high θ, a smaller fraction of energy used for information processing is recognized at D.
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Figure 4.6: The outage probability and the intercept probability versus the power splitting factor
(θ). The main channel parameters are: κ = 1, µ = 1. n = 2, Ith = 5dB, np = 1, and η = 0.8.
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4.4 Secrecy Analysis for EH-Enabled CRNs with Cooperative Jam-

mer

In this section, we assume a CRN, in which a SU transmitter (S) communicates with a SU

receiver (D) through the main channel (hSD) in the presence of multiple non-colluding eavesdrop-

pers. These eavesdroppers attempt to tap the confidential information shared between S andD. The

eavesdroppers are assumed to be randomly distributed according to a homogeneous Poisson point

process (HPPP) with density λe. We assume that the eavesdroppers are distributed in an unbounded

Euclidean space of dimension U . The term hS,Ei represents the wiretap channel between S and the

kth eavesdropper (see Fig. 4.7). The channel hSD follows a cascaded κ-µ fading model, whereas

hS,Ei follows a single κ-µ fading channel1. All users are assumed to be equipped with a single

antenna. In addition, the SUs are accessing the licensed band via the underlay access mode. Hence,

S should ensure not to degrade the quality of service (QoS) of the PUs’ communication by guaran-

teeing that the interference impacting the PU receiver (PR) is tolerable. The interference channel

between S and PR follows a single Rayleigh model, which is a special case of the κ-µ model where

κ → 0 and µ = 1 [67]. The system model under consideration is suitable to model the cognitive

vehicular network (CVN) [5], [113], [10], [104]. This CVN model may represent a case where a PU

destination is a roadside infrastructure and the SUs and eavesdroppers represent moving vehicles

[103], [10].

Cooperative jamming is one of the means used to boost security, where a secondary user serves

as a jammer (RJ) to disrupt the received signal at the eavesdropper. However, jamming consumes

energy. Hence, assuming RJ gathers energy from S, the harvested energy can produce jamming

signals to degrade the eavesdropper’s decoding capability. First, the kth nearest eavesdropper to

the transmitter S will be selected from the group of eavesdroppers in the network. The eavesdrop-

pers’ information regarding the positions related to the source can be obtained by assuming that

the eavesdroppers are users in the network but they are untrusted and do not have the authorization

to access the channel [94], [95]. For example, pay-TV broadcast services where it is possible to
1Our analyses are based on a worst-case scenario assumption by assuming that the main link suffers from a poor

environment with many obstacles and objects. Hence, the main channel is more practical to be modeled as a cascaded
κ − µ fading channel reflecting severe fading conditions. However, the rest of the channels are assumed to have better
conditions with fewer scatters where it is more likely to follow a single κ− µ distribution [7], [66].
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Figure 4.7: The system model.

assume that global channel state information of the eavesdroppers is available. Then, RJ harvests

energy from the received RF signal from the transmitter S through the channel hSJ using the power

splitting (PS) technique [114, 69, 100]. In the PS technique, RJ splits the power of the received RF

signal into; the energy harvesting part and the demodulation power part. The harvested energy will

be stored in the battery and will be used to intervene with the signals received at the eavesdropper

through channel hJEi. In this section, we examine the scenario of secondary users cooperating to

enhance security. That is, the remainder of the energy at RJ is required to charge the battery for

subsequent transmissions. Particularly, RJ assists S in enhancing communication privacy while

storing energy to compensate for the energy lost due to jamming. Moreover, it is worth mentioning

that if RJ employs the remaining portion to transmit messages to D, the quality of the received

messages at D will improve, hence enhancing the PLS. We assume that the channels hSJ and hJEi

follow the κ-µ fading model. We also assume that the SU legitimate receiver D harvests energy

with the power splitting technique to enhance its battery energy content.

The energy harvested at RJ is given by

EH =
θηPsT

dPLSJ
|hSJ |2 , (4.23)

where Ps is the transmission power at S and 0 < θ < 1 is the power splitting factor at RJ , in which
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θPs is the portion used for energy harvesting and (1 − θ)Ps is used for processing the information

and recharging the battery of RJ . 0 < η < 1 denotes the energy conversion efficiency coefficient.

T is the energy harvesting duration, dSJ is the distance between S and RJ , and PL is the path loss

exponent. Using (4.23), the transmission power at RJ is given by

PJ =
θηPs |hSJ |2

dPLSJ
. (4.24)

Without loss of generality, we assume that the legitimate receiver (D) recognizes the pseudorandom

sequence of the jamming signals transmitted by the friendly jammer and hence can be cancelled

[69], [100]. At the SU destination, the received message is given by

yD =

√
(1− ϕ)Ps

dPLSD
hSDxs + nD, (4.25)

where 0 < ϕ < 1 is the power splitting factor at D with (1 − ϕ)Ps being the portion left for

processing the information, dSD is the distance between S and D, xs is the transmitted symbol,

and nD is the AWGN at D with zero mean and variance N0. The received message at the kth

eavesdropper (Evei) is given by

yEi =

√
Ps

dPLi
hSEixs +

√
PJ

dPLJEi
hJEixJ + nEi, (4.26)

where di is the distance between S and Evei, dJEi is the distance between RJ and Evei, xJ is

the jammer transmitted symbol, and nEi is the AWGN at Evei with zero mean and variance N0.

Using (4.25) and (4.26), the instantaneous received SNR at D and the received SINR at a random

eavesdropper are given, respectively, by

γD =
(1− ϕ)Ps |hSD|2

dPLSDN0
, (4.27)

γEi =

Ps|hS,Ei|2
dPL
i

PJ |hJEi|2

dPL
JEi

+N0

. (4.28)
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We assume that the interference is dominant at the eavesdropper [110]. Hence, the SINR is approx-

imated by

γEi ≈
Ps|hS,Ei|2

dPL
i

PJ |hJEi|2

dPL
JEi

. (4.29)

Assuming the underlay mode as aforementioned, the transmission power of S should be less than the

interference threshold tolerable at PR (Ith) . Given this, the jamming power in (4.24) is restricted

to avoid degrading the PUs’ communication [115]. As mentioned earlier, hSD follows the cascaded

κ-µ fading model. Hence, hSD =
∏n
i xi, where xi follows the κ-µ fading distribution with κi and

µi (for i = 1, 2, · · · , n) being the fading channel parameters. Hence, the PDF of hSD is given as

presented in (3.6) and the PDF of |hj |2 for j ∈ {(S,Ei), JEi, SJ} can be found from (3.1) and

using the transformation of random variables as

f|hj |2(x) = cjx
µj−1

2 exp [−µj (1 + κj)x] Iµj−1

[
2µj

(√
κj (1 + κj)

)
x

1
2

]
, (4.30)

where cj =
µj(1+κj)

µj+1

2

κ

µj−1

2
j exp(κjµj)

. Finally, the interference channel between S and PU receiver PR (hSP )

follows the Rayleigh distribution. Hence, the PDF of |hSP |2 follows the Exponential distribution

given in (3.73) with λP being the fading coefficient.

4.5 PLS Analysis

In this section, the probability of non-zero secrecy capacity and the intercept probability will

be evaluated. In our analysis, the kth nearest eavesdropper to the source S will be considered for

intercepting the confidential information and for jamming. This is performed by measuring the

Euclidean distance from S to each of the eavesdroppers and the distances will be in an ascending

order.
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4.5.1 Probability of Non-Zero Secrecy Capacity

Given the definition of the probability of non-zero secrecy capacity (Pnzcr ) in (3.37), (Pnzcr ) is

expressed as

Pnzcr = Pr (Cs > 0) = 1− Pr


1 + (1−ϕ)Ps|hSD|2

dPL
SDN0

1 +

Ps|hS,Ei|2
dPL
i

PJ |hJEi|2
dPL
JEi

⩽ 1


= 1− Pr

|hSD|2 ⩽
|hS,Ei|2 |hSP |2 /dPLi(

θ(1−ϕ)ηIth
N0dPL

SDd
PL
JEid

PL
SJ

)
|hSJ |2 |hJEi|2

 = 1− I, (4.31)

where I =
∫∞
0 F|hSD|2(z)fZ(z)dz,Z =

|hSP |2|hS,Ei|2/dPL
i

q|hSJ |2|hJEi|2
. LetZ = Z1

qZ2
, whereZ1 = |hS,Ei|2 /dPLi ,

Z2 = |hSJ |2|hJEi|2

|hSP |2 , and q = θ(1−ϕ)ηIth
dPL
SDd

PL
JEid

PL
SJ N0

. One needs to obtain the PDF of the variables Z1 and

Z2 to find the PDF of Z. The CDF of |hSD|2 is found in (4.16). The PDF of the path loss dPL is

distributed as in (3.58). Furthermore, the PDF of Z1 is found as

fZ1(z) =

∫ ∞

0
zbf|hS,Ei|2(zzb)fdPL(zb)dzb· (4.32)

Substituting (4.30) and (3.58) into (4.32) and using [83, Eq. (2.24.3.1)] with the help of some

mathematical manipulations yields

fZ1(z) =

∞∑
A=0

c2z
−1−δkG δ 1

1 δ

(
1

δ−1+µSEi+A+δk

δ

∣∣∣∣∣zδ (µSEi (1 + κSEi))
δ

Aeδδ

)
, (4.33)

where

c2 =
c1δA

k
e

(
µSEi

√
κSEi(1 + κSEi)

)µSEi+2A−1

2Γ(k)A! Γ(µe +A)(2π)
δ−1
2

δµSEi+A+δk− 1
2 (µSEi(1 + κSEi))

−µSEi−A−δk .

To obtain the PDF of the random variable Z2, the PDF of B = |hSJ |2 |hJEi|2 must be first obtained
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as

fB(y) =

∫ ∞

−∞

1

|t|
f|hSJ |2

(y
t

)
f|hJEi|2(t)dt· (4.34)

Substituting (4.30) into (4.34) and using [82, Eq. (7.813.1)] with some mathematical manipulations

yields

fB(y) =

∞∑
lJ=0

∞∑
lEi=0

yµJ+lJ−1CSJCJEiS1 (µJEi(1 + κJEi))
µSJ−µJEi+lJ−lEi

4

×G 2 0
0 2

( −
−µSJ−lJ+µJEi+lEi,0

∣∣Υy) , (4.35)

where Υ = µSJ(1 + κSJ)µJEi(1 + κJEi) and

S1 =

(
µSJ

√
κSJ(1 + κSJ)

)µSJ+2lJ−1 (
µJEi

√
κJEi(1 + κJEi)

)µJEi+2lEi−1

(lJ)! Γ(µSJ + lJ)(lEi)! Γ(µJEi + lEi)
.

The PDF of Z2 is then expressed as

fZ2(z) =

∫ ∞

0
zbfB(zzb)f|hSP |2(zb)dzb· (4.36)

Using (3.73), (4.35), and [82, Eq. (7.813.1) ], the PDF of Z2 is given by

fZ2(y) =
∞∑
lJ=0

∞∑
lEi=0

a1y
µJ+lJ−1λ

−µSJ−lJ−1

P G 2 1
1 2

(
−µSJ−lJ

−µSJ−lJ+µJEi+lEi,0

∣∣∣∣ΥyλP
)
,

(4.37)

where a1 =
λPCSJCJEiS1(µJEi(1+κJEi))

µSJ−µJEi+lJ−lEi

4 .Using (4.33), (4.37), and [83, Eq. (2.24.1.1)]

with the transformation of random variables, the PDF of Z is expressed as

fZ(y) =

∞∑
lJ=0

∞∑
lEi=0

∞∑
A=0

a′2y
−δk−1G 2δ 1+2δ

1+2δ 2δ

(
1,

1+δk−µJEi−lEi
δ

,
1−µSJ−lJ+δk

δ
δ−1+µS,Ei+A+δk

δ
, 1+δk

δ

∣∣∣∣e1yδ) , (4.38)
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where L = 1/q,

a′2 =
a1c2λ

−µSJ−lJ−1
P δµSJ+lJ−δk−0.5

L−δk (2π)1.5(δ−1)

(
Υ

λP

)−µJEi−lJ+δk
,

and e1 =
(µS,Ei(1+κS,Ei))

δ

AeLδ
(

Υ
λP

)δ . Finally, using (4.16), (4.38), and [83, Eq. (2.24.1.1)], Pnzcr is given by

Pnzcr = 1−
∞∑
l1=0

∞∑
l2=0

· · ·
∞∑
ln=0

∞∑
lEi=0

∞∑
lJ=0

∞∑
A=0

a′3G
3δ 1+2δ+δn

1+3δ+δn 3δ

(
ϵ
ϵ′

∣∣∣∣∣ e1δ
δn

(
∏n
i=1 µi(1 + κi))

δ

)
,

(4.39)

where ϵ = 1, 1+δk−µJEi−lEi
δ , 1+δk−µSJ−lJ

δ , 1+δk−µ2−l2δ · · · , 1+δk−µn−lnδ , 1+δk−µ1−l1δ ,

1+δk
δ , ϵ′ = δ−1+µS,Ei+A+δk

δ , 1+δkδ , k, and a′3 =
cxa′2δ

µ1n+l1n−δkn+
∑n

i=1 ρi−0.5n−1

2(2π)0.5n(δ−1)

×(
∏n
i=1 µi(1 + κi))

−µ1−l1+δk ,with
∑n

i=1 ρi = −µ1+µ2−l1+l2+· · ·−µ1+µn−l1+ln. Assess-

ing the system security performance using (4.39) aids in testing all the system parameters and notice

their impact over the level of privacy. Different from other security metrics, Pnzcr demonstrates the

reliability of the main channel compared to the wiretap channel.

4.5.2 Intercept Probability

The intercept probability (Pint) defined in (3.56) is expressed as

Pint = Pr (Cs < 0) = Pr (CD < CEi)

= Pr

|hSD|2 ⩽
|hS,Ei|2 |hSP |2 /dPLi(

θ(1−ϕ)ηIth
N0dPL

SDd
PL
JEid

PL
SJ

)
|hSJ |2 |hJEi|2

 = 1− Pnzcr . (4.40)

Substituting (4.39) into (4.40), the intercept probability of the system model under consideration can

be reached. One may deduce from (4.40) that the intercept probability of an eavesdropper should be

low in order to ensure safe messages transmission. One way to achieve this is through cooperative

jamming-based energy harvesting. The numerical results section will demonstrate the impact of

jamming and energy harvesting, as well as the effects of other system parameters.
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4.6 Towards Improving the Security of the Main Channel

Determining the value of the power splitting factor aids the receiver, i.e., D, in estimating the

quantity of energy to be harvested. Consequently, deciding on the value of the power splitting factor

(ϕ) leads to determining the amount left for processing the information, i.e., 1− ϕ. In this context,

the receiver can perform a trade-off between the reliability (security) of the system and the energy

content in the receiver’s storage devices.

In this section, the value of the PS factor (ϕ) that achieves a high secrecy is found. However,

the value of the PS factor ϕ is determined by guaranteeing that the harvested energy at D is always

greater than a minimum value (ζ) as

PD ≥ ζ, (4.41)

where PD is the harvested power at D and is given by

PD =
ϕPsη |hSD|2

dPLSD
. (4.42)

From (4.41) and (4.42), the optimal value of ϕ that would achieve the highest level of privacy

without violating the power constraint in (4.41) is given by

ϕ∗ =
ζdPLSD

ηPs |hSD|2
. (4.43)

In this scenario, the energy harvested at D cannot go below the minimum threshold ζ. This ensures

that there is always enough energy available to charge the battery or accomplish other functions

at the receiver end. Additionally, the effects of this adaptive PS factor on reaching the maximum

privacy level, as well as a comparison of the security level reached by applying adaptive PS factor

against fixed PS factors, will be addressed in the next section.
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4.7 Numerical Results

In this section, we present our analytical results along with the Monte-carlo simulations. We

assume a two-dimensional (2D) area (U = 2) and a HPPP distribution of the eavesdroppers loca-

tions. We generate 105 realizations of the positions of the eavesdroppers in a square area of a side

of 25 meters (m). The analytical results are obtained by truncating the infinite summations to the

first seven terms (li = 7, for i = 1, 2, · · · , n, lEi = 7, lJ = 7, and A = 7) as the summations

converge at these values. It is worth mentioning that the output saturates after the seventh term of

the summation, and at this point the results match the simulations, demonstrating the precision of

the obtained results. The transmitter S is located at the center of the designated area. To take the dis-

tance between the transmitter S and the PU receiver PR, i.e., dSP into account, we let d−PLSP = 1
2λp

.

The parameters’ values have been determined based on previous literature, such as [75], [116], [71]

and are used here without loss of generality.

Fig. 4.8 shows the probability of non-zero secrecy capacity against the eavesdroppers’ density

(λe) for different values of k, where the value of k reflects the selected eavesdropper according

to the Euclidean distance to the SU’s transmitter (S). For instance, k = 2 indicates selecting the

second closest eavesdropper to S. Clearly, the security of the SUs declines as the eavesdroppers’

density grows irrespective of the value of k. This is interpreted by the fact that increasing λe

elevates the probability of having a closer eavesdropper to S with improved interception capabilities.

Additionally, the selection of the first nearest eavesdropper to the transmitter S, i.e., k = 1, has the

most severe effect on SU’s privacy as a result of the reliable channel conditions as opposed to larger

values of k.

Fig. 4.9 depicts the probability of non-zero secrecy capacity versus the interference threshold

tolerable at the PU receiver (PR), i.e., Ith for different values of the power splitting factor at RJ (θ)

and the energy harvesting conversion efficiency (η). Results reveal the improvement in the shared

information’s privacy with the increase of Ith. This is due to the fact that as Ith increases, the restric-

tion over the transmission power of S becomes higher, resulting in higher transmission power and an

improved obtained SNR at the legitimate receiver and the jammer. Furthermore, as the portion used

for EH at RJ increases, indicating a higher portion of energy used for jamming the eavesdropper,
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Figure 4.8: The probability of non-zero secrecy capacity versus the eavesdropper density (λe) for
multiple values of k. The main channel parameters are: κ = 1, µ = 1. The wiretap channel
parameters are: κe = 1, µe = 1. PL = 2, θ = 0.6, η = 0.8, λp = 5, ϕ = 0.2, n = 2, and Ith = 5
dB. N0 = 1, dSJ = 1m, dJEi = 5m, dSP = 25m, and dSD = 1m.

the exchanged information can be shared more securely. Moreover, an energy harvesting conver-

sion efficiency (η) is used to measure how effective energy harvesting is on degrading wiretap links.

The privacy improves in accordance with the rise in η. This proves that cooperative jamming-based

EH has a substantial influence in preventing eavesdroppers from successfully decoding intercepted

information.

The impact of the cascade level (n) over the security of the shared information is explored in

Fig. 4.10. It is evident that increasing the cascade level, which implies that the amount of obstacles

along the path between S andD rises, results in poor privacy between legitimate users. On the other

hand, regardless of the value of n, security is improved as the density of eavesdroppers (Eve/m2)

goes low. In addition, setting κ → 0 and µ = 1, represents the Rayleigh fading as a special case of

this general fading model. For n = 1, our system model reduces to be operating over non-cascaded

Rayleigh channels. This shows the generality of our assumptions and system model. Finally, as the

channels fading severity reduces due to increasing the value of the fading parameter κ, the security

improves. For these values of the fading parameters, it is clear that for the case of κ→ 0 and n = 3,

the figure reveals a worst-case scenario.
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Fig. 4.11 illustrates the probability of non-zero secrecy capacity versus the power splitting fac-

tor (θ) and the distance between the jammer RJ and the kth eavesdropper (dJEi). It is noteworthy

that as the portion of energy dedicated for jamming the eavesdropper increases, the secrecy im-

proves. This is because the jamming at the eavesdropper is greater as θ increases, worsening the

state of the wiretap channel and weakening the ability of the eavesdropper to decode the informa-

tion effectively. Furthermore, it is obvious that as the jammer gets closer to the eavesdropper, i.e.,

dJEi becomes smaller, the jamming impact over the eavesdropper becomes higher. The optimum

information privacy can be attained when θ is at its maximum value (θ = 1) and the jammer is very

close to the eavesdropper (dJEi ≤ 2m). This highlights the value of taking into account the distance

impact over privacy. Finally, it can be concluded that depending on the distance to the eavesdropper,

the jammer can adapt the amount of extracted energy. Specifically, the power of jamming signals

received at the eavesdropper should be increased by RJ as the distance increases to ensure higher

privacy. On the other hand, when dJEi is small, the cooperating jammer RJ can adjust the trans-

mission power by reducing the amount of harvested energy and increasing the amount for charging

its battery, i.e., (1− θ)Ps.
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Figure 4.9: The probability of non-zero secrecy capacity versus Ith for multiple values of θ and η.
The main channel parameters are: κ = 1, µ = 1. The wiretap channel parameters are: κe = 1,
µe = 1. PL = 2, k = 1, n = 2, , ϕ = 0.3, λe = 1, N0 = 1, dSJ = 1m, dJEi = 4m, dSP = 20m,
and dSD = 1m.

The intercept probability versus the density of the eavesdroppers is illustrated in Fig. 4.12 for
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Figure 4.10: The probability of non-zero secrecy capacity versus the eavesdropper density (λe)
for multiple values of n and κ. The main channel parameters are: µ = 1. The wiretap channel
parameters are: κe = κ, µe = 1. PL = 2, k = 1, θ = 0.7, η = 0.8, ϕ = 0.3, N0 = 1, Ith = 5 dB,
dSP = 20m, dSJ = 1m, dJEi = 4m, and dSD = 1m.
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Figure 4.11: The probability of non-zero secrecy capacity versus the power splitting factor (θ) and
the distance between RJ and the eavesdropper (dJEi). The main channel parameters are: κ = 1,
µ = 1. The wiretap channel parameters are: κe = 1, µe = 1. PL = 2, k = 1, λe = 1, η = 0.8,
N0 = 1, n = 2, Ith = 5 dB, ϕ = 0.4, dSJ = 1m, dSP = 20m, and dSD = 1m.

different values of dJEi. Results demonstrate that the risk of intercepting the information grows with

the density of the eavesdroppers. This can be interpreted by the fact that more eavesdroppers in the

area result in a higher chance of having one with stronger signals’ reception and decoding capabil-

ities. In addition, it can be noticed that as the jammer moves farther away from the eavesdropper,
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Figure 4.12: The intercept probability versus the density of eavesdroppers (λe) for different values
of dJEi. The main channel parameters are: κ = 1, µ = 1. The wiretap channel parameters are:
κe = 1, µe = 1. PL = 2, η = 0.8, N0 = 1, Ith = 5 dB, n = 2, ϕ = 0.3, θ = 0.7, k = 1, η = 0.8,
dSJ = 1m, dSP = 20m, and dSD = 1m.

the secrecy is more compromised, as the eavesdropper will be less impacted by the jamming power.

The two scenarios of an energy harvesting and a non-energy harvesting receiver (D) are de-

picted in Fig. 4.13. With ϕ = 0, which signifies that no energy is harvested and all received power

will be utilized to process the information, the messages are transmitted more securely. Conse-

quently, no energy is stored at the receiver’s storage device to be used for other tasks or to com-

pensate for the energy lost in processing the information. Moreover, security is compromised when

the receiver harvests most of the received energy (ϕ = 0.95), leaving only a small amount of en-

ergy available to analyze the information. One can conclude from the results that there is a trade-off

between the system security (reliability) and the energy level at the receiver’s storage device. There-

fore, to prevent a deteriorated security and an empty energy storage device, it is preferable that the

receiver harvests with the proper power splitting factor, as will be illustrated in the following results.

Finally, increasing the energy harvesting conversion efficiency (η) improves the security, proving

the effectiveness of jamming-based energy harvesting on security.

Fig. 4.14 shows Pnzcr versus Ith for different cases of the PS factor at D (ϕ). It is worth

mentioning that at Ith = −10 dB, the value of ϕ∗ = 0.43. In this case, other values of ϕ are

selected while respecting the constraint in (4.41). While comparing the Pnzcr when utilizing an
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Figure 4.13: The probability of non zero secrecy capacity versus η. The main channel parameters
are: κ = 1, µ = 1. The wiretap channel parameters are: κe = 1, µe = 1. PL = 2, Ith = 5 dB,
λe = 1, θ = 0.6, N0 = 1, k = 1, n = 2, dSJ = 1m, dJEi = 4m, dSP = 20, and dSD = 1m.

adaptive PS factor (ϕ∗), it is concluded that ϕ∗ achieves the highest privacy. This proposes that,

in order to achieve the highest privacy level while satisfying the constraint in (4.41), the PS factor

should be adapted at D, implying that ϕ∗ produces the best privacy level. In addition, it is noticed

that imposing a limit on the energy harvested at D (PD ≥ ζ) would still enhance the secrecy while

assuring that there is always enough energy stored to charge its battery. In addition, a fixed PS factor

of D increases the eavesdropper’s risk of intercepting private information.

Fig. 4.15 highlights that the harvesting criterion atD is dependent on other network parameters,

such as the location and selection of the targeted eavesdropper (k). This result shows that regardless

of the selected eavesdropper (k), the optimal privacy is reached when D harvests with an adaptable

PS factor ϕ, i.e., ϕ∗ rather than fixed ϕ. Moreover, for the cases of ϕ∗, it is clear from the figure

that the difference in the Prnc for high k is smaller than the Pnzcr for low k. This is due to the fact

that the information privacy is more impaired when the eavesdropper is very close to S (k is low).

Particularly, when k is small, D must adapt the PS factor rather than maintaining it constant.

Finally, Fig. 4.16 illustrates Pnzcr versus ζ and k. The results demonstrate that when k is

large and the minimal amount to be harvested at D (ζ) is low, the maximum secrecy is attained.

Additionally, it is noticed that when the first or second closest eavesdropper to the transmitter S

is selected, i.e., k = 1 or k = 2, the destination D should harvest with a small amount to assure
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Figure 4.14: The probability of non zero secrecy capacity versus Ith. The main channel parameters
are: κ = 1, µ = 1. The wiretap channel parameters are: κe = 1, µe = 1. PL = 2, η = 0.8,
λe = 0.1, θ = 0.6, N0 = 1, k = 1, n = 2, dSJ = 1m, dJEi = 4m, dSP = 20, and dSD = 1m.
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Figure 4.15: The probability of non-zero secrecy capacity versus k. The main channel parameters
are: κ = 1, µ = 1. The wiretap channel parameters are: κe = 1, µe = 1. PL = 2, η = 0.8,
λe = 0.1, θ = 0.9, n = 2, Ith = 10 dB, N0 = 1, dSJ = 1m, dJEi = 1m, dSP = 8m, and
dSD = 5m.

security. This is attributed to the fact that while the lowest amount of energy required to harvest (ζ)

is low, the portion remaining for decoding useful information is high resulting in higher privacy. It is

worth-mentioning that in this case, the reliability of the system is high due to having a high amount

of energy for processing the information ((1 − ϕ)Ps), which will improve the link capacity. This
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highlights the fact that an adaptive PS factor assists the receiver in performing a trade-off between

the system reliability and the energy content at the receiver’s storage device. Nevertheless, when k

is large (k = 4), even when the extracted energy is high owing to high ζ, higher levels of privacy can

still be achieved. This implies that D may alter the PS factor and extract a larger amount of energy,

which can be stored in the batteries to recharge them or conduct other tasks without compromising

the system privacy.
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Figure 4.16: The probability of non-zero secrecy capacity versus k and ζ. The main channel pa-
rameters are: κ = 1, µ = 1. The wiretap channel parameters are: κe = 1, µe = 1. PL = 2,
η = 0.8, λe = 0.1, θ = 0.6, n = 2, Ith = 10 dB, N0 = 1, dSJ = 1m, dJEi = 1m, dSP = 8m, and
dSD = 5m.

4.8 Secrecy Analysis for EH-Enabled CRNs with Cooperative Jam-

mer over Cascaded Rayleigh Channels

In this scenario, we propose to enhance the privacy of a CRN in the presence of multi-antenna

eavesdroppers by deploying a cooperating jammer that harvests energy using the PS technique

[100]. This energy is used to generate jamming signals to reduce the eavesdropper’s ability to

decode the information. Moreover, in regards to how eavesdroppers process the intercepted infor-

mation, two scenarios are considered; colluding and non-colluding eavesdroppers. A comparison
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is performed to illustrate which type is more effective in intercepting the information. For the sce-

nario of non-colluding eavesdroppers, it is assumed that they are distributed randomly according

to a homogeneous Poisson point process (HPPP). Various parameters are examined to determine

their effect on PLS, including the number of antennas, the distance between nodes, the effective-

ness of jamming and EH, the cascade level, and the effect of non-colluding eavesdropper density.

Given this, PLS is assessed in terms of the probability of non-zero secrecy capacity (Pnzcr ) and the

intercept probability (Pint).

4.9 System Model

We consider two SUs (S and D) communicate over hSD channel while being threatened by

several eavesdroppers attempting to intercept the messages exchanged between them through the

wiretap link. Two scenarios are investigated; colluding and non-colluding eavesdroppers. At the

eavesdropper, the MRC technique is used to maximize the link’s reception and tapping capabilities.

Furthermore, to investigate a worst-case scenario, we assume that the main link follows the cascaded

Rayleigh model, while the rest of the links follow the single Rayleigh distribution [7], [67]. Given

that S and D are using the underlay mode to access the licensed band, the transmission power of

S should be limited to avoid deteriorating the quality of service for PUs communication. This is

achieved by complying with the interference threshold tolerable at the PU receiver (PR) through

hSP link. Additionally, to enhance the security of SUs’ communication, an SU cooperating jammer

(CJ) harvests energy from the received signals of S through the channel hSJ using power splitting

(PS) technique. This energy is used to generate jamming signals to impair the eavesdropper’s ability

to decode the messages. It is worth-noting that information about the eavesdroppers’ positions

relative to the source can be gained presuming that the eavesdroppers are untrusted users and lack

the authorization to access the channel [94]. One can suppose that global channel state information

regarding eavesdroppers is available for certain services, such as in pay-TV broadcasting services.

It is worth mentioning that our system model and analysis are appropriate for modeling cognitive
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vehicular networks [5]. The harvested energy at CJ is expressed as

Eh = θηPsT |hSJ |2 , (4.44)

where Ps is the transmission power at S and 0 < θ < 1 is the PS factor. θPs is the portion utilized

for the EH process and the rest ((1 − θ)Ps) is used for processing the information and recharging

the battery of CJ . 0 < η < 1 is the energy conversion efficiency coefficient and T is the symbol

duration. Given (4.44), the transmission power at CJ is given by

PJ = θηPs |hSJ |2. (4.45)

In the scope of underlay access mode, S should ensure that the transmission power is maintained

below the permissible amount of interference tolerable at PR (Ith) as in [66]. Given this, the

jamming power in (4.45) is limited to avoid impairing the PUs’ communication.

4.9.1 Colluding Eavesdroppers

Colluding eavesdroppers process the intercepted data cooperatively as it is transmitted to a cen-

tralized processor. Hence, multiple colluding eavesdroppers mimic a multi-antenna eavesdropper

(E) [58] as illustrated in Fig. 4.17. Without loss of generality, we assume that the legitimate receiver

Figure 4.17: Scenario-I: Colluding Eavesdroppers.
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(D) recognizes the pseudorandom sequence of the jamming signals and are thus canceled [100]. The

received message at D is given by

yD =
√
PshSDxs + nD, (4.46)

where Ps is the transmission power of S, xs is the transmitted symbol, and nD is the additive-white-

Gaussian-noise (AWGN) at D with zero mean and variance N0. Moreover, the intercepted message

at the eavesdropper E is expressed as

yEi =
√
PshSEixs +

√
PJhJEixJ + nEi , (4.47)

where xJ is the jammer transmitted symbol and hSEi is the channel between S and the ith antenna

of E, for i = 1, 2, · · · , Le, with Le is the number of antennas. hJEi is the channel between CJ and

the ith antenna of E and nEi is the AWGN at the ith antenna of E with zero mean and variance N0.

Using (4.46), the instantaneous received SNR at D is expressed as

γD =
Ith |hSD|2

N0 |hSP |2
. (4.48)

The SINR at E is given by

γEw =

Ith|hSE |2

|hSP |2

PJ |hJE |2 +N0

, (4.49)

where |hSE |2 =
∑Le

i=1 |hSEi |
2 is the combined channel power gain. Throughout this section, it is

presumed that the interference is dominant at E [76]. Hence, the SINR is approximated as

γEw ≈
Ith|hSE |2

|hSP |2

PJ |hJE |2
. (4.50)

As mentioned earlier, hSD follows the cascaded Rayleigh model. Hence, hSD =
∏n
i xi, where

xi follows the Rayleigh model and n is the cascade level [66]. The probability density function

(PDF) of hSD is obtained using the transformed Nakagami-m distribution as in (3.94) Moreover,
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the PDF of the remaining channels follow the single Rayleigh model, and thereby the PDF of their

channel power gain follows the exponential distribution as

f|hi|2(y) = λi exp (−λiy) , (4.51)

for i = {SP, SJ, JE}. λi represents the corresponding fading channel parameter. In addition, since

E uses the MRC technique, the PDF of |hSE |2 is given by [117]

f|hSE |2(y) =
λMSEy

M−1 exp(−λSEy)
(M − 1)!

, (4.52)

where λSE denotes the fading wiretap channel parameter.

4.9.2 Non-Colluding Eavesdroppers

In this scenario, we assume the same previously discussed system model, but with non-colluding

eavesdroppers. These eavesdroppers are assumed to be distributed randomly according to a HPPP

with density λe and each is equipped with Le antennas. Moreover, it is presumed that the eaves-

droppers are scattered in an unbounded Euclidean space of dimension U . The wiretap channel is

represented by hSEk
(link between S and the kth eavesdropper (Ek)) as shown in Fig. 4.18. We as-

sume that the kth nearest eavesdropper to S is considered for tapping the information and for being

impacted by jamming, while D can cancel them [100]. This is achieved by estimating the Euclidean

distance between S and each eavesdropper. These distances are ordered in an ascending manner.

Similar to the previous section, it is possible to obtain information regarding the positions related to

the source [94]. The SNR at D is the same as in (4.48) and the SINR at Ek is given by

γEk
≈

Ith|hSEk |
2

|hSP |2dLk
PJ |hJEk

|2
, (4.53)

where dk is the distance between S and Ek and PL is the path loss exponent. dPLk is distributed as

in (3.58). Assuming each eavesdropper employs MRC technique for reception, the PDF of |hSEk
|2
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Figure 4.18: Scenario-II: Non-colluding Eavesdroppers.

is given by [117]

f|hSEk |
2(y) =

λMSEk
yM−1 exp(−λSEk

y)

(M − 1)!
. (4.54)

4.10 PLS Analysis

In this section, PLS is evaluated in terms of the probability of non-zero secrecy capacity (Pnzcr )

and the intercept probability (Pint). Both security metrics demonstrate the channels’ reliability

according to the secrecy capacity Cs given by

Cs =


CD − CEj , if γD > γEj

0, if γD ≤ γEj

, (4.55)

for j = w, k. CD = log2(1 + γD) is the capacity of the main link and CEj = log2(1 + γEj ) is the

wiretap link capacity.
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4.10.1 Probability of Non-Zero Secrecy Capacity

-Colluding Eavesdroppers Scenario: Here, Pnzcr for the case of colluding eavesdroppers is

evaluated. Given (4.55) and (4.45)-(4.50), Pnzcr in (3.37) is expressed as

Pnzcr = 1− Pr


1 + Ith|hSD|2

N0|hSP |2

1 +

Ith|hSE |2

|hSP |2

θηPs|hSJ |2|hJE |2

≤ 1


= 1− Pr

(
|hSD|2 ≤

|hSP |2 |hSE |2N0

θηIth |hJE |2 |hSJ |2

)

= 1−
∫ ∞

0
F|hSD|2(z)fZ(z)dz, (4.56)

where Z = |hSP |2|hSE |2q
|hJE |2|hSJ |2

and q = N0
θηIth

. First, the PDF of Z should be found to evaluate Pnzcr . Let

Z = A
B , where A = qA′, with A′ = |hSP |2 |hSE |2. Moreover, B = |hJE |2 |hSJ |2. The PDF of A′

is expressed as

fA′(x) =

∫ ∞

−∞

1

|y|
f|hSP |2

(
x

y

)
f|hSE |2(y)dy· (4.57)

Using (4.51) for i = SP , (4.52), and [82, Eq. (7.813.1)] and with transformation of random

variables, the PDF of A is given by

fA(x) =
λSPλSE
q(Le − 1)!

G 2 0
0 2

(
−

Le−1,0

∣∣∣∣λSPλSExq

)
, (4.58)

Moreover, the PDF of B is given by

fB(x) =

∫ ∞

−∞

1

|y|
f|hJE |2

(
x

y

)
f|hSJ |2(y)dy· (4.59)

Using (4.51) for i = JE and i = SJ and with the help of [82, Eq. (7.813.1)], (4.59) is solved as

fB(x) = λJEλSJG 2 0
0 2

( −
0,0

∣∣λJEλSJx) · (4.60)
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Additionally, the PDF of Z is given by

fZ(x) =

∫ ∞

0
yfA(xy)fB(y)dy· (4.61)

Using (4.58), (4.60), and [83, eq. (2.24.1.1)], (4.61) is solved as

fZ(x) = c1x
−2G 2 2

2 2

(
−Le,−1

0,0

∣∣∣s1
x

)
, (4.62)

where c1 = qλJEλSJ

λpλSE(Le−1)! and s1 = qλJEλSJ
λpλSE

. Moreover, the CDF of |hSD|2 can be found as in

(4.16). Using (4.62), (4.16), and [83, Eq. (2.24.1.1)], (4.56) is solved as

Pnzcr =

m−1∑
j=0

c2G
n+2 2
2 n+2

 1−Le− j
n
,− j

n

ρ′′

∣∣∣∣∣∣
s1

(
m

Ωσ2/n

)n
nn

 , (4.63)

where c2 =
c1nβ

(
m

Ωσ
2
n

)−m+j

(m−1)!
(

q
λpλSE

)2√
n

2j!(2π)0.5(n−1)s
1− j

n
1

and ρ′′ = 0, 1n , · · · ,
n−1
n , 1− j

n , 1−
j
n .

-Non-Colluding Eavesdroppers Scenario: Pnzcr is reassessed for the scenario of non-colluding

eavesdroppers in this section. Using (3.37), (4.48), and (4.53), Pnzcr is expressed as

Pnzcr = 1− Pr

(
|hSD|2 ≤

|hSP |2 |hSEk
|2N0

dPLk θηIth |hJEk
|2 |hSJ |2

)
= 1−

∫ ∞

0
F|hSD|2(y)fY (y)dy, (4.64)

where Y =

|hSEk |
2

dPL
k

b
|hJEk |

2|hSJ |2

|hSP |2

, with b = θηIth
N0

. To find the PDF of Y , assume Y = Q
W , where

Q =
|hSEk |

2

dPL
k

and W = b
|hJEk |

2|hSJ |2

|hSP |2 . First, the PDF of Q is expressed as

fQ(x) =

∫ ∞

0
yf|hSEk |

2(xy)fdPL
k

(y)dy· (4.65)

Using (3.58), (4.54), and [83, Eq. (2.24.3.1)], (4.65) is solved as

fQ(x) = a1x
−1−δkG 1 δ

δ 1

(
1−Le−δk

δ
0

∣∣∣∣∣ AeδδxδλδSEk

)
, (4.66)
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where a1 =
λ−δk
SEk

δLe+δk+0.5Ak
e

(Le−1)!Γ(k)(2π)(δ−1)0.5 . To find the PDF of W , assume W = bW ′, with W ′ =

|hJEk |
2|hSJ |2

|hSP |2 . Given (4.51) and by replacing E by Ek in (4.60), and with the help of [82, Eq.

(7.813.1)], the PDF of W is given by

fW (x) =
λJEk

λSJ
bλp

G 2 1
1 2

(
−1
0,0

∣∣∣∣λJEk
λSJx

bλSP

)
. (4.67)

Given (4.66), (4.67), and [83, eq. (2.24.3.1)], fY (x) is given by

fY (x) = a2x
−1−δkG 2δ 1+2δ

1+2δ 2δ

(
1,k,k
ρ′

∣∣∣s2xδ) , (4.68)

where a2 =
a1λδkJEk

λδkSJδ
1.5−δk

(bλSP )δk(2π)1.5(δ−1) , s2 =

λδSEk
Ae(

λJEk
λSJ

bλSP

)δ , and ρ′ = δ−1+Le+δk
δ , 1+δkδ . Finally, substitut-

ing (4.16) and (4.68) into (4.64), Pnzcr is solved as [83, eq. (2.24.3.1)]

Pnzcr =
m−1∑
j=0

a3G
δn+2δ+1 2δ

2δ δn+2δ+1

 ϵ
ϵ′

∣∣∣∣∣∣∣
(

m
Ωσ2/n

)δn
s2(δn)δn

 , (4.69)

where a3 =
a2nβ

(
m

Ωσ
2
n

)−m+j

(m−1)!
√
δns

δk− j
n

δ
2

2j!δ(2π)0.5(δn−1) , ϵ = 1−Le− j
n

δ2
,
δ−1− j

n
δ2

, and ϵ′ = 0, · · · , δn−1
δn ,

δk− j
n

δ2
,

δ− j
n

δ2
,
δ− j

n
δ2

.

4.10.2 Intercept Probability

Pint defined in (3.56) is given by

Pint = Pr (Cs < 0) = 1− Pnzcr . (4.70)

Given (4.63) and (4.69), Pint for both scenarios of colluding and non-colluding eavesdroppers is

obtained.
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4.11 Numerical Results

In this section, analytical results and Monte-Carlo simulations are presented. To account for

the path loss effect, assume S operates as the reference location (see Fig. 4.19). S is located at

(0, 0) and the nodes (D,E,CJ and PR) are of different distances from S. Assume d−LXY = 1
2λi

,

where X ∈ {S,CJ , I1, I2, I3}, Y ∈ {PR, E, I1, I2, I3, D,CJ}, and i ∈ {SP, SJ, JE, SE, SD}.

λSD = 1
2σ2 and dXY represents the distance from node X to node Y in meters (m). I1, I2, and I3

denote the locations of the first, second, and third obstacles in the main channel, respectively. This

is to observe the effect of the cascade level on the privacy.

Fig. 4.20 represents the probability of non-zero secrecy capacity for the case of colluding eaves-

droppers versus the distance between S and E (dSE). It is observed that the security improves when

E moves away from S. This is due to the fact that as dSE becomes larger, the wiretap link’s condi-

tions get worse and E’s decoding capabilities become poor. Moreover, as the conditions of the main

channel deteriorate due to the rise in the cascade level (n), privacy decays. This is because a larger

n suggests more obstacles between S and D, resulting in poor reception and a lower received SNR.

Figure 4.19: A representation of the distances between nodes.

Fig. 4.21 depicts Pnzcr versus the power splitting factor at CJ (θ) and the distance between CJ

and E (dJE) for the case of colluding eavesdroppers. It is noticed that the security improves as θ

increases. This is attributed to the fact that as the harvested energy increases (θ rises), the amount of

jamming signals generated and broadcast grows, thus reducing the quality of the tapped messages

at E. Moreover, as the jammer approaches E, i.e., dJE reduces, the jamming impact generally in-

creases, leading to enhanced privacy. Given this, CJ is capable of adjusting the amount of harvested
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Figure 4.20: The probability of non-zero secrecy capacity (Prc) versus the distance between S and
E (dSE) for different cascade levels (n). dSP = 200m, dSI1 = 10m , dI1I2 = 10m, dI2I3 = 10m,
dI3D = 10m, dJE = 100m, dSJ = 1m, Le = 3, θ = 0.6, η = 0.8, Ith = 5 dB, and PL = 3 .
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Figure 4.21: The probability of non-zero secrecy capacity (Prc) versus θ and dJE . n = 2, dSE =
50m, dSP = 200m, dSI1 = 10m , dI1D = 10m, dJE = 20m, dSJ = 1m, Le = 2, Ith = 5 dB,
η = 0.1 and PL = 2 .

energy, i.e., the value of θ, in response to the closeness to E. Particularly, as dJE becomes larger, CJ

must harvest more energy and thereby emitting more jamming power to maintain the privacy. How-

ever, as CJ gets closer to E, CJ varies the transmission power by reducing the amount of harvested

energy and raising the amount left for charging its battery, i.e., (1− θ)Ps.

The PLS is assessed for the non-colluding eavesdroppers scenario in Fig. 4.22. We assume a
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two-dimensional (2D) area (U = 2) and a HPPP distribution of the eavesdroppers’ locations. 105

realizations of their positions are generated in a square area of a side of 25 meters (m). The figure

illustrates how security deteriorates as the density of eavesdroppers (λe) increases. This is due to

that fact that with more eavesdroppers dispersed over the area, there is a higher probability that one

will be closer to S, providing better channel conditions and thus increased interception capabilities.

Additionally, regardless of the density of eavesdroppers, as the EH process efficiency improves,

i.e., as η rises, the probability of a secure connection increases. This is due to the increase in the

jamming power impacting Ek, demonstrating the efficiency of cooperating jamming-based energy

harvesting.

Fig. 4.23 illustrates Pnzcr versus θ for the case of non-colluding eavesdroppers. The results

demonstrate that even when eavesdroppers are not colluding to intercept the information, the jam-

ming process-based EH is powerful at confounding the eavesdropper and reducing its ability of

interception. Moreover, the eavesdropper’s selection, denoted by k, has a substantial impact on se-

curity. Specifically, selecting the first closest eavesdropper to S (k = 1) has the greatest influence

on reducing security. That is, it is more likely to have more reliable channel conditions and hence

greater decoding capabilities, compared to selecting the fifth one (k = 5).
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Figure 4.22: The probability of non-zero secrecy capacity (Prc) versus the density of eavesdroppers
(ϕ) for different values of η. n = 2, dSEk

= 50m, dSP = 200m, dSI1 = 10m , dI1D = 10m,
dJEk

= 100m, dSJ = 1m, Le = 3, Ith = 5 dB, θ = 0.8, k = 1, and PL = 2 .

Finally, in Fig. 4.24, the intercept probability (Pint) against the interference threshold (Ith) is
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Figure 4.23: The probability of non-zero secrecy capacity (Prc) versus the power splitting factor (θ)
for different selections of the eavesdropper (k). n = 2, dSEk

= 50m, dSP = 200m, dSI1 = 10m ,
dI1D = 10m, dJEk

= 100m, dSJ = 1m, Le = 3, Ith = 5 dB, η = 0.1, λe = 1, and PL = 2 .
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Figure 4.24: The intercept probability (Pint) versus the interference threshold (Ith). n = 2, dSE =
50m, dSP = 200m, dSI1 = 10m , dI1D = 10m, dJE = 100m, dSJ = 1m, k = 1, η = 0.1,
θ = 0.8, λe = 0.1, and PL = 2 .

depicted for the colluding and non-colluding eavesdroppers scenarios. Comparing both scenarios

forLe = 2, it is noticed that even though there are more eavesdroppers in the non-colluding case, the

colluding eavesdroppers are more efficient at intercepting messages. This demonstrates the crucial

need for incorporating colluding eavesdroppers when investigating PLS for CRNs. Furthermore,

the results demonstrate an improvement in the system’s privacy as Ith increases. This is because
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an increase in Ith indicates that the SU source may raise its transmission power, improving the

main channel’s conditions in terms of received SNR. Moreover, when Ek is equipped with a greater

number of antennas (Le), privacy is severely compromised, as Ek gets more powerful and the

reception at its end improves owing to the MRC.

4.12 Summery

In this chapter, we presented an underlay CRN over cascaded κ-µ channels, in which an eaves-

dropper poses a threat to the security of SUs. The SU destination harvests energy from the SU

transmitter. Our findings indicate that security has improved as a result of the destination using the

gathered energy to generate jamming signals to confuse the eavesdropper. In this scenario, PLS

was examined and compared for two scenarios; an energy-harvesting and a non-energy-harvesting

eavesdropper. Additionally, we discussed another case in which cooperative jamming is used to

improve security over cascaded κ-µ channels with multiple non-colluding eavesdroppers. Given

this scenario, we developed another model as a special case, in which users communicate via cas-

caded Rayleigh channels. In this case, two scenarios for the eavesdroppers’ tapping capabilities

are presented: colluding and non-colluding eavesdroppers. The findings show that collaborating

eavesdroppers pose a higher threat to the SUs’ security.
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Chapter 5

Overlay CRNs- Enabled EH with AF

Relays

5.1 Introduction

Recent research has focused on improving the energy efficiency of the underlying CRN through

the utilization of EH. However, few studies have been conducted on employing EH for overlay

CRN. For instance, in [72], a cooperation between a pair of SUs and PUs is conducted, in which

the assistant SU harvests energy using PS protocol from the PUs’ messages. The outage probability

and the energy efficiency for both networks have been evaluated. Moreover, in [73], a TS energy

harvesting process is performed by SUs, in which the SU that assists the PUs decodes and forwards

the PUs messages in exchange for utilizing the licensed band. The outage probability and system

throughput have been assessed in this work. Additionally, in [74], an overlay CRN was studied,

in which the SU forwards the PUs messages in exchange for utilizing the bands, whereas the PU

harvests energy from the received SUs’ messages to improve its battery energy level. The PS factor

has been optimized with the objective of improving the SUs’ and PUs’ communication reliability.

The main goal of this chapter is to improve the energy and spectral efficiencies of the system.

Hence, we assume an overlay CRN, in which two PUs exchange messages with the assistance of

SUs. Multiple SUs are assumed to be randomly distributed according to a HPPP, in which one

of the SUs is selected based on the Euclidean distance. The selected SU harvests energy from
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the PUs’ messages by adopting the time switching protocol. Then, utilizing the gathered energy,

this SU combines its own messages with the amplified PUs messages and forwards them to the

destinations. The reliability of the SUs and PUs networks is investigated in terms of the outage

probability. Furthermore, two optimization problems are proposed, in which the time switching and

the power allocation factors are optimized. The first problem has the potential of maximizing the

secondary users’ rate while ensuring that the primary users’ rate is maintained above a threshold,

whereas the second one is proposed to maximize the sum rate of both networks.

5.2 System Model

Assume we have a PU transmitter (PU-Tx) communicating with a PU receiver (PU-Rx) as

shown in Fig. 5.1. Due to the unavailability of a reliable link between the PUs, SUs are assumed

to assist the PUs in forwarding their messages in exchange for the use of a licensed band. We

assume that M SUs are distributed according to a homogeneous HPPP with a density of λe. One

of these SUs will be selected based on the kth nearest to PU-Tx. Moreover, this SU is permitted to

harvest energy from PUs messages using the time switching (TS) protocol via the channel hSR. In

addition, the selected SU performs as an amplify-and-forward (AF) relay, in which it amplifies the

PUs’ messages and forwards them to the PU destination along with its own messages to its receiver

(SU-Rx). We assume that the SUs are distributed in an unbounded Euclidean space of dimension

U .

Fig. 5.2 shows the time frame of the TS-EH process. During the first time slot (ρT ), the selected

SU (Rk) harvests energy from the PUs messages with the energy harvested (Es) given by

Es =
ρηPsT |hSR|2

dPL
, (5.1)

where Ps is the transmission power at S, 0 < ρ < 1 is the time switching factor, d is the distance

of a randomly distributed SU from PU-Tx, PL is the path loss exponent, η represents the energy

conversion efficiency coefficient, and T is the transmission time slot. Using (5.1), the transmission
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Figure 5.1: The system model.

Figure 5.2: Frame structure of TS-based SWIPT in the proposed cognitive radio network.

power at Rk is given by

PR =
EH

(1− ρ)T
=
ρηPs |hSR|2

(1− ρ)dPL
. (5.2)

The received message at the kth random SU is given by

yR,k =

√
Ps
dPL

hSRxp + nR, (5.3)

where xp is the PUs’ transmitted message and nR is the AWGN at the SU relay with a zero mean

and a variance N0. During the second time slot ((1− ρ)T ), the selected SU (Rk) amplifies the

PUs’ messages and combines them with its own messages to be transmitted. These messages are

received by both receivers; PU-Rx and SU-Rx. Given this, the received message at the PU-Rx is

given by

yD = βyR,khRD +
√
(1− α)PRhRDxs + nD, (5.4)
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where xs is the transmitted SUs messages and nD is the AWGN at PU-Rx with a zero mean and a

variance N0. α represents a power allocation factor, in which αPR is allocated to transmit the PUs

messages, while the rest ((1 − α)PR) is used to transfer the SUs’ messages. Moreover, β is the

amplification factor of Rk given by

β =

√
αPR

PsgSR

dPL +N0

. (5.5)

The noise variance in (5.5) (N0) can be ignored compared to the term PsgSR

dPL at high SNR [72].

Hence, (5.5) can be approximated as

β ≈
√

αPR
PsgSR

dPL

. (5.6)

Substituting (5.3) into (5.4), the received message at the PU-Rx is expressed as

yD = β

√
Ps
dPL

hSRxphRD +
√

(1− α)PRhRDxs + βhRDnR + nD. (5.7)

Given (5.6) and (5.7), the instantaneous SINR at PU-Rx is expressed as

γD =
β2gRDgSR

Ps

dPL

N0gRDβ2 + gRD(1−α)PR+N0

. (5.8)

It is worth mentioning that PU-Rx treats the SUs messages as interference. Hence, substituting (5.2)

and (5.6) into (5.8) and performing mathematical manipulations yields

γD =
agRDgSR

dPL

bgRD + cgRDgSR

dPL +N0
, (5.9)

where a = αρηPs

1−ρ , b = N0αρη
1−ρ , and c = (1−α)ρηPs

1−ρ . Moreover, the received message at SU-Rx is

given by

yS =
√
(1− α)PRhRExs + ns + βyDhRE , (5.10)

where xs is the SUs’ transmitted messages and ns is the AWGN at SU-Rx with a zero mean and a
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variance N0. Using (5.10), the received SINR at SU-Rx is given as

γS =
q gREgSR

dPL

egRE + w gREgSR

dPL +N0
, (5.11)

where q = (1−α)ρηPs

1−ρ , e = N0αρη
1−ρ , and w = αρηPs

1−ρ . Accordingly, the data rate achieved at PU-Rx

and SU-Rx are given, respectively, as

RP = (1− ρ)T log2(1 + γD), (5.12)

RS = (1− ρ)T log2(1 + γS). (5.13)

We assume that all links follow the Rayleigh fading model. Hence, the channels power gain

(gm), for m = SR,RD,RE follow the exponential distribution with λm being the fading coeffi-

cient. The PDF and the CDF of gm are given, respectively, as

fgm(x) = λm exp (−λmx), (5.14)

Fgm(x) = 1− exp (−λmx). (5.15)

As mentioned earlier in the chapter, in our analysis, the kth nearest SU to PU-Tx will be selected

to forward the messages. This is performed by measuring the Euclidean distance from PU-Tx to

each of the SUs. The PDF of the path loss dPL for the kth nearest SU is distributed as expressed in

(3.58).

5.3 Outage Probability

Recall that the outage probability (OP ) represents the probability that the data rate is lower

than a predetermined rate threshold (Rthi), for i = p, s. Given this, Rthp indicates the threshold

for the PUs’ link, whereas Rths denotes the rate threshold for the SUs’ communication. The outage
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probability is given by

OP = Pr(Rj ≤ Rthi), (5.16)

for j ∈ (P, S). In this section, the outage probability for the PUs and SUs links is evaluated to

reveal the reliability of the considered communication system.

5.3.1 Outage Probability of the Primary Users’ Network

Considering the outage probability to assess the PUs communication quality is significant since

the PUs receive their own messages in addition to the SUs messages, which are regarded as interfer-

ence. The outage probability for the PUs’ link is evaluated in this section by rewriting (5.16) using

(5.12) and (5.8) as

OP = Pr
(
agRDgSR ≤ bJgRDd

PL + JcgRDgSR +N0Jd
PL
)

= Pr

(
gSR ≤ bJ

a− Jc
dPL +

N0J

(a− Jc)
L

)
=

∫ ∞

0

∫ ∞

0
FY (c1z + c2l) fZ(z)fL(l)dzdl, (5.17)

where J = 2
Rthp

(1−ρ)T − 1, c1 = bJ
a−Jc , c2 = N0J

a−Jc , and L = dPL

gRD
. First, one needs to obtain the PDF

of the variable L as

fL(x) =

∫ ∞

0
yfdPL(xy)fgRD(y)dy· (5.18)

Substituting (3.58) and (5.14) for m = RD yields

fL(x) =
δAkeλRD
Γ(k)

xδk−1

∫ ∞

0
yδkG 1 0

0 1

(−
0

∣∣λRDy)G 1 0
0 1

(
−
0

∣∣∣Aexδyδ) dy.
Using [83, eq. (2.24.1.1)], the PDF of L is found as

fL(x) = c3x
δk−1G 1 δ

δ 1

(
−k
0

∣∣∣∣AexδδδλδRD

)
, (5.19)
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where c3 =
δ1.5+δkAk

eλ
−δk
RD

Γ(k)(2π)(δ−1)0.5 . The outage probability of the PUs’ link given in (5.17) is expressed as

OP =
c3δA

k
e

Γ(k)

∫ ∞

0

∫ ∞

0

[
1− exp−λSR(c1z+c2l)

]
exp

(
−Aezδ

)
zδk−1lδk−1G 1 δ

δ 1

(
−k
0

∣∣∣∣AelδδδλδRD

)
×dzdl = 1− c3δA

k
e

Γ(k)
I1I2, (5.20)

where I1 is expressed as

I1 =

∫ ∞

z=0

zδk−1G 1 0
0 1

(−
0

∣∣λSRc1z
)
G 1 0

0 1

(−
0

∣∣Aez
δ
)
dz. (5.21)

Using [83, eq.(2.24.1.1)], I1 is solved as

I1 =
δδk−0.5

(2π)(δ−1)0.5 (c1λSR)
δk
G 1 δ

δ 1

(
∆(δ,1−δk)

0

∣∣∣∣ Aeδ
δ

(λSRc1)δ

)
, (5.22)

where ∆(δ, 1− δk) = 1−δk
δ , 2−δkδ , · · · , δ−δkδ . In addition, I2 is expressed as

I2 =

∫ ∞

l=0
lδk−1G 1 0

0 1

(−
0

∣∣λSRc2l)G 1 δ
δ 1

(
−k
0

∣∣∣∣AeδδlδλδRD

)
dl. (5.23)

Finally, using [83, eq.(2.24.1.1)], I2 is solved as

I2 =
δδk−0.5

(2π)(δ−1)0.5 (c2λSR)
δk
G 1 2δ

2δ 1

(
−k,∆(δ,1−δk)

0

∣∣∣∣ Aeδ
2δ

(λSRλRDc2)δ

)
. (5.24)

-Asymptotic Outage probability of the PUs’ Link: Here, the asymptotic OP for the PUs’ link is

evaluated as the PU transmission power takes very high values. To attain the asymptotic OP , one

must rewrite the Meijer-G function in (5.22) as

I1 =
D

Ak
G 1 δ
δ 1

(
∆(δ,1−δk)

k

∣∣∣AP δs ) , (5.25)

where D = δδk−0.5

(2π)(δ−1)0.5lδk1
, A = Aeδδ

(λSRl1)
δ , and l1 =

bJλ−δk
SR

αρη
1−ρ

−J (1−α)ρη
1−ρ

. Transforming (5.25) into its
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integral form yields

I1 =
D

Ak

∫
C
Γ (k − s) Γ

(
1− 1

δ
+ s

)
Γ

(
1− 2

δ
+ s

)
· · ·Γ(s)AsP δss ds. (5.26)

It is seen that as Ps → ∞, I1 → ∞. Hence, the asymptotic expression of I1 is evaluated using the

residue method defined in [89] as

IAsymp1 ≈ D

Ak
Γ(k)Γ

(
1− 1

δ

)
Γ

(
1− 2

δ

)
. (5.27)

Similarly, I2 is approximated as

IAsymp2 ≈ B

Lk
Γ(k)Γ

(
1− 1

δ

)
Γ

(
1− 2

δ

)
, (5.28)

where B = δδk−0.5

(2π)(δ−1)0.5lδk2
, W = Aeδ2δ

(λSRλRDl2)
δ , and l2 = N0J

αρη
1−ρ

−J (1−α)ρη
1−ρ

. Given (5.27) and (5.28), OP

is given by

OPAsympP ≈ 1− c3δA
k
e

Γ(k)
IAsymp1 IAsymp2 . (5.29)

It is evident from the result that the asymptotic outage probability is independent of Ps. This

demonstrates that once the PU transmission power exceeds a certain level, there is no advantage

to increasing it further. This is because the system no longer benefits from the power’s impact

on system reliability. This result will be further clarified and investigated in the numerical results

section.

5.3.2 Outage Probability of the Secondary Users’ Communication

Given the fact that the SU receiver also receives PUs messages that interfere with its own, it

is critical to assess the SUs link’s outage probability. The outage probability of the SUs link is

evaluated using (5.16), which is expressed in terms of (5.11) and (5.13) as
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OP = Pr

(
gSR ≤ d1

dPL

gRE
+ d2d

PL

)
, (5.30)

where d1 = ϵNo
q−ϵw , d2 = ϵe

q−ϵw , and ϵ = 2
Rths

(1−ρ)T − 1. Following the same procedure to find (5.20),

the OP of the SUs’ link is expressed as

OP = 1− d3δA
k
e

Γ(k)
H1H2, (5.31)

where d3 =
δ1.5+δkAk

eλ
−δk
RE

Γ(k)(2π)(δ−1)0.5 . H1 and H2 are expressed, respectively as

H1 =
δδk−0.5

(2π)(δ−1)0.5 (d2λSR)
δk
G 1 δ
δ 1

(
∆(δ,1−δk)

0

∣∣∣∣ Aeδ
δ

(λSRd2)δ

)
, (5.32)

H2 =
δδk−0.5

(2π)(δ−1)0.5 (d1λSR)
δk
G 1 2δ

2δ 1

(
−k,∆(δ,1−δk)

0

∣∣∣∣ Aeδ
2δ

(λSRλREd1)δ

)
. (5.33)

-Asymptotic Outage probability of the SUs Link: In here, we evaluate the outage probability

of the SUs link as the transmission power of the PU transmitter approaches ∞, i.e., as Ps → ∞.

This is to observe the effect of the PUs transmission power on the received SUs messages’ quality.

Setting Ps → ∞ and performing the approach utilized to find the asymptotic OP for the PUs’ link,

the OP for the SUs’ link is approximated as

OPAsympS ≈ 1− d3δA
k
e

Γ(k)
HAsymp

1 HAsymp
2 , (5.34)

where HAsymp
1 is given as

H1
Asymp ≈ D′

A′kΓ(k)Γ

(
1− 1

δ

)
Γ

(
1− 2

δ

)
, (5.35)
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with D′ = δδk−0.5

(2π)(δ−1)b∗ l′δk1
, A = Aeδδ

(λSRl
′
1)

δ , and l′1 =
eϵλ−δk

SR
(1−α)ρη

1−ρ
−ϵ αρη

1−ρ

. Moreover, HAsymp
2 is expressed

as

HAsymp
2 ≈ B′

L′kΓ(k)Γ

(
1− 1

δ

)
Γ

(
1− 2

δ

)
. (5.36)

with B′ = δδk−0.5

(2π)(δ−1)0.5l′δk2
, W ′ = Aeδ2δ

(λSRλRE l
′
2)

δ , and l′2 = N0ϵ
(1−α)ρη

1−ρ
−ϵ αρη

1−ρ

. As seen from (5.34), when

the PU transmission power is very large, the outage probability of the SUs link becomes independent

of this power. This illustrates that the outage probability reaches its lowest level as Ps takes very

high values. This effect will be investigated in the numerical results section.

5.4 Optimization Problems

The primary goal of this section is to improve the networks’ data rate in two distinct scenarios.

We begin by optimizing the time switching factor (ρ) and the power allocation factor (α) that max-

imize the data rate of the SUs link while respecting the PUs’ rate constraint. Following that, we

optimize the same parameters that maximize the sum rate (RS + RP ) to enhance the reliability of

both networks. It is worth noting that by optimizing ρ, one may manage the time slots dedicated

to energy harvesting and the time allocated to amplifying and forwarding user’ messages. Further-

more, optimizing α enables the evaluation of the amount of power required to transfer the messages

of each network, and hence the amount of interference affecting each network.

5.4.1 Maximizing the Secondary Users Data Rate

In this section, the time switching factor (ρ) and the power allocation factor of Rk (α) are opti-

mized with an objective of maximizing the SUs’ rate while ensuring that the PUs’ rate is maintained

above a certain threshold (Rpt). This demonstrates that the SUs link’s reliability may be improved

while ensuring that the PUs’ reception quality standards are met. Given this, the optimization prob-

lem is formulated as
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P1 : max
ρ,α

RS (5.37)

s.t. 0 < ρ < 1, (5.38)

0 < α < 1, (5.39)

RP ≥ Rpt. (5.40)

This problem is clearly a non-convex one since it is a non-linear mixed-integer optimization prob-

lem, and hence it is hard to be solved directly. Instead, it can be shown that it is a biconvex problem

in ρ and α. As the term suggests, a biconvex problem is the one that is convex in α for a given value

of ρ, and convex in ρ for a fixed α. This can be easily shown by several methods, such as plotting

the functions on Matlab. Similar to [72], this type of problems can be solved using the algorithm

described in Table 5.1. As mentioned in the table, one can use the Lagrangian approach to find the

Table 5.1: Algorithm of solving a biconvex optimization problem

Step 1 Assume G demonstrates the biconvex set of α and ρ
and select an arbitrary initial point for these parameters,
i.e., (α0, ρ0).

Step 2 For a fixed value of ρ, find the optimal value of α (α∗) for
the convex problem using the Lagrangian dual method
through the method of the gradient decent.

Step 3 Using α∗, search for the optimal value of ρ (ρ∗) for the
convex problem using the Lagrangian dual method.

optimal value of ρ and α. The Lagrangian of P1 can be expressed as

L (ζ, ξ1, ξ2, ξ3) = RS + ξ1(ζ − 1) + ξ2(−ζ) + ξ3(Rpt −RP ),

where ξ1, ξ2, and ξ3 represent the dual variables associated with the constraint on ζ, for ζ ∈ (ρ, α),

and the PUs’ rate in (5.40), respectively. Then, the Lagrange dual function of P1 is expressed as

L (ξ1, ξ2, ξ3) = max
ζ

L (ζ; ξ1, ξ2, ξ3) . (5.41)
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Using the partial derivative and the method of the gradient descent, the values of ρ∗, α∗, ξ1, ξ2, and

ξ3 are found.

5.4.2 Maximizing the Sum Rate

In this section, the time switching factor and the power allocation factor which maximize the

sum rate (RS + RP ) are evaluated. Optimizing the sum rate has the potential to increase the

reliability of both networks by lowering their outage probability. This optimization problem is

formulated as

P2 : max
ρ,α

RP +RS (5.42)

s.t. 0 < ρ < 1, (5.43)

0 < α < 1. (5.44)

The sum rate is a biconvex function and thus this problem can be solved using the methodology

described in Table 5.1.

5.5 Numerical Results

In this section, the results of our theoretical analyses and Monte-Carlo simulations are presented.

Assume a two-dimensional (2D) area (U = 2) and a HPPP distribution of the relays locations. 105

realizations of the positions of the relays are generated in a square area of a side of 20 meters (m).

Moreover, to take the distance between the nodes into account, we let d−PLxy = 1
2λxy

, in which dxy

is the distance between nodes x and y, for xy = SR,RD,RE.

Figure 5.3 presents the outage probability of the PUs’ link versus the density of SUs. It is

observed that when more SUs exist in the network, the reliability of the PUs transmission improves.

This is owing to the fact that the more densely populated the area is with SUs, the more likely it is to

have an SU closer to the PU transmitter with superior channel characteristics. Moreover, in contrast

to the fourth nearest user (k = 4), selecting the first closest SU to the PU transmitter, i.e., k = 1,

has the greatest impact on improving the performance of the PUs’ communication. That is, there is
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a larger probability that the closest user will be able to effectively deliver the PUs messages.

1 2 3 4 5
10
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10
-1
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0

Figure 5.3: The outage probability for the PUs link versus the density of the SUs relay for different
values of k. ρ = 0.5, PL = 2, λRD = 0.5, λSR = 0.5, T = 1, Rthp = 0.5, Ps = 5 dB, α = 0.8,
and η = 0.8.

Figure 5.4 illustrates the outage probability of the PUs’ communication against the time switch-

ing factor (ρ). It is observed that the outage probability is a convex function of ρ. As ρ increases,

demonstrating more time is allocated for harvesting energy, a higher SNR is achieved at the PU

receiver and consequently a better system performance. However, beyond the minimum value of ρ,

the system’s reliability worsens. This depicts the scenario in which the time slot left for amplifying

the PUs messages and forwarding them to the destination (1− ρ) is small. Additionally, as the en-

ergy harvesting efficiency coefficient (η) increases, the outage probability reduces. This is because

a greater η indicates that the relaying SU is capable of harvesting more energy, implying that more

power is available for messages’ delivery.

Figure 5.5 reflects the impact of the SUs transmission on the PUs’ communication. As men-

tioned earlier in this chapter, the PU receiver regards the SUs messages as interference. Hence, as

(1 − α) increases, which is the portion of SU relay power dedicated to forwarding SUs messages,

the PUs communication becomes more susceptible to outages. In addition, this figure depicts the

effect of the fading severity level of the hRD channel on the PUs’ communication, as represented

by λRD. It is found that when λRD increases, the fading becomes more severe, resulting in a poor

reception at the PU destination.
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Figure 5.4: The outage probability for the PUs link versus the time switching factor for different
values of η. k = 1, PL = 2, λRD = 0.5, λSR = 0.5, T = 1, Rthp = 0.4, PL = 2, Ps = 5 dB,
α = 0.8, and λe = 1.

Figure 5.6 depicts the impact of the PUs messages on the quality of the SUs’ communication.

As the proportion of the relay’s power dedicated to PU transmission (α) increases, the probability of

an outage in the SUs’ communication increases. This is because as α rises, the SU receiver becomes

more subject to the interference caused by the PUs transmissions. Additionally, as α increases, the

portion of power assigned to the SUs’ communication at the relay decreases, raising the probability

of an SUs’ transmission outage. However, a higher α suggests that a greater amount of the power

is assigned to convey the PUs messages, resulting in a lower PUs’ link outage probability. Finally,

since the same relay that forwards PUs’ messages also forwards SUs’ messages, as the density of

the SUs relays increases, the reliability of the SUs network improves.

Figure 5.7 reveals the significance of sharing in overlay CRN. In this figure, we compare the

overlay CRN with direct transmission, in which we presume that the PUs can communicate directly

without the assistance of SUs. As shown in the figure, when α is between 0.35 and 0.65, the overlay

CRN outperforms the direct transmission since the attained outage probability is lower. This applies

to both SUs and PUs networks. Moreover, it is evident that when α = 0.5, both networks function

similarly. In addition, when α < 0.5, the SUs’ communication reliability is greater than the PUs’,

however, when α > 0.5, the PUs’ reliability steadily improves to surpass the SUs’. This illustrates

the importance of optimizing α to be able to decide how to distribute the power of the SU relay and
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Figure 5.5: The outage probability for the PUs link versus the interference caused by the SUs
transmissions. k = 1, δ = 1, λSR = 1, T = 1, Rthp = 0.2, Ps = 5 dB, η = 0.7, ρ = 0.6,
λe = 100, and k = 1.
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Figure 5.6: The outage probability for the PUs and SUs links versus the SUs density. k = 1,
PL = 2, λSR = 1, λRD = 1, λRE = 1, T = 1, Rthp = 0.1, Rths = 0.1, Ps = 5 dB, ρ = 0.6,
η = 0.7, and k = 1.

control the interference caused by one network on another.

Figure 5.8 shows the outage probability of the SUs network versus the transmission power of the

PU-Tx (Ps). It can be seen that as Ps increases, the outage probability decreases. This is because as

Ps increases, the amount of energy harvested at the SU relay increases, leading to improved SUs’

link reliability. In addition, the figure shows the asymptotic outage probability of the SUs’ link,
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Figure 5.7: The outage probability versus α. k = 1, ρ = 0.5, η = 0.2, λRD = 0.5, PL = 2,
λSR = 0.5, T = 1, Rthp = 0.2, Rths = 0.2, Ps = 2 dB, λe = 5. dSR = 0.5m, dRD = 0.5m,
dRE = 0.5m, and dSP (direct) = 1m.
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Figure 5.8: The outage probability of the SUs versus Ps. k = 1, η = 0.2, λRE = 0.5, λSR = 0.1,
T = 1, Rths = 1, PL = 2, α = 0.2, and λe = 5.

which represents the scenario when Ps approaches ∞. It is obvious that as Ps reaches this value,

the system is in optimal condition. This is due to the fact that the harvested energy will be high, and

thus the received SINR will be improved, resulting in a zero outage probability. Moreover, one can

notice that the outage probability agrees with the asymptotic one at high values of Ps.

Figure 5.9 illustrates the outage probability for the PUs link versus the PU transmission power

Ps. As Ps increases, the PUs’ communication quality improves. This is attributable to the fact
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that boosting the PU-Tx transmission power increases the harvested energy at the assistant SU. As

the amount of energy gathered increases, the amplification factor increases, resulting in a higher

reception quality at PU-Rx. In addition, the saturation that occurs at high Ps indicates that boosting

the power has no benefit after a particular level of Ps. This is owing to the belief that as Ps becomes

very large, the outage probability becomes independent of this power and reaches its optimum

situation, i.e. OP ≈ 0. This is also confirmed by the agreement between the outage probability

at high Ps and the asymptotic outage probability obtained in (5.34) as Ps → ∞. Furthermore,

despite the independence on Ps, the results demonstrate that the overlay CRN outperforms the

direct transmission between PUs, i.e., without the assistance of SUs.
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Figure 5.9: The outage probability of the PUs versus Ps. k = 1, PL = 2, η = 0.9, dSR = 0.5m,
dRD = 0.5m, T = 1, Rthp = 0.4, α = 0.8, and λe = 5.

Figure 5.10 depicts the SUs’ link rate versus the transmission power of the PU-Tx (Ps). By

comparing the fixed value of ρ and α with the optimum ones (ρ∗, α∗), it is clear that the SUs achieve

the optimum link rate when ρ and α are chosen according to the optimization problem in (5.37).

In addition, the results indicate the benefit of performing a joint optimization for both parameters

rather than optimizing a single parameter ((α∗, ρ = 0.4) and (ρ∗, α = 0.95)). Particularly, the SUs

achieve the highest rate when both parameters are optimized jointly. This highlights the significant

importance of having an adjustable time switching factor and power allocation factor in the EH

process. An optimized α assists in determining the amount of SU relay power that should be used
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for each network while controlling the interference caused by one network on another. Moreover,

by optimizing ρ, one can determine the time slots assigned for the EH process and the amplifying

and forwarding process. Furthermore, it is noticed that optimizing both parameters yields a result

that is closer to optimizing α independently for fixed ρ. This depends on the selected values of the

fixed parameters and the PUs rate threshold. To illustrate a scenario in which the joint optimization

approach gets close to optimizing solely ρ, the threshold in Figure 5.11 is considered to be lower

than the one in Figure 5.10 with different fixed values chosen for the single optimization scenarios.

The figure indicates that when optimizing ρ, selecting lower α and Rpt results in rising the impact

of optimizing ρ, as it gets closer to the joint optimization. Additionally, it is worth mentioning that

the fixed values of ρ and α are selected from the feasibility region of problem P1.
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Figure 5.10: The SUs’ rate link versus Ps. k = 1, η = 0.8, λRD = 1, λSR = 0.5, λRE = 1, T = 1,
Rpt = 0.5, and λe = 1.

Figure 5.12 presents the links rates of the SUs and PUs communication against Ps. It is ob-

served that optimizing the parameters α and ρ improves the SUs rate. Moreover, even with fixed

parameters, i.e. without optimization, the PUs’ rate remains greater than the threshold rate (Rpt).

This ensures that the performance of the PUs’ link is preserved above the minimum allowed level.

In addition, whether the parameters are optimized or fixed, the PUs’ rate remains greater than the

SUs’ rate. Additionally, Figure 5.13 shows both rates against Ps when α and ρ are optimized. It

is concluded that regardless of the transmission power level of PU-Tx, the PUs’ rate is maintained
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Figure 5.11: The SUs’ rate link versus Ps. k = 1, η = 0.8, λRD = 1, λSR = 0.5, λRE = 1, T = 1,
Rpt = 0.1, and λe = 1.
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Figure 5.12: The SUs’ and PUs’ links rate versus Ps. k = 1, η = 0.8, PL = 2, λRE = 1, λRD = 1,
λSR = 0.5, T = 1, Rpt = 0.5, and λe = 1.

above the threshold (RP ≥ 0.5).

As a final investigation, Figure 5.14 presents the sum-rate of both networks versus the PU trans-

mission power (Ps). It is observed that using the time switching factor and the power allocation

factor optimized in problem P2 (ρ∗ and α∗) provides the best performance when compared to fixed

ρ and α. Notably, optimizing the sum rate has the advantage of simultaneously enhancing both net-

works’ reliability, regardless of the interference imposed by one network on the other. As a result,
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Figure 5.13: The SUs’ and PUs’ links rate versus Ps for joint optimized ρ and α. k = 1, η = 0.8,
PL = 2, λRE = 1, λRD = 1, λSR = 0.5, T = 1, Rpt = 0.5, and λe = 1.
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Figure 5.14: The sum rate versus Ps for different values of α and ρ. k = 1, η = 0.8, λRD = 1,
λSR = 0.5, λRE = 1, T = 1, and λe = 1.

all users in this cooperating CRN will have stable communication.

5.6 Summery

This chapter investigates an overlay cognitive radio network with two primary users (PUs) and

several secondary users (SUs). In exchange for accessing the licensed band, one of these multiple
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SUs is chosen to forward the PUs messages using the harvested energy from the PU transmit-

ter messages. Our results indicate that a higher density of these SUs is required to increase the

link reliability of the PUs and SUs communication. The outage probability of both links and their

asymptotic expressions have been derived. In addition, the time switching factor and the SU relay

power allocation factor are optimized for two scenarios: maximizing the SUs’ rate while constrain-

ing the PUs’ rate, and maximizing the sum of both networks’ rates. Our results demonstrate that, as

compared to fixed factors, the derived optimized ones achieve the optimum performance.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

Monitoring the radio spectrum, it is noticed that the spectrum usage is concentrated over certain

parts of the band. On the other hand, a significant portion of the spectrum is still under-utilized due

to the static frequency allocation. As the demand for spectrum usage increases, there should be a

solution for these issues. Hence, CRNs were proposed to solve these problems by enabling SUs to

access the bands in an opportunistic manner. As the unlicensed users seek to access the licensed

bands, one of the three access modes should be used; interweave, underlay, and overlay. Threats

on CRNs can be initiated from outside the network, regardless of the type of access mode. In this

case, users within the coverage range of transmission are able to overhear confidential information

due to the broadcasting nature of the transmission. Moreover, since SUs and PUs both reside on

the same network, they need to be protected from different types of threats. All the aforementioned

reasons necessitate the importance of utilizing PLS approaches to secure the data in CRNs and

PLS is proved to be a reliable and effective approach to achieve the required level of secrecy. Our

research has made major contributions, as evidenced by the number of publications associated with

our research. Next, we briefly summarize those accomplishments.

In Chapter 3, we examined PLS in three distinct scenarios in which a three-node wiretap sys-

tem was considered to operate over cascaded κ-µ fading channels. The first scenario assumed the
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worst-case circumstance. Under the prospect of conspiring eavesdroppers, the second scenario as-

sumed normal conditions, i.e., cascaded channels at all links. Additionally, in the third case, it was

assumed that non-colluding eavesdroppers are attempting to intercept the confidential information.

We demonstrated that security declines as the cascade level in the main channel increases or as the

cascade level in the wiretap lowers. However, improving the conditions on the main channel by

increasing the average received SNR at the legitimate receiver can help reduce the risk of a secrecy

outage. Additionally, we compared colluding and non-colluding eavesdroppers and demonstrated

that colluding eavesdroppers pose a higher security risk. PLS is studied for an underlay SIMO

CRN over cascaded κ-µ fading channels with an eavesdropping risk. Both the SU destination and

the eavesdropper are equipped with multiple antennas and employ MRC technique. The results

demonstrate that the rise in the cascade level at the main channel impairs secrecy, demonstrating

that the assumption of cascaded channels cannot be ignored, particularly when devices are mov-

ing or in dense scattering zones. The privacy may be augmented by deploying additional antennas

at the legitimate receiver. Additionally, we highlighted how the constraint on transmit power can

have a significant influence on secrecy when SUs access the channel via the underlay model. Our

findings confirm that both the main and wiretap channel conditions have an impact on PLS. Finally,

we considered a particular case of the later system model in which a SISO CRN with cascaded

Rayleigh channels was assumed. We showed that the distances between nodes significantly affect

security. For example, when the distance between the SU transmitter and the eavesdropper is short,

the secondary user’s security can be significantly compromised.

In Chapter 4, the PLS for underlay CRNs was strengthened through jamming approaches based

on energy harvesting techniques over cascaded channels. We began by assuming that the SU desti-

nation performs energy harvesting while receiving messages from the SU transmitter. The destina-

tion emits jamming signals to weaken the eavesdropper’s reception using the full-duplex approach.

As a result of our findings, we demonstrated that the confidentiality of SU data transmission can

be enhanced by increasing the proportion of energy used for jamming. Additionally, our findings

highlight the trade-off between system reliability and security. Furthermore, we added a cooper-

ating SU jammer to the system model to gather energy and broadcast jamming signals toward the
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non-colluding multiple eavesdroppers. The results demonstrate that when the density of eavesdrop-

pers rises, the security of SUs declines. Additionally, our findings suggest that in order to achieve

optimal privacy, the power splitting factor should be adapted at the legitimate receiver. Finally, the

study advises that the jammer should adjust the quantity of energy harvested based on the location

of the most powerful eavesdropper. Additionally, we contrasted colluding and non-colluding eaves-

droppers and observed that, even with a high density of non-colluding eavesdroppers, security is

degraded more when colluding eavesdroppers exist.

In Chapter 5, we examined an overlay cognitive radio network with two PUs and multiple SUs.

In exchange for being granted access to the licensed band, one of these multiple SUs is chosen

to transfer the PUs messages using the energy harvested from the PU transmitter messages. Our

findings show that a higher density of these SUs is necessary to improve the communication links

reliability for both PUs and SUs. Additionally, the time switching factor and power allocation factor

for the SU relays are optimized for two scenarios: maximizing the SUs’ rate while restraining the

PUs’ rate, and maximizing the total of the two networks’ rates. Our findings indicate that, when

compared to fixed factors, the obtained optimized ones function optimally.

6.2 Future Works

Until this point, our research has concentrated on enhancing the security of wireless networks

using cascaded channels. However, additional research is required to widen the scope of our find-

ings. 5G techniques can be used in conjunction with the research of PLS for CRNs to enhance

the security of the network or to overcome several raised obstacles. This section comprises some

suggestions for future work;

Recent researches have concentrated on imbuing CRNs with intelligence via artificial intelli-

gence techniques such as machine learning. For our work in Chapter 5, we assumed that several

SUs exist and one is selected to relay the information. We might extend the study by constructing

a learning-based strategy for several functions. For example, we may assume an overlay CRN with

multiple transmitting SUs, and one receiving SU. Among the SUs’ transmitters, there is one central

node that collects historic data over time sent by the other SUs in the cooperative network. The
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central node will learn the decision function based on the collected data and decide which SU will

relay the messages.

Another extension to our overlay model would be to modify the SU relay’s selection criterion.

The revised criterion is modified to take the energy level of each SU relay into consideration. This

is to assist the SU with the lowest battery energy level in harvesting energy and recharging the

battery. Additionally, one can investigate PLS when all channels are subjected to cascaded fading

distributions rather than single fading models. Assuming an eavesdropper is present to tap the secret

information, one of the SUs may be chosen to forward the messages, while another SU is designated

to send harmful signals to the eavesdroppers to safeguard the transmissions.

Multiple antennas at the transmitter and/or receiver of the main channel have been shown to

improve the received SNR and hence the secrecy of the SUs’ network. Thus, an interesting extension

to our underlay or overlay scenarios would be to consider multiple antennas at the SUs or PUs

transmitters to assist in ensuring the security of the transmission.

The final suggested future work would be to integrate the non-orthogonal multiple access (NOMA)

technique with CRNs. NOMA has attracted considerable interest recently since it enables several

users to share a single wireless resource concurrently. As a result, NOMA increases coverage and

spectral efficiency. Additional spectral efficiency gains are possible when NOMA is combined with

CRNs, as both address the issue of spectrum under-utilization. This, however, comes at the cost of

rising inter-interference and intra-cell interference, which creates security issues. Thus, when de-

veloping the network, particularly over cascaded channels, PLS for CRNs-based NOMA should be

examined. For instance, PLS could be examined for overlay CRN-based NOMA with multiple SUs

and PUs operating over cascaded channels. SUs are deemed to be untrusted users (eavesdroppers).

Based on the channel gains of the selected users, the primary and secondary users can be paired

using power-domain NOMA.
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Appendix A

List of Publications

-Journal Articles:

• D. H. Tashman, W. Hamouda and I. Dayoub, ”Secrecy Analysis Over Cascaded κ -µ Fading

Channels With Multiple Eavesdroppers,” in IEEE Transactions on Vehicular Technology, vol.

69, no. 8, pp. 8433-8442, Aug. 2020, doi: 10.1109/TVT.2020.2995115.

• D. H. Tashman and W. Hamouda, ”Physical-Layer Security on Maximal Ratio Combining

for SIMO Cognitive Radio Networks Over Cascaded κ-µ Fading Channels,” in IEEE Trans-

actions on Cognitive Communications and Networking, vol. 7, no. 4, pp. 1244-1252, Dec.

2021, doi: 10.1109/TCCN.2021.3074178.

• D. H. Tashman, W. Hamouda and J. M. Moualeu, ”On Securing Cognitive Radio Networks-

Enabled SWIPT Over Cascaded κ-µ Fading Channels With Multiple Eavesdroppers,” in

IEEE Transactions on Vehicular Technology, vol. 71, no. 1, pp. 478-488, Jan. 2022, doi:

10.1109/TVT.2021.3127321.

• D. H. Tashman and W. Hamouda, ”An Overview and Future Directions on Physical-Layer

Security for Cognitive Radio Networks,” in IEEE Network, vol. 35, no. 3, pp. 205-211,

May/June 2021, doi: 10.1109/MNET.011.2000507.

• Ghareeb, I. and D. H. Tashman, ”Statistical analysis of cascaded Rician fading channels”, in

International Journal of Electronics Letters, 8(1), 46-59, 2020.
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• D. H. Tashman and W. Hamouda, ”Cascaded κ-µ Fading Channels with Colluding and Non-

Colluding Eavesdroppers: Physical-Layer Security Analysis”, Future Internet, 13(8), 205,

2021.

-Conference Proceedings:

• D. H. Tashman and W. Hamouda, ”Cascaded κ-µ Fading Channels with Colluding Eaves-

droppers: Physical-Layer Security Analysis,” 2020 International Conference on Communica-

tions, Signal Processing, and their Applications (ICCSPA), 2021, pp. 1-6, doi: 10.1109/ICC-

SPA49915.2021.9385753.

• D. H. Tashman and W. Hamouda, ”Secrecy Analysis for Energy Harvesting-Enabled Cogni-

tive Radio Networks in Cascaded Fading Channels,” ICC 2021 - IEEE International Confer-

ence on Communications, 2021, pp. 1-6, doi: 10.1109/ICC42927.2021.9500621.

• D. H. Tashman and W. Hamouda, ”Physical-Layer Security for Cognitive Radio Networks

over Cascaded Rayleigh Fading Channels,” GLOBECOM 2020 - 2020 IEEE Global Commu-

nications Conference, 2020, pp. 1-6, doi: 10.1109/GLOBECOM42002.2020.9348134. Best

Paper Award.

• D. H. Tashman and W. Hamouda, ”Towards Improving the Security of Cognitive Radio

Networks-Based Energy Harvesting,” ICC 2022 - IEEE International Conference on Com-

munications, accepted.

• D. H. Tashman, W. Hamouda and J. M. Moualeu, ”Overlay Cognitive Radio networks En-

abled Energy Harvesting with AF Relays.” To be submitted
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