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ABSTRACT 

Schlenker, Evan L. MSECE, Purdue University, August 2018. Modeling and Charac-
terization of High-Power Electronic Devices: System Analysis of Laser Diodes with 
Flash Boiling and GaN HEMT Reliability Modeling. Major Professor: Peter Bermel. 

Modern electronics are increasingly more capable of high-power density opera-

tion, which presents important thermal challenges. High-power laser diode bars have 

proliferated in recent years, and while they can generate high optical powers, slope 

efficiencies are theoretically limited, resulting in high excess heat loads and conse-

quent temperature shifts that can impair many applications. As a result, managing 

the ensuing heat flux and temperature changes has become increasingly important. 

Although traditional single-phase cooling solutions are limited by their convection 

coefficient to a certain temperature difference, two-phase solutions have potential for 

significantly higher convective coefficients. Flash boiling is a cooling method that 

can facilitate high levels of transient convective heat transfer, while allowing active 

control of coolant temperature. The transient nature of a flash cooling event is com-

patible with the heat load generated during operation of a high-power laser diode bar. 

Here, optical properties including spectral shift, spectral broadening, optical power, 

and beam quality are characterized over time. System inputs and outputs are corre-

lated and evaluated via a statistical surrogate model. In certain cases, flash boiling 

is demonstrated to be a viable means of regulating laser diode bar temperature to 

achieve desirable optical output characteristics. 

In parallel, GaN HEMTs have seen rapid adoption in electronics applications due 

to their capability to operate at high powers at quick switching rates. As power 

levels rise, thermal management becomes crucial to avoid long-term degradation of 

the device. Spatial thermal modeling can help improve long-term reliability by linking 
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local temperatures with various temperature dependent failure mechanisms such as 

hot-carrier injection. 
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1. INTRODUCTION 

As electronics in general grow in power density (particularly in transient applications 

such as power electronics, aerospace, and hybrid vehicles), an on-demand cooling 

solution capable of handling large, highly transient heat fluxes has potential to make 

a significant impact throughout the industry. Here, the focus is on understanding the 

transient, multi-physics interaction of a high heat flux device (in this case, a laser 

diode bar) with a flash cooling system. This work presents the first application of 

flash boiling as a cooling approach for laser diode bars and provides insight into novel 

physical interactions that occur in this transient system. 

Laser diodes have an increasingly broad range of applications, from optical com-

munications to high-power directed energy beams. The demand for greater power 

levels has resulted in the development of high-power laser diode bars, which combine 

tens or hundreds of quantum emitters into a single package. Peak time-averaged 

powers can approach 300 W within a 1-cm2 area [1]. Because of their high efficiency, 

diode bars are also a common pump source for solid-state lasers (SSLs) [2]. This en-

ables diode pumped solid-state lasers (DPSSLs) to reach capacities of 100 kW [3–5]. 

Now, there is great interest in modular high energy lasers capable of delivering high 

energies at a distance [6] whose efficacy depends strongly on beam quality [7]. 

However, the high current and power densities required in such devices also result 

in large heat fluxes that can degrade performance and damage the device, particularly 

under continuous wave (CW) or quasi-continuous wave (QCW) modes of operation. 

For example, temperature rise narrows the bandgap of the diode, leading to a red-

shift that disrupts the absorption of a SSL dependent on narrow spectral absorption 

features [8,9]. Also, spectral broadening due to inhomogeneities of the emitter surface 

temperature can reduce the spectral coherence of the laser [10–12]. Beam quality, 

which quantifies the degree of variance from an ideal Gaussian diffracted beam [7], 
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commonly decreases with non-uniform heating. Temperature increases can increase 

the threshold current and reduce the efficiency of a laser very rapidly — exponentially, 

in some cases [13]. As such, these negative thermal effects are extremely detrimental 

to overall DPSSL system performance. For an Nd:YAG (common gain medium) 

DPSSL, a spectral shift of only 3 nm (corresponding to a ˜10 K temperature rise) 

can cause a large mismatch between the pump source wavelength and absorption 

coefficient in the DPSSL [14,15]. One might compensate for the loss of optical pump 

power by increasing the electrical input power to the diode; however, this results 

in further spectral shift, additional decrease in efficiency, and spectral broadening, 

ultimately leading to thermal runaway and catastrophic failure in the worst case [16]. 

These issues have driven a shift toward fiber lasers, which boast higher surface area-

to-volume ratios, but fiber lasers may have limited power and beam quality, compared 

to DPSSLs. 

As the demand for high-power laser diodes increases, achieving a better physics-

based understanding of the interaction of cooling measures with diode operation has 

become of paramount importance. While there has been extensive characterization 

of CW lasers (dominated by thermal effects) and short-pulsed lasers (governed by 

quantum physics), the QCW regime at the relatively high duty cycles discussed here is 

underrepresented in the literature. QCW analysis requires looking at an intermediate 

transient window, as a pseudo-steady-state temperature is reached after a few seconds 

of operation. The sudden (often transient) massive heat fluxes observed in laser diode 

bars provide a unique cooling challenge [17]. The traditional approach to cooling, 

single-phase convection, is limited by the convection coefficient at the interface, h. 

While this method is adequate for many steady-state applications, the single-phase 

approach is not ideal for brief, intermittent high-power lasing events, as the cooling 

needs to be continually operated or cycled, and thus is unable to maintain a stable, 

small temperature and wavelength shift. Therefore, other approaches are needed to 

achieve higher performance. Two-phase cooling represents a reasonable alternative 

in this context [18]. 
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Flash boiling is a specific two-phase cooling approach previously reported by En-

gerer and Fisher [19], among others [20–22]. The unique aspect of flash boiling is 

its transient thermal behavior [23, 24]. Sudden depressurization of the working fluid 

(methanol, in this case) decreases the saturation temperature markedly. If this pro-

cess occurs quickly enough, the liquid remains at its original temperature, which is 

then much greater than the saturation temperature (superheat), causing a rapid phase 

change as soon as the liquid is depressurized [25] over a time window of approximately 

100 ms. Higher superheat levels increase the rate of phase change; at higher super-

heats, thermal energy can be absorbed by latent heat at a faster rate. The mean 

fluid mixture temperature quickly drops to the saturation temperature, which can 

be well below ambient temperature. Nucleation begins to occur as the flash process 

begins [20]. As the flash process continues, the fluid cools its surroundings, which 

may include a transient heat source [26]. Here, the cooling effect can be tuned to the 

location and power dissipation of the heat source such that the latter’s temperature 

remains relatively constant [19]. Typically, the flash results in an initial peak cooling 

that declines after the heat source turns off to a quasi-steady-state value [27] until 

the coolant supply is exhausted. A sufficient amount of coolant is necessary to avoid 

dryout, but too much coolant may cause the flash to not trigger. Reliable triggering 

of the flash event is an important part in managing a transient cooling system. 

Because flash boiling operates on a similar timescale to the turn on of a QCW 

mode laser diode (typically hundreds of milliseconds), unique physical interactions 

are observed as the two transient processes interplay with each other. The system as 

a whole is composed of various parts operating at different timescales — for instance, 

heating inside the quantum well occurs on the microsecond scale, while the bulk tem-

perature requires a few seconds to stabilize due to the presence of thermal reservoirs 

such as the heat spreader. 

Understanding the interaction of a highly transient heat load with a dynamic 

cooling process provides new physical insights that could benefit the development of 

cooling implementations for a wide variety of high-power devices. To fully evaluate 



4 

the diode bar’s optical performance and the efficacy of flash boiling for this cooling 

application, characteristics such as spectral shift, spectral broadening, beam quality, 

and optical efficiency are collected and evaluated. A rigorous statistically-designed 

series of experiments has been implemented to develop a surrogate model for certain 

optical characteristics of the system to evaluate the efficacy of flash boiling as a 

cooling method for laser diode bars. First, the integration of the flash boiling setup 

with a laser diode bar is discussed in Chapter 3. In Chapter 4, both individual and 

group run data are presented, with further analysis and discussion in Section 4.6. 

Finally, the conclusions regarding this work and recommendations for future research 

are presented in Chapter 5. 
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2. LASERS 

Background information pertinent to laser operation is presented in this chapter. 

Basic laser theory is first discussed, followed by the workings of a semiconductor laser. 

Further background is then provided for high-power diode lasers and their applications 

in solid-state laser (SSL) systems. Next, the concept of beam quality is explored as 

an important optical performance characteristic. Thermal effects including spectral 

shift, spectral broadening, efficiency decrease, and degradation of beam quality are 

discussed, followed by an overview of thermal management techniques for laser diodes. 

2.1 Laser and Laser Diode Theory 

Lasers are devices that generate or amplify coherent infrared, visible, or ultra-

violet radiation. A laser gets its name from its general operating principle - light 

amplification by stimulated emission of radiation. Laser beams are characterized by 

their high levels of directionality, spectral coherence, and intensity. These properties 

have led to widespread adoption in many industrial, medical, consumer, and military 

applications. 

The key elements of a laser are: a laser or gain medium, a pumping process 

to excite particles in the laser medium, and optical feedback elements that support 

amplification or oscillation [28]. Population inversion is the driving force of laser 

operation. It occurs when a sufficient number of particles in the gain medium have 

been pumped or excited into higher quantum energy levels, such that more particles 

exist in the higher energy state than the lower energy state. Once population inversion 

occurs, certain frequencies of electromagnetic radiation can be input into the gain 

medium and will be amplified as they pass through, as particles from the upper 

quantum level transition down to the lower level. Coherent amplification means the 
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output signal is essentially the same as an amplified input signal (very minor phase 

shift, distortion, and noise are introduced). If combined with optical feedback, laser 

oscillation can occur where electromagnetic radiation passes through the gain medium 

and is amplified multiple times. Laser oscillation produces highly directional and 

monochromatic beams that are both bright and coherent. An example of a typical 

oscillator is shown in Fig. 2.1, which highlights the three key laser components. 

Fig. 2.1. Example of a typical laser oscillator [28]. 

Electrons in atoms have discrete quantum energy levels that they can occupy. In 

order for an atom to increase in energy level, it must absorb energy from some external 

source. This could be by collisions with other particles, or in the case of lasers, optical 

absorption. The absorbed light must coincide with transition frequencies from the 

ground state to the higher energy states. However, the particle on its own will soon 

release excess energy by spontaneous emission and drop back to a lower energy level. 

Excess energy is released as electromagnetic radiation at discrete spectral values, 

related to the amount of energy in the transition by Planck’s Law 

E2 − E1
ω21 = ,

h̄ 

where ω21 is the angular frequency and E2 and E1 are the higher and lower energy 

levels, respectively [28]. The spontaneous emission process is governed by a first-
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order differential equation dependent on the number of atoms in the state and the 

time constant for spontaneous energy decay [29]. 

While spontaneous emission is concerned with downward transitions and occurs at 

random intervals, stimulated emission covers upward and downward transitions and 

is dependent on incident radiation. Incident photons can excite lower energy atoms 

to move to a higher level, with the rate proportional to applied photon density, in the 

process known as stimulated absorption. Conversely, an incident photon can cause an 

atom in the excited state to drop to a lower state, producing a photon with the same 

frequency, polarization, direction of travel, and phase of the stimulating wave [29]. 

The emitted photon then contributes to the inputted optical signal, essentially am-

plifying the incident signal. Simplified examples of spontaneous emission, stimulated 

emission, and absorption are shown in Fig. 2.2. 

Fig. 2.2. Schematic illustration of three optical processes in a laser: (a) 
spontaneous emission, (b) stimulated emission, and (c) absorption [30]. 

If the number of atoms in the higher energy state is greater than that of the lower 

energy state (population inversion), then if an external signal is applied, net energy 

will be given up by the excited atoms and essentially added to the applied signal. This 

amplification is proportional to the level of population inversion (and by extension, 

the pumping level) as well as the strength of the input signal. The probability of 

both stimulated emission and absorption for a given input photon is the same; the 
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net flow of atoms is governed by the difference in population between high and low 

energy states [28]. The stimulated transition process is based on resonant responses 

at the atomic level, thus the net amplification is a coherent process. Spontaneous 

emission works in all directions, while both stimulated processes occur in the same 

direction as the input signal. 

In the case of a laser oscillator, spontaneous emission into a cavity mode can serve 

as the starting point for stimulated emission. Signal amplitude increases throughout 

the gain medium, but there may be losses present in the cavity. If the round-trip gain 

exceeds the loss, the signal will exponentially grow during each round-trip, eventually 

reaching a coherent, steady-state. The threshold condition for the start of laser 

oscillation is therefore a round-trip gain greater than one. As the signal grows past 

laser threshold, some of the population inversion is “used up” and the gain saturates 

(amplifying arbitrarily large signals would require arbitrarily large pump powers), 

resulting in steady-state oscillations [2]. 

Spectral coherence is related to the laser’s linewidth, which is the width of its 

optical spectrum. A relatively narrow linewidth indicates a high level of spectral 

coherence. Full width at half max (FWHM) refers to the spectral width at half the 

maximum amplitude and is a common measure of spectral width. Lasers in general 

have high spectral coherence and are often referred to as monochromatic, meaning 

they have narrow linewidths. Temporal coherence describes the correlation in signal 

amplitude and/or phase at a given reference time compared to another time. A good 

laser has high temporal coherence, which physically is simply manifested as a tem-

porally stable output. Spacial coherence means a laser has a consistent amplitude 

and phase pattern across any transverse plane inside the laser and the output mirror. 

Physically, a highly spatially coherent beam will be smooth in amplitude and phase 

across the output. Introduction of higher order modes will reduce the spatial coher-

ence of the laser. At higher power levels, it is common for oscillations to occur in 

higher order modes, resulting in a decrease in spatial and temporal coherence, and by 

extension, beam quality [28]. A laser operating at the ideal single-transverse-mode is 
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said to be “diffraction limited”, which means the far-field diffraction and and focal 

spot size will be as close to the ideal physical limits given the laser cavity and optical 

parameters. 

Semiconductor lasers have become arguably the most important class of lasers 

and are commonly featured in applications such as TV signal transmission, telephone 

and image transmission, computer interconnects and networks, CD players, bar-code 

readers, laser printers, and military projects [31]. Another common application is as 

a pump source for solid state lasers (SSLs). There have been a significant amount of 

unique diode laser types and specific designs since the first GaAs homojunction semi-

conductor laser was introduced [32]. Common modern semiconductor laser designs 

include heterojunction and quantum well varieties, which are commonly integrated 

with fiber lasers [33]. 

The core operating principle of a semiconductor is the same of that of a traditional 

laser: a gain medium pumped to reach population inversion is used to repeatedly 

amplify a signal. In a semiconductor laser, population inversion is produced in a 

recombination region and achieved by the injection of electron-hole pairs. Thus, the 

pumping process is controlled directly by electrical input, which greatly simplifies 

device use and allows for flexibility in the pumping process. In order to produce 

feedback, an optical cavity is needed. A planar mirror effect is commonly implemented 

by cleaving two parallel facets at each end of the active medium to form a Fabry-

Perot cavity [34]. Confinement along the other axis is achieved by sandwiching the 

active medium between high index regions to form a waveguide. This is the design 

technique behind a double-heterostructure laser (a common material pairing is GaAs 

with AlGaAs). 

If this confinement region becomes narrow enough, energy levels become quantized 

in the active medium [35]. Laser wavelength and other performance parameters can be 

tuned by altering the width of the well [36]. This flexibility in design has contributed 

to the widespread use of quantum well lasers in communications and laser arrays. The 

density of carriers increases as they are confined to a more two dimensional region. 
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of the divergence angle and radius at the narrowest point (waist) of the beam, and is 

a measure of how well the laser can be focused (beam quality). 

Fig. 2.4. Applications of diode lasers based on power and Beam Parameter 
Product (BPP), which is a measure of the laser beam quality [38]. 

2.2.1 Solid-state laser systems 

There have been numerous laser directed energy weapon (DEW) projects since the 

1970’s amongst different military and research groups. In addition to missile defense, 

SSLs are used in target illumination and remote sensing. The first Sparta/Zeus system 

implemented a 500 W Nd:YAG SSL for destruction of unexploded ordnance at up 

to 250 m, while newer systems can be over 10 kWs [39]. Projects exceeding 100 kW 

are in the works [3, 5, 6]. SSLs use a doped crystalline or glass material. An external 

power source pumps ions to an excited state that are later emitted as laser radiation. 

A SSL does not need to operate for long periods of time - in close range applications, 

the calculated time to “kill” is on the order of seconds [39]. 

One of the most common applications of high-power diode lasers is as a pump 

source in a diode-pumped solid-state laser (DPSSL) system [4]. Advantages of diode 
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lasers compared to other pump sources include small size, high efficiency, low voltage, 

narrow spectral width, and long operating lifetimes. In 2015, diode bars designed 

for pump applications reached power levels of 300 W [1]. As of 2018, 1 cm diode 

bars at near-infrared wavelengths capable of 500 W peak power exist that have been 

demonstrated to have a 63% operating efficiency, although at a duty cycle of 0.75% 

[40]. Many pumping applications, such as DPSSL, hybrid lasers, and fiber lasers, 

utilize pumping in the Quasi Continuous Wavemode (QCW) regime, where the output 

consists of long pulses that appear nearly continuous to the eye, but in fact are pulsed 

due to modulating the input signal. This reduces heating and allows for operation 

at higher peak powers. High fill factors (>75%) and operation at a duty cycle under 

20% is common for DPSSLs [40]. Arrays with large fill factors are preferred for short-

pulse, high peak power operation, while lower fill factors are ideal for long-pulse, high 

average power operation [41]. In a SSL pumping application, spatial coherence is not 

as important due to the relative flexibility and accessibility of physical connections 

with diode lasers, however, spectral coherence is extremely important in pumping 

efficiency [42]. 

GaAs/InGaAs lasers are commonly used as QCW pump sources for Yb:YAG [17] 

and Nd:YAG SSLs because the typical emission central wavelengths overlap well 

with the absorption profile of the SSL gain medium. Pumped light that does not 

fall within the absorption profile is absorbed as waste heat and reduces the efficiency 

of the system. It can also cause thermal aberrations that reduce the output laser 

beam quality. Thus, a critical design aspect of a DPSSL system is ensuring the pump 

wavelength remains at the absorption peak and that the emission spectra does not 

broaden outside the absorption peak. Reducing the spectral width of a pump diode 

allows for improvement of compactness, efficiency, power, and beam quality in a SSL 

system [15]. Fig. 2.5 shows how the absorption characteristics of an Nd:YAG laser 

medium interact with the emission spectra of a 808 nm diode bar. 
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Fig. 2.5. Relevant Nd:YAG absorption characteristics for a DPSSL ap-
plication [2]. (a) shows the spectral overlap of the Nd:YAG absorption 
profile and the sample emission spectrum of a GaAlAs 808 nm laser array, 
while (b) shows the absorption efficiency compared to pump length for a 
808 nm pump wavelength, at various spectral widths. 

2.3 Beam Quality 

There are different ways to define beam quality, but all definitions generally en-

compass how well a laser beam can be focused. As mentioned at the end of Section 

2.2, the BPP is one measure of beam quality which is quantified by the product of 

the beam radius at the beam waist (minimum radius of the beam along the beam 

path) with the far-field divergence angle. The best values for BPP will be small 

but depend on the operating wavelength. A slightly more common definition is M2 , 

which is the BPP normalized by an ideal diffraction-limited Gaussian beam of the 

same wavelength. An ideal beam has an M2 of 1, so values closer to 1 are most 

desirable for applications requiring highly focused beams. A high power semiconduc-

tor laser can easily have a very large M2 of more than 100, or 1000 in some cases, 

due to broad area radiation and large divergence angle [43]. There are markets for 

high-power diode lasers both in low and high beam quality applications. For the 

high beam quality applications, advanced beam shaping is necessary to handle the 
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wide emission angle and high power levels of a laser diode [44]. High-power diode 

bars have both a fast and a slow axis, typically having better beam quality along 

the fast axis [30]. Optics such as collimating and focusing lenses are commonly used 

to handle the highly divergent light associated with a high-power laser diode. Since 

the BPP is optically invariant, adding additional optical components cannot improve 

beam quality and in many cases, can actually degrade it [45]. 

The establishment of consistent experimental beam quality definitions has been a 

challenge in laser characterization for a long time. Part of the confusion stems from 

the lack of a consistent beam width measurement technique. In order to determine 

M2 , beam widths are fit to a Gaussian propagation equation modified with an M2 

propagation factor. For real-world beams, different measurement methods and defi-

nitions will produce different beam widths. Some possible definitions include: width 

(or half-width) at first nulls, variance σx of the intensity profile in one or the other 

transverse direction, at 1/e or 1/e2 intensity points, the D86 diameter, transverse 

knife edge widths, or some kind of best fit Gaussian. Formal M2 measurements re-

quire multiple second moment width measurements, however accurate second width 

measurements can be hard to achieve. CCD issues such as background noise, baseline 

drift, camera nonlinearity, and digitization measurement errors affect consistency in 

sampling. The second moment method also heavily weights the tails - discontinuous 

beams may even have a seemingly infinite M2 , although this is unrealistic [7]. Re-

gardless of these difficulties, the ISO11146 standard advocates for a second moment 

based, 10 measurement procedure for determining M2 [46]. 

Despite this standard, many scientists use their own methods or black box equip-

ment for M2 measurements, so it is sometimes difficult to compare these measure-

ments across works, unless the author is explicitly using the ISO standard. As men-

tioned, the second moment method weights small amounts of noise away from the 

beam more heavily than the beam that is actually being analyzed. Averaging columns 

of the CCD to find the appropriate artificial “zero” defines a “noise equivalent aper-

ture” and reduces the maximum contrast available for analysis [47]. Without knowing 
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the beam width in advance, it is easy to ignore relevant parts or modes of the beam. 

The noise equivalent aperture is a function of peak power, so neutral density filters are 

recommended to attenuate the beam to maximize the contrast and keep a relatively 

constant noise equivalent aperture. Some argue that M 2 is typically only accurate to 

slightly better than 1 significant figure [47]. In summary, M2 is the most widely used 

method of measuring and describing beam focusability, but may not always be the 

best characterization choice, depending on the application. 

2.4 Thermal Effects 

It has been established that high-power laser diodes are desirable for many appli-

cations due to their high power levels and small device sizes. These high heat fluxes 

inherently present difficult thermal management challenges. Because typical quan-

tum well areas are on the order of just hundreds of square microns, heat flux densities 

for diode laser emitters can reach values of several kW/cm2 , which is comparable to 

the surface of the sun [48]. Heat fluxes for different events are shown in Fig. 2.6 for 

reference. Note the relatively lower temperature associated with laser diodes, which 

complicates heat removal even further. If handled improperly, these high heat loads 

can cause damage to the device and reliability issues, as well as reducing efficiency, 

inducing wavelength shift and spectral broadening, and degrading beam quality. 

Thermal issues are the main factor limiting the increase of the fill factor in diode 

bars. Increasing current levels in individual emitters causes the temperature in the 

active region to grow, reducing carrier confinement and increasing the rate of non-

radiative recombination processes. This decrease in efficiency eventually results in 

output power saturation known as thermal rollover. Using higher fill factors is gener-

ally better for high peak power operation, as it minimizes the temperature rise in the 

active region [49]. However, too high of a fill factor will cause heat generated from 

each emitter to spread to adjacent emitters, resulting in a large temperature rise in 

the emitters. 
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Fig. 2.6. Heat fluxes for various events as a function of temperature [48]. 

Current flowing through a diode laser can cause heating in three distinct ways [50]. 

Heat is generated at the junction due to inefficiencies in the light generation process, 

whose efficiency is dependent on the quantum efficiency, the current density, and the 

voltage drop across the junction. The bulk resistivity and contact resistance are the 

other two sources of heat generation. As current levels increase, the temperature 

rise at the contacts can potentially exceed the temperature rise in the junction in a 

homojunction laser [50]. Thus, while the junction may be relatively cool, the diode 

may still be susceptible to damage due to thermal effects from the contacts. In a 

double-heterostructure device, above the lasing threshold, the temperature distribu-

tion narrows around the active region and the heat source is concentrated around 

the active region [51]. In a quantum well laser, self-heating is primarily due to non-

radiative recombination in the quantum wells, reabsorption of emitted photons, and 

ohmic losses (generally in the bulk material) [52]. At higher current levels, heating 

mainly occurs due to series resistance and from absorption of the laser light, especially 
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energy states based on Fermi-Dirac statistics [56], with a probability of occupancy 

given by the Fermi function, 

1 
F (E) =  ,

(E−Ef )/kT 1 +  e 

where Ef is the fermi energy where the probability of occupation by an electron is 

exactly one half. At a given temperature, the carrier distribution extends into higher 

energy states, as lower energy states fill first. At large temperatures, carriers are 

more likely to populate higher energy levels, which reduces available gain at the lasing 

wavelength and causes this increase in threshold current [57]. This is also the process 

responsible for the increase in carrier leakage at higher temperatures. The following 

empirical relation describes the increase in threshold current due to temperature rise: 

ΔT/T0Ith(T +ΔT ) =  Ith(T )e , 

where Ith(T ) is the threshold current at the temperature T , Ith(T + ΔT ) is the  

threshold current at a higher temperature T +ΔT , and  T0 is the characteristic tem-

perature parameter, which is dependent on the heterostructure design of the quantum 

wells [42]. The shift in threshold current in response to changes in temperature can 

actually be used to estimate the temperature in the active region [58]. 

Through these effects, temperature rise results in an increase in threshold current 

and a decrease in slope efficiency, as shown in Fig. 2.7. These effects can lead to 

further heat generation at higher current levels. In addition, the series resistance 

contribution to heat generation increases at higher current levels, which leads to 

further temperature rise and reduction in efficiency. This process ultimately limits 

the maximum power of the laser and is known as thermal rollover. Once output power 

saturates, further increase in pumping current can actually decrease due to more 

carrier spillage from the reduction in carrier confinement [42]. Externally reflected 

laser emission can also cause heating in the diode. In summary, self-heating has 

strong negative effects on laser characteristics like threshold current, output power, 

and efficiency, mainly due to non-radiative recombination, reabsorption of emitted 

photons, and ohmic losses. [59]. 
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Fig. 2.7. Increasing temperature causes a rise in threshold current and a 
reduction of the slope efficiency in the laser diode [37]. 

2.4.2 Spectral shift 

As temperature changes in a laser diode, the spectral output shifts. An increase 

in temperature leads to longer central wavelengths, or red-shift, while a decrease in 

temperature leads to blue-shift. In a DPSLL application as described in Section 2.2, 

a shift beyond only 2-3 nm has a massive impact on the absorption efficiency of the 

system. Temperature change in the active region is responsible for the shift, but 

because it is often difficult to measure, this temperature is often given in reference to 

some kind of steady-state cooling method. In a transient scenario, observed changes 

in the coolant temperature may not have immediate obvious impact on the central 

(or peak) wavelength due to thermal masses and capacitances in the diode assem-

bly. It can also take several hundred milliseconds to achieve a pseudo-steady-state 

temperature in the active region of a laser array [60]. 

A measurement for the average value for the active region temperature can be 

obtained by observing the spectral shift. For GaAs/InGaAs diodes, a spectral shift of 

dλ/dt = 0.254 nm/K has been demonstrated [8, 60], although a commonly reported 
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value is dλ/dt = 0.27 nm/K [14]. The reason for this shift stems primarily from the 

well-known Varshni equation: 

αT 2 

Eg(T ) =  E0 − ,
T +   

where Eg(T ) is the bandgap at temperature T , E0 is the bandgap at 0 K, and α and   

are material constants [9]. A decrease in bandgap energy due to higher temperatures 

thus leads to an increase in wavelength, based on another well known physics equation, 

the Planck-Einstein relation. This equation was given in Section 2.1, but can be re-

written in a more applicable form here: 

hc 
E = ,

λ 

where E is the bandgap energy, h is Planck’s constant, and λ is the associated wave-

length. Heating effects also can change the mechanical length of the resonator and the 

refractive index, which have minor effects on spectral shifts compared to the bandgap 

change, but can create additional emission modes over continued heating [8]. Fig. 

2.8 shows an example of spectral shift for a 808 nm laser, where red-shift occurs as 

temperature rises. 

2.4.3 Spectral broadening 

In addition to shifting of the peak wavelength, temperature rise can also cause 

spectral broadening. The spectral width (FWHM used in this work) increases with 

temperature as a result of thermal inhomogeneities along the active region. Spectral 

broadening of laser arrays results from the contribution of non-uniform wavelengths 

from individual emitters to the average output spectrum. For example, emitters 

toward the edges of the array might experience a smaller red-shift than those in the 

center, evidence of a lateral temperature gradient along the bar (although this can 

vary with cooling techniques) [8]. Both purely thermal bandgap shift and thermal 

stress effects contribute to spectral broadening. Tensile stress and compressive stress 

due to thermally induced mechanical stress cause red-shift and blue-shift, respectively 
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Fig. 2.8. Output spectra for a single 808 nm semiconductor laser at three 
distinct operating temperatures [15]. 

[15]. Uneven thermal stress can therefore cause minor wavelength variations across 

emitters in a diode bar and by extension, spectral broadening. 

Another cause of spectral broadening is solder voids due to manufacturing defects. 

A solder void is essentially a pocket of air in the solder layer, which has a much lower 

thermal conductivity than the surrounding solder. This leads to thermal stresses and 

non-uniformity in the temperature distribution as heat accumulates around the voids. 

Typically, the failure of a packaged laser diode system is due to interrelated electro-

thermal-mechanical-material reasons. Temperature cycling of a packaged laser bar 

using a soft solder causes creep and stress relaxation that ultimately cause mechanical 

deformations and thus variations in optical emissions across the bar [61]. These solder 

voids can also increase the thermal resistance of a device by over 30%, in some cases; 

thus, minimizing the thermal resistance of the heat sink and eliminating solder voids 

during manufacturing is an effective way to decrease the thermal resistance of a 

device [14]. Advanced laser packaging uses hard solders to minimize the thermal 

deformation and stress associated with solder voids. Fig. 2.9 shows an example of 
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the non-uniformity in temperature across the quantum well emitters of a 60 W diode 

bar. 

Fig. 2.9. Non-uniform temperature distribution for a 60-W CW, 808 nm 
laser bar is shown in (a). This thermal inhomogeneity will result in spec-
tral broadening. In (b), a similar device with solder voids introduced 
demonstrates the significant impact they can have on a lateral tempera-
ture profile [14]. 

Most 808 nm bars have a FWHM specification of <3 nm. A broadened spectrum 

can (but does not necessarily) have multiple peaks and shoulders or tails at either 

side of the spectrum. Shoulders or tails below the FWHM value make the FWHM 

measurement significantly less meaningful, and the FW90%E measurement is often 

used instead (90% of total energy width) [15]. A high quality spectral output will 

have an approximately Gaussian shape, with no peaks or tails. 

2.4.4 Beam quality 

Finally, beam quality also degrades with temperature, due to a few intertwined 

mechanisms. First, thermal stress can affect the optical quality of the device by me-

chanical expansion and changes in refractive indices. Deformation of optical elements 

due to thermal stress causes wavefront aberrations, which influence the beam quality 

of a laser [62]. Due to temperature and optical non-uniformities (non-ideal spacial 

coherence) across the active region, the level of carrier population and thus the gain 
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concern [64]. This approach can work in certain cases, but is limited by the convection 

coefficient, h, and temporal inflexibility. 

Peltier coolers (thermoelectrics) work well for communications and are easy to 

package, but can require significant power to sufficiently cool high-power devices. 

Spray cooling can handle higher heat fluxes, but requires more maintenance. Micro-

channel coolers can work in high-power pumping applications, but in certain cases 

structural fabrication can be difficult for a given power/heat load application. Large 

pressure levels and gradients are of concern in microchannel cooling solutions [48]. 

Heat pumps can generally work at much higher temperature and power levels and 

operate reliably at high efficiency, but the rate of heat removal may not be fast 

enough [65]. 

Two-phase cooling takes advantage of latent heat for greater heat extraction po-

tential. There are a number of techniques that have been tested for electronics cooling 

applications. Mudawar et al. have extensively studied two-phase cooling in micro-

channel heat sinks [18,66,67]. Erosion in the microchannels and buildup of nanopar-

ticles can cause failure in such devices over long term operation. The group has also 

analyzed two-phase spray cooling and compared it to jet cooling for electronics ap-

plications [68, 69]. Spray cooling is a promising cooling solution for electronics and 

is already used in some high-flux applications. However, some drawbacks include 

clogging or wear in the nozzles and complex system design. 

There is no literature regarding flash boiling for a laser diode cooling application, 

and only tangentially related work for using flash boiling to cool electronic devices 

in general (usually simply a heat load). Flash boiling has the advantage of rapid 

triggering of the cooling event, with very high transient convective coefficients, making 

it a potentially great match with a transient heat load associated with a laser diode 

bar. It also gives rise to more complex interactions, which will be studied in the 

coming chapters. 
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3. METHODS 

3.1 Flash Hardware Setup 

As previously mentioned, the original flash setup was created by Jeff Engerer 

and described in detail in [19]. This version of the setup was built on a mobile cart 

that attached to the main CITMAV board via a stainless steel Swagelok fitting that 

coupled the setup to a helium tank. For this experiment, the rig was moved to an 

optical table and a new helium line connects to the tank. Setup on the optical bench 

is necessary for consistency in optical characterization. The flash rig is primarily 

constructed from 316 stainless steel tubing and Swagelok compression fittings. These 

provide strong corrosion resistance and support low vacuum levels throughout the 

system. A stainless steel sealed vessel functions as the methanol reservoir and stores 

approximately 1.5 L of methanol. The tank is kept slightly above ambient pressure 

with helium to avoid air exposure. Methanol is chosen as the working fluid due to its 

stability at standard temperature and pressure (STP), and its relatively high latent 

heat of vaporization. A bi-directional valve connects a 5 mL Hamilton syringe to the 

methanol reservoir and polycarbonate flash chamber. This setup facilitates dosing a 

precise amount of methanol directly into the flash chamber. A solenoid valve controls 

a helium inlet into the flash chamber, which is used for pressurizing the chamber 

before a flash event, as well as purging the flash chamber after a flash event. An 

additional solenoid valve is connected to a vacuum tank, which is used in the purging 

process. The system is always kept slightly above atmospheric pressure with helium 

to avoid dissolved oxygen in the methanol that may affect the boiling process. The 

primary connection between the flash chamber and the 11.4 liter vacuum tank is a 

pneumatic valve. This connection allows for the sudden exposure of the flash chamber 

to vacuum necessary for a flash event to occur. A vacuum pump is connected to the 
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vacuum chamber. Numerous valves allow for control of the pump outlet flow. A 

valve was added to allow disconnection of the pump entirely if a constant volume is 

desired throughout a flash event. Further 80/20 supports were added for stability 

and integration with the laser components. The full system integrated with the laser 

setup is shown in Fig. 3.1. 

Fig. 3.1. Flash boiling laser diode test setup on top of an optical table. 
Helium and compressed air run directly to the setup. An oscilloscope 
sits above the diode driver to verify proper pulse generation via current 
feedback. Adapted from Engerer and Fisher [19]. 
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3.2 Laser Diode and Power Interface 

The laser diode bar used in this study is a Golden Bullet submodule produced by 

Cutting Edge Optronics (CEO, a division of Northrop Grumman). The ASM232P200 

is a 200-W Quasi Continuous Wave (QCW) diode bar designed to be operated at a 

maximum pulsed duty cycle of 15%. The package design is optimized with expan-

sion matched materials and a hard solder to reduce failures under rapid temperature 

change associated with diode bars. The bar’s footprint is approximately 10 x 6.35 mm, 

while the active emitter region is 9.6 x .01 mm (0.15% of the total area). The cen-

tral lasing wavelength of 808 nm for this diode bar is specified to within a tolerance 

of ± 3 nm. The Golden Bullet, its specifications, and its efficiency curve from the 

packaged datasheet are shown in Fig. 3.2, Fig. 3.3, and Fig. 3.4, respectively. 

Fig. 3.2. Golden Bullet diode bar from Northrop Grumman Cutting Edge 
Optronics. 

A copper heat spreader (brazed with a carbon foam to increase nucleation sites) 

is placed at the bottom of the flash chamber [19]. During operation, this vertical 

orientation forces liquid methanol to rest on the foam atop the spreader, so vapor will 

rise out of the flash chamber into the vacuum chamber. Because of the vertical flash 

chamber orientation, the diode must be mounted to lase straight down. A silicone 
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grease thermally conductive paste, Omegatherm 201, is used to attach the diode bar 

to the copper heat spreader, while providing good thermal conductance. Electrical 

contact is achieved with 1-mm thick copper pieces, held in place by the polycarbonate 

fixture screwed into the bottom of the flash chamber, shown in Fig. 3.5. The mount 

also provides enough pressure to secure a thermocouple to the surface of the diode 

with low thermal contact resistance. The copper electrical contacts are soldered to 

the wire outputs of the Cutting Edge Optronics eDrive laser diode driver. The driver 

provides precise control over the pulse characteristics and is powered by a 28-V, 350-W 

DC supply. 

Fig. 3.5. Bottom of flash chamber, showing laser diode with thermocouple 
attached to copper heat spreader and copper contacts held in place by 
polycarbonate mount. The laser emits light directly downwards towards 
the plane of the optical bench. 

3.3 Optics Setup 

The inverted orientation of the diode bar and adjoining flash chamber requires 

careful design of the laser characterization setup. First, a 25-mm focal length lens is 

used to collimate the rapidly diverging beam emitted from the diode bar. A right-

angle mirror then brings the beam into the plane of the optical table. A cubic beam-
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splitter subsequently divides the beam 50/50. Each exit port of the beam-splitter 

includes threaded neutral density (ND) filters that attenuate the beam achromatically 

to avoid saturating or damaging the imaging devices. These Newport ND filters are 

made with Schott-Borofloat glass, which allows them to handle high instantaneous 

peak power levels without reaching the laser damage threshold. Fig. 3.6 shows the 

optics setup that is used during a typical experimental run. Not shown is a series of 

beam blocks placed around the optical table for safety purposes. 

Fig. 3.6. Optics system setup. This setup is used to obtain beam spec-
tra and beam profile images. The laser diode lases downward into the 
collimating lens. 

3.3.1 Spectrometer 

At one of the beam-splitter exit ports, a Thorlabs CCS175 CCD spectrometer 

is connected through free space-coupled optical fiber. Significant coupling losses are 
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tolerable here, as the power levels necessary for the spectrometer are orders of mag-

nitude below the total laser diode bar emission. In prior steady-state experiments, a 

monochromator was adequate for analysis, although this approach required over ten 

repeated measurements and had a 1-nm resolution [57]. It may also have introduced 

uncontrolled errors if the process varied from run to run. This spectrometer captures 

relative wavelength amplitudes across its entire operating range of 500-1000 nm si-

multaneously using a Czerny-Turner system architecture, which eliminates the need 

for repeated spectral measurements and introduces the capability for temporal spec-

tral sampling. A scan rate of 200 Hz is supported over USB, with 3648 CCD pixels 

for a pixel resolution of 6 px/nm. The worst case specification accuracy is <0.3 nm, 

although Thorlabs expressed the accuracy can be trusted roughly to ˜0.1 nm. The 

CCS175 is shown in Fig. 3.7(a). 

3.3.2 Beam profiler 

Following the other beam-splitter exit port is a lens (f=20 mm) that focuses the 

beam onto a Thorlabs BC106N-VIS CCD Camera Beam Profiler. A CCD profiler 

was chosen to provide a more precise beam profile and a true 2D analysis of the 

image profile, compared to a scanning slit profiler. It features rotating ND filters, 

which combined with exposure and gain adjustments, eliminate the need to adjust 

the external ND filters attached to the beam splitter during system operation. This 

approach greatly reduces the risk of uncontrolled changes to the beam path during a 

series of experimental runs. The beam profiler is shown in Fig. 3.7(b). 

The beam quality factor M 2 is calculated using beam width measurements at two 

distances, according to the following equation: 

4πσ0σz
M2 = ,

zλ 

where σ0 is the beam waist, σz is the beam width at distance z from the waist, and 

λ is the operating wavelength [70]. 
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While the term M2 is used to denote beam quality, it is important to note this is 

not a rigorous, ISO standard measurement. Most off-the-shelf beam quality measure-

ment devices take at least 20 seconds to operate for a rapidly pulsed or CW system. 

Few options currently exist for turnkey QCW beam profile analysis in the transient 

(˜5 second) regime of interest here. Therefore, a custom transient beam profiling sys-

tem based on first principles with available off-the-shelf components was developed 

as follows. 

Traditional or ISO standard width measurements for a beam quality application 

would employ calculation of the image variance (D4σ) at multiple distances [46]; how-

ever, the rapid divergence of the beam from a diode bar means that the profile tails 

will be weighted excessively. In addition, the standard prescribes that the beam be 

warmed up for an hour before measurement to ensure consistency between measure-

ments, which is obviously not feasible in a case with a high-power density device with 

a transient cooling solution [47]. In this case, the important aspect of the analysis 

is not to have an absolute, industry standard beam quality, but rather a consistent 

measurement for the setup that can be observed and characterized over a course of 

experiments. Thus, to avoid excessive experimental repetition and introduction of 

variance, measurements are taken at the beam waist and in the far field, as described 

in [70]. Beam widths are found by summing the transverse image planes to generate 

profiles. After offsetting the profiles by subtracting the minimum profile amplitude 

value, a single term Gaussian is fit to the data to calculate a beam width. The good-

ness of fit (R2) values for a 1-term Gaussian fit are above 0.8 for the waist, and 0.9 for 

the far-field. Therefore, this Gaussian approximation is sufficient and likely accurate 

in this application. Another possibility is a 2-term Gaussian fit, where R2 values are 

usually above 0.95. The 2-term Gaussian fits the data better, of course; however, 

using the 2-term fit to calculate beam quality is less consistent, as the amplitude of 

each term can vary substantially with input conditions and between runs. Thus, the 

1-term fit is employed instead. Beam quality is only calculated in the vertical (y) 
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direction, as the horizontal (x) profile diverges so rapidly that it quickly exceeds the 

profiler aperture size. 

3.3.3 Power meter 

For power measurements, the rest of the optical setup is removed, and the detector 

is placed directly under the diode to minimize losses. The meter used is a Thorlabs 

PM100D, controlled from a computer. Two types of detectors are used for verification 

purposes. A Thorlabs ES220C pyroelectric energy sensor, which converts light to 

voltage pulses, is optimal for high energy pulses at very low repetition rates. It has a 

maximum frequency of 30 Hz, a maximum input power of 3 W, and a 20-mm aperture, 

but a rapid response time and high precision. The other detector is a Thorlabs S314C 

thermal power meter, which can handle average powers of up to 40 W and has a 25-

mm detection window, but has a slightly slower response time. The power meter is 

shown in Fig. 3.7(c).  

(a) Thorlabs CCS175 (b) Thorlabs BC106N-VIS (c) Thorlabs S314 

Fig. 3.7. Selected optical characterization devices for spectral, beam 
width, and power measurements. 
Images obtained from: 
https://www.thorlabs.com/thorproduct.cfm?partnumber=CCS175, 
https://www.thorlabs.com/thorproduct.cfm?partnumber=BC106N-VIS, 
and https://www.thorlabs.com/thorproduct.cfm?partnumber=S314C, respectively. 

https://www.thorlabs.com/thorproduct.cfm?partnumber=S314C
https://www.thorlabs.com/thorproduct.cfm?partnumber=BC106N-VIS
https://www.thorlabs.com/thorproduct.cfm?partnumber=CCS175
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3.4 System Control 

The system is primarily controlled by an NI PXI-8820 running Windows 7 and 

NI LabVIEW 2014. The LabVIEW virtual instrument (VI) interface continuously 

reports thermocouple and pressure transducer sensor measurements throughout the 

system. Temporal sequencing support allows external device timing to millisecond 

precision. The solenoid valves, pneumatic valve to trigger the flash event, vacuum 

pump, laser driver, spectrometer, and beam profiler are all controllable through a 

LabVIEW VI. Sequencing files were written to trigger events and log data as needed 

for a given set of experimental parameters. For safety, the diode driver has a built 

in delay period once the signal is given to fire. This timing delay was built in to the 

sequencing routine and mitigated by turning “ON” with a current of 0 A. To actually 

fire the laser, the current value is set to a non-zero value. The system is then turned 

off for safety after completion of a firing event. The main flash CITMAV page shown 

in Fig. 3.8(a) was modified to include laser diode parameters, while the page shown 

in Fig. 3.8(b) was created to operate the laser diode driver and spectrometer safely 

and with maximum experimental flexibility. 

3.5 Experimental Procedures 

The procedure used to determine experimental runs and characterize the system 

is discussed next, followed by a detailed description of an experimental run. 

3.5.1 Design of experiments 

This system includes a number of possible input and output parameters. For this 

study, the goal is to capture the full mapping between these inputs and outputs in a 

statistically valid sense, without requiring unreasonable amounts of data collection. In 

such cases, varying one factor at a time may take too long, and can even create time-

dependent biases. Fortunately, an alternative approach that maximizes the amount of 
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(a) Flash chamber LabVIEW page. 

(b) Laser diode and spectrometer page. 

Fig. 3.8. Relevant portions of the CITMAV LabVIEW VI responsible for 
controlling the flash/laser setup. 

knowledge generated per run while minimizing biases is possible, known generally as 

design of experiments (DoX) [71]. Here, Design Expert (StatEase) software is used to 

define the required number of runs for a two-level (high-low) factorial DoX, generate 
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statistical surrogate models, and to quantify the variable and output interactions 

and uncertainties. The primary input variables of interest are current amplitude, 

anticipation time (difference in time between activation of flash cooling and the lasing 

event), and volume of methanol. The main outputs of interest are spectrum center 

wavelength, full width at half maximum (FWHM), and beam quality. The spectral 

responses are shown after 5 seconds of lasing when the system has typically thermally 

stabilized; the beam quality measurements are averaged over the course of each test 

condition to account for variance between pulses and images. 

The comprehensiveness of steps between runs combined with computer automa-

tion and random sequencing is used to keep test conditions as consistent as possible, 

while minimizing bias. Meaningful comparisons among test results allow characteriza-

tion of the system and evaluation of flash boiling as a cooling solution for high-power 

laser diode bars. 

3.5.2 Run sequence 

To ensure consistency and uniformity between runs, several prescribed steps must 

be followed between flash events. First, before any testing commences, helium is 

forced through the entire system (other than the methanol reservoir) to purge any 

air or remaining methanol vapors out of the tubing. The vacuum pump is then 

turned on; once the chamber is pumped down to approximately 0.7 kPa, a purging 

sequence is initiated. Helium flows into the flash chamber for one second through 

a solenoid valve. Once this valve closes, another opens to pump the chamber down 

to vacuum for another second. This cycle repeats 10 times before each experimental 

run. Once the purging process completes, the desired amount of methanol can be 

manually withdrawn from the reservoir using the syringe. The vacuum will draw 

the methanol into the flash chamber, which is followed by a quick burst of helium 

that brings the flash chamber pressure to approximately 160 kPa to ensure that no 

boiling or evaporation will occur before the run sequence commences. The vacuum 
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pump is then isolated from the vacuum tank to maintain a constant system volume 

throughout the test. 

For each measurement run, the desired sequence is selected in the LabVIEW VI. 

After achieving a target diode temperature, the program triggers the flash event by 

activating the pneumatic valve before the laser fires in the case of positive anticipation 

time, and afterwards in the case of negative anticipation time. Spectral measurements 

are synchronized with the laser start time, and occur every 500 ms for the course 

of the laser firing (˜5 seconds). Beam images are taken on a different computer. 

Thermocouple and pressure transducer data are logged throughout the sequence. 

After the LabVIEW sequence completes, any remaining methanol is burned off by 

manually triggering another flash event. The purge routine must be completed before 

reloading methanol and pumping down the vacuum chamber. 
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4. RESULTS 

In this work, DoX is employed for each set of spectral measurements. Statistical 

surrogate models are then generated from the DoX run results, which provide insight 

into parameter interactions and output behavior. A more complete understanding 

of the system physics is achieved through a progression of steps, which begin with 

preliminary testing, to screening DoX runs, to final runs and model generation. Before 

taking data, it is hypothesized that an increase in current (power) levels will have a 

negative linear relationship with beam quality and a positive linear relationship with 

spectral shift and broadening, as excess heating will increase at higher input power 

levels. This prediction can be quantified using a very simple model, in which the 

equilibrium temperature difference ΔT reflects an energy balance between waste heat 

and temperature flow through the laser system, given by ΔT = L [Pin−η∗(Pin−Pthr)]kA 

when above threshold, where L is the length, A is the cross-sectional area, k is the 

effective thermal conductivity, η is the slope efficiency, and Pin and Pthr are the laser 

input and threshold powers, respectively. 

4.1 Individual Run Analysis 

Before characterizing the entirety of the system, the effects of individual experi-

mental input parameters were analyzed to help determine the experimental bounds 

for later tests. The following figures show spectral responses using a slightly damaged 

diode bar, causing it to produce more waste heat and accentuate the effects on the 

output variables under consideration. While only the current is explicitly specified for 

each condition, the total input power can be estimated as the product of the current, 

the duty cycle, and the diode voltage (approximately 2 V, according to the device 

datasheet). 
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Varying the current level displays the greatest correlation of temperature change 

in the diode emitters with spectral shift and broadening. Fig. 4.1 shows the effects 

with methanol volume, anticipation time, and duty cycle held constant. At the 20 A 

level, significant blue-shift occurs and the FWHM narrows as the diode bar rapidly 

cools over the course of the run. The 60 A run is nearly the ideal operating condi-

tion; virtually no shift in central wavelength, and the FWHM is still at the design 

specification. At the highest power of 100 A, the central wavelength red-shifts nearly 

4 nm from the specified design wavelength of 808 nm. However, over the course of 

the run, the wavelength remains stable. A larger FWHM is also observed. 

Fig. 4.1. Spectral responses for varying currents with 150 Hz (15% Duty 
Cycle), 1 mL, +250 ms. Blue-shift is observed in (a), with a final wave-
length of 803.6 nm and FWHM of 2.2 nm. (b) is stable with a final 
wavelength of 807.0 nm and a FWHM of 2.5 nm. The highest current of 
100 A in (c) exhibits red-shift, with a final wavelength of 812.0 nm and a 
FWHM of 3.2 nm. 
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Variation of anticipation time facilitates the study of diode pre-cooling, as shown 

in Fig. 4.2. In the -300 ms case, the diode is turned on 300 ms before the flash 

event begins, while in the +1000 ms case, the diode is cooled for a full second before 

the laser turns on. The resulting change in central wavelength and FWHM after 5 

seconds of measurements is minor, but the shift over time is notably different. 

(c) 

Fig. 4.2. Spectral responses for varying anticipation times with 150 Hz 
(15% Duty Cycle), 1 mL, 60 A. Initial red-shift is observed in (a) before 
blue-shifting once the flash event occurs, with a starting wavelength of 
809.2 nm, a final wavelength of 807.0 nm, and FWHM of 2.3 nm. (b) 
is initially stable but blue-shifts slightly, with a starting wavelength of 
807.5 nm, a final wavelength of 806.8 nm and a FWHM of 2.4 nm. The 
longest anticipation time of 1000 ms in (c) is extremely stable, with a 
starting and final wavelength of 807.1 nm and a FWHM of 2.3 nm. 
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Varying the amount of methanol yields a counter-intuitive result: flash cooling 

performs better with smaller volumes of methanol (1 mL). Of course, greater methanol 

volumes provide greater total cooling capacity, but they also raise the average pressure 

when flashing, which slows the effect and reduces overall cooling for short time periods. 

The effect is further explored in the DoX runs discussed later. Fig. 4.3 contrasts 

the effects of methanol volumes of 1 mL with 4 mL, with the former showing clear 

outperformance (in terms of the average operating temperature over 5 seconds). 

Fig. 4.3. Spectral responses for varying methanol volumes with 150 Hz 
(15% Duty Cycle), 60 A, +250 ms. For the lowest methanol volume of 
1 mL shown in (a), both the final wavelength of 806.8 nm and FWHM of 
2.4 nm outperform the 4-mL case shown in (b), where the final wavelength 
of 810.2 nm and a FWHM of 2.7 nm are noticeably larger. 

Consistency and repeatability are important criteria in evaluating nearly any kind 

of experimental setup. Fig. 4.4 shows three runs with identical input parameters, 

all from the same series of runs. While there is some slight variance in the initial 

central wavelengths due to mild inconsistency in the diode driver turn-on sequence, 

after 5 seconds the final wavelengths and FWHM are in strong agreement for all runs. 

The amplitudes are also consistent, although relative amplitude data is not consid-

ered in DoX analysis. Minor differences in amplitude are due to the pulse averaging 
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process. Due to differences in repetition rates and pulse widths, it is possible that the 

occasional sample may have one fewer pulse than the others. The spectrometer inte-

gration time is 20 ms unless otherwise specified. Note that individual pulse sampling 

did not noticeably change the spectral output because the pulse length is relatively 

long. 

Fig. 4.4. Repeatability for three runs in the same experimental series of 
runs. Run 2 has a final wavelength of 807.0 nm and FWHM of 2.5 nm. 
Run 5 has a final wavelength of 807.0 nm and a FWHM of 2.4 nm. Run 8 
has a final wavelength of 806.8 nm and a FWHM of 2.4 nm. These values 
are within the margin of error of the spectrometer. 

4.2 First Design of Experiments 

The first DoX was intended to screen the system to provide a baseline characteri-

zation, setting the stage for further analysis. Based on the initial results, the following 

ranges of experimental parameters were chosen: diode current (20 to 100 A), antici-

pation time (-100 to 1000 ms), methanol volume (2 to 4 mL), and frequency (100 Hz 

or 10% duty cycle). Only spectral shift and broadening are considered here, as the 

beam quality measurements were not yet implemented at this stage. Two key conclu-

sions were reached in this phase. First, it is possible to substantially raise the optical 

power output of the diode by increasing the repetition rate (frequency). Second, the 

response curve for spectral shift of the system, shown in Fig. 4.5, strongly supports 

the surprising preliminary finding above that lower volumes of methanol in fact bene-



43 

fit this transient cooling process. Table 4.1 shows the normalized coded variables for 

the peak wavelength and spread relationships in the first complete DoX. Normalized 

coded variables vary from -1 to 1 and represent the minimum and maximum values, 

respectively, that the parameter can have for a given experiment. For example, in 

this case, a coded variable of 1 for methanol volume is equivalent to 4 mL of methanol 

volume. The purpose of these variables is to remove the dimensionality dependence 

to better identify the relative impact that each factor has on a given output. The 

adjusted R2 is the fraction of unexplained variance, adjusted for the number of pre-

dictors in the model (penalizes over-fitting), while the predicted R2 quantifies how 

well the model predicts responses for new observations [71]. One can infer reasonable 

agreement between the adjusted and predicted R2 if they differ by less than 0.2, as 

stated in the DoX software. 

Fig. 4.5. Response surface for the first DoX run at 60 A, showing the 
correlation between smaller methanol volumes and smaller red-shift. 
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Table 4.1. 
First DoX surrogate model. Normalized coded variables: 

A = Anticipation Time, B = Volume Methanol, C = Current. 

Equation Adjusted R2 Predicted R2 

Peak Wavelength [nm] = 
+807.94 +0.11*A +0.87*B +3.07*C 0.976 0.964 

FWHM (Spread) [nm] = 
+2.27 +9.3E-3*A -0.045*B +0.7*C 0.946 0.918 

4.3 Second Design of Experiments 

The first DoX above was then revised to produce a second screening DoX at 50% 

higher average power, or a frequency of 150 Hz (duty cycle of 15% with 1 ms pulse 

width). The anticipation time range was extended to (-300 to 1000 ms) to further 

explore negative anticipation time without risking damage to the diode. Finally, the 

methanol volume range was shifted to 1 to 2 mL to explore the benefits of lower 

methanol amounts on cooling, while retaining sufficient volume to avoid dry out. 

Fig. 4.6 shows the surrogate model predictions as compared to actual experimental 

data. Both linear and quadratic models have adjusted and predicted R2 > 0.98 for the 

spectral shift, while the linear model for spectral broadening has both of those values 

above 0.94. R2 > 0.9 indicates that the surrogate model developed here is reliable. 

Furthermore, the trends of this model are consistent with the physical understanding 

of the system, manifested in a linear increase in wavelength with input power and 

higher methanol volume. Table 4.2 shows the normalized coded variable surrogate 

model for the second series of experiments. 
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Fig. 4.6. Predicted vs actual experimental points for the second DoX 
surrogate model for central wavelength. 

Table 4.2. 
First DoX surrogate model. Normalized coded variables: 

A = Anticipation Time, B = Volume Methanol, C = Current. 

Equation Adjusted R2 Predicted R2 

Peak Wavelength [nm] = 
+807.67 +0.04*A +0.32*B +4.17*C 0.990 0.985 

FWHM (Spread) [nm] = 
+2.56 +5.1E-3*A +4.33E-3*B +0.59*C 0.962 0.941 

4.4 Final Design of Experiments 

While the second DoX surrogate model predicts ideal testing parameters con-

sistent with the physical understanding of the system, further improvements and 
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enhancements are made to obtain a more complete analysis. First, preliminary power 

measurements at moderate to high power levels with a pyroelectric energy meter indi-

cate that the original diode bar tested exhibits an optical efficiency of 10%, although 

something in the range of 20-30% is expected, given optical coupling and electrical 

losses in the system. This means the diode generates excess heat, and therefore op-

tical performance could be greatly improved by replacing the diode bar. Some of 

this damage may have been caused by clamping wires to the setup, which may have 

scratched or cracked the diode bar. An improved mount design was implemented in 

this stage, to ensure that the diode bar remains in a fixed position with high-quality 

electrical contact, as shown in Fig. 3.5. 

Furthermore, at this stage, beam quality was implemented as a new DoX output 

parameter by adding a beam profiler to the setup, discussed in Section 3.3.2. Fig. 4.7a 

shows a full raw 3D intensity plot, while Fig. 4.7b shows the calculated transverse y 

profile, sampled from a test run. 

Fig. 4.7. 3D intensity plot (a) and y-profile with 1-term Gaussian fit (b) 
for the waist measurement of final DoX run 4. Run parameters are 265 ms 
anticipation time, 2 mL methanol, and 20 A diode current. 

Since measurements at two distances are required (one at the waist, one in the far-

field), the full set of DoX runs was repeated after this change. While time-consuming, 
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this approach provides an opportunity to compare spectral outputs and to evaluate 

the system consistency. The results from the second DoX run suggest the experi-

mental bounds on the input parameters are well-defined. A minor adjustment to the 

minimum anticipation time seems appropriate, as -300 ms did not show any notable 

effects and risks overheating the diode. Therefore, the third DoX run adjusted the 

anticipation time range as 0 to 1000 ms. A 15% duty cycle is maintained. Discrete 

current levels of 20, 60, and 100 A are used to avoid excessive adjustment of the 

beam profiler filter setup. Methanol volume is maintained from 1 to 2 mL. Table 4.3 

shows the normalized coefficient equations generated by the surrogate model, while 

Fig. 4.8 shows response surfaces for each DoX output, as well as the relationship 

between diode current and beam quality. For the center wavelength output, both 

the quadratic and linear models have high R2 values; however, based on the simple 

physical model, the linear model is presented here. Anticipation time has very mini-

mal effect on the final peak and spreads. Again, larger methanol volume corresponds 

with greater spectral shift and broadening. Current maintains the largest impact, as 

expected. The beam quality model is not as strong as the spectral shift and spectral 

broadening models based on the adjusted and predicted R2 . Further discussion of the 

beam quality model is provided in Section 4.6. 

4.5 Power Measurements 

Power measurements are taken with the goal of analyzing the optical conversion 

efficiency of the system, which is estimated as the measured diode output power di-

vided by the total average input power [28]. However, not all losses occur in the laser 

diode itself; there are also losses from the electrical wiring, contacts, and short current 

pulse transients (mainly for pulse widths below 500 μs). In addition, even though 

both optical meters are placed as closely as possible to the diode bar, and theoreti-

cally are wide enough, optical coupling losses remain. Furthermore, these losses are 

accentuated on the higher current runs as the decline in beam quality causes further 
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Table 4.3. 
Final DoX surrogate model. Normalized coded variables: 

A = Anticipation Time, B = Volume Methanol, C = Current. 

Equation Adjusted R2 Predicted R2 

Peak Wavelength [nm] = 
+806.2 +0.024*A +0.42*B +2.41*C 0.972 0.964 

FWHM (Spread) [nm] = 
+2.17 +0.027*A +0.080*B +0.58*C 0.958 0.944 

Beam Quality [M2] =  
+95.38 -0.86*A +2.30*B 

+12.38*C -3.26*AB -0.24*AC 
+2.17*BC +3.93*A2 -0.67*B2 -14.39*C2 

0.914 0.784 

beam spreading and coupling losses. Despite these inaccuracies, comparisons across 

significantly different input conditions and similar current conditions still provide 

useful trend information. Next, the magnitude of the resulting errors is estimated. 

Initial measurements for frequencies at 30 Hz show the thermal meter reads ap-

proximately 5-10% higher than the pyroelectric sensor, which is reasonable given the 

greater coupling losses present in the pyroelectric sensor due to the smaller detector 

size. The thermal sensor is used for the remainder of the measurements since it can 

handle higher power levels and is not subject to the 30 Hz frequency (repetition rate) 

limit. Table 4.4 shows a variety of measurements taken across different power levels 

using the thermal sensor. Power measurements vary only slightly over time after the 

initial ˜1 sec delay, caused by the thermal time constant associated with the heat 

capacity of the detector. Some runs are performed without cooling, so that the effi-

ciency can be compared with or without the flash event. In the cases that the flash 

occurs, 1 mL of methanol and 1000 ms anticipation time are used, while the laser 

is fired for 5 seconds. The input power is estimated by multiplying the duty cycle, 

input current, and diode voltage of 2 V (based on the datasheet specification, this 
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Fig. 4.8. The peak response in (a) and the spread (FWHM) response 
shown in (b) both demonstrate a positive correlation with the vol-
ume of methanol. The beam quality shown in (c) also improves with 
lower methanol volumes at lower anticipation times, but is insensitive to 
methanol volume at higher anticipation times. Diode current displays a 
unique quadratic relationship with beam quality in (d). 

slightly overestimates input power as diode voltage is typically under 2 V). Runs 2, 

8, and 11 have the same power-related parameters as runs in the final DoX. 

Fig. 4.9 illustrates the power and efficiency data from Table 4.4. The order from 

left to right matches the runs from top to bottom of Table 4.4. There are four main 

takeaways that can be observed from the plot: 
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1. Losses due to short pulse transients are observed in runs 4 and 5, which have 

identical input powers. Run 4 has twice the frequency (repetition rate) with 

pulse widths half those of run 5, and a resulting observed smaller efficiency. 

This validates the decision to perform DoX runs with a 1000 ms pulse width. 

2. The general increase in efficiency at higher current levels (see Fig. 3.4) can be 

observed by comparing the 20 A (runs 1-2), 25 A (runs 3-6), 60 A (runs 7-8), 

and 100 A (runs 9-11) cases. Despite certain system losses, the efficiency trend 

is verified. 

3. Even at relatively low power levels, the flash cooling improves device efficiency. 

Runs 5 and 6 have identical input parameters, but the efficiency is improved 

for run 6, which has cooling, where run 5 does not. 

4. Efficiency is maintained well at high power levels (under 1.5% absolute change). 

For instance, run 9 with no cooling and an input power of 2.1 W has an efficiency 

of 25.7%, while run 11 with cooling and an input power of 30 W has an efficiency 

of 24.3%. 

The simple analytical model predicts that the overall efficiency will increase past 

the diode lasing threshold of ˜15 A, asymptotically approaching the slope efficiency 

of the laser. This relationship is easily observed when comparing the 20 A cases to 

the higher current cases in Table 4.4. According to the device datasheet efficiency 

curve shown in Fig. 3.4, the diode efficiency is approximately the same at 60 A and 

100 A, independent of temperature. While slight declines in efficiency are generally 

observed as the duty cycle increases, these decreases are minor, indicating the flash 

process cools the diode bar to maintain a stable temperature. The thermal power 

meter can track power over time; its time constant is on the order of 1 second, yet no 

significant variations in optical power are observed in the five seconds after the initial 

reading is made. This again indicates stable optical output. 
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Fig. 4.9. Output power and efficiency plotted for the runs shown in Ta-
ble 4.4. Current levels generally increase left to right, resulting in the 
corresponding overall rise in efficiency. 

4.6 Discussion 

As expected from the analytical models, current is the most important factor 

in determining the diode bar output characteristics. Varying the current alters the 

overall input power level, and thus heat generation. The stability of the spectra, even 

at high current levels, suggests that the transient nature of the flash event overlaps well 

with the high heat-flux transient heat loads observed in a laser diode bar. Notably, 

larger initial volumes of methanol negatively impact the transient cooling potential 

of a flash event, as heat spreader temperature reaches lower values with lower initial 

volumes of methanol. This initial observation is supported both qualitatively through 

spectral shift plots, and quantitatively through detailed statistical surrogate models. 
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For the 20 A case, the flash provides enough cooling power that the emitters drop 

in temperature over the course of a run, as indicated by a spectral blue-shift. In a 

real-world application, this spectral shift is likely undesirable but demonstrates the 

cooling potential of flash boiling in this application. Particularly for the 60 A case 

(˜9 W optical power and waste heat), optical output is stable and maintains the 

nominal manufacturer specifications listed at a much lower power level (often well 

under a 0.5% duty cycle). For the 100 A case, minor red-shift is observed, but the 

peak wavelength is within 2 nm of specifications at room temperature, which is within 

the rough target application range of 3 nm as a pump source for a Nd:YAG laser. The 

spectrometer provides a quick and accurate indication of average channel temperature. 

While a thermocouple is connected to the diode, it is difficult to relate the surface 

temperature observed at the thermocouple to the change in channel temperature due 

to the small size of the emitter and temporal discrepancies arising from different 

time constants in the device. For these reasons, the spectral data provides the most 

accurate description of channel temperature. 

The beam quality calculations produced a surprising result in that beam qual-

ity did not degrade linearly with an increase in current (power) levels, as originally 

hypothesized. A statistically significant increase is observed from the 20 A to the 

60 A case, but the 60 A and 100 A cases have similar beam quality values. A plau-

sible explanation for this effect is that thermal saturation occurs within the diode at 

the higher power levels, resulting in a worst case observed beam quality. Another 

possibility is that at higher current levels, the beam divergence becomes significant 

enough to affect coupling to the profiler. The quadratic statistical model shown in 

Fig. 4.8d likely overfits the region between 60 and 100 A. If experimental data were 

to be taken within this range, the beam quality would likely remain fairly consistent. 

While the beam quality measurements require repeating runs, not enough variability 

exists between runs to explain the observed behavior. Initially, using two profilers in 

conjunction with another beam splitter was proposed to require only a single run to 

obtain beam quality data; however, physical and optical system limitations preclude 
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a full implementation of this method at the present. In addition to this revision of 

the optics, future work includes fitting the beam quality to an exponential saturation 

curve or some other non-polynomial function. 

While power/efficiency measurements were not integrated into the DoX in real 

time because of space constraints and optical coupling concerns, separate testing 

information taken under similar conditions as in the DoX indicates a stable optical 

output, with trends in efficiency that match a standard laser diode optical efficiency 

curve. The stability in diode output indicates that flash boiling provides adequate 

cooling to maintain the diode bar performance, even at high duty cycles. 
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5. SUMMARY AND RECOMMENDATIONS 

Flash boiling is capable of significant rates of heat transfer even for small tempera-

ture differences, corresponding to a large effective convective coefficient, and can be 

triggered when needed nearly instantaneously. The transient nature of a flash event 

provides a unique counterpart to the high heat flux turn-on regime of a laser diode 

bar. Here, a vacuum-tight experimental flash rig is combined with a laser diode bar to 

create an integrated system whose physical behavior is evaluated. Three statistically 

rigorous set of design of experiments are used to quantify the relationships between 

anticipation time, volume of methanol, and diode current with spectral shift, spectral 

broadening, and beam quality. Anticipation time does affect the initial transient be-

havior and temporal spectral stability, but is found to have little effect on the optical 

parameters after 5 seconds. Higher performance cooling is found to be achievable with 

relatively low volumes of methanol, on the order of 1 mL. Of course, smaller amounts 

of methanol allow for a smaller total level of heat removal, so balancing the amount 

is an important design consideration. As expected, the average input current mag-

nitude (and therefore average power) is the most significant factor affecting spectral 

shift, spectral broadening, and beam quality. Despite certain optical limitations of 

the test setup, flash boiling is shown to support sub-nm spectral shift in laser diode 

bars operating in the QCW regime at high duty cycles up to 15%, which is more 

than adequate for many DPSSL applications. In addition, very minor decreases in 

efficiency are observed as the average power levels increase in the diode, indicating 

that flash boiling provides enough cooling for stable power output, with relatively 

minor changes in operating wavelength or FWHM over time. 

Since the work described was performed, higher power (500 W) laser diodes have 

become available [40], which might provide a more challenging test of this cooling ca-

pability. In future work, developing a new experimental setup specifically to evaluate 
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multiple diode bars in series would provide more insight into the ultimate capabilities 

of flash boiling as a cooling source for diode bar lasers at scale. Such a design accom-

modating more optical beam paths will allow for further exploration of beam quality 

without the need for repeating runs. It also could support tests of beam combining. 

Direct comparison with a single-phase cooling for the exact same device and optical 

setup would help quantify the advantage flash boiling presents in terms of raw cooling 

power. Evaluating flash boiling for cooling laser diodes in a pumping application for 

a SSL or fiber laser system would provide further insight into transient effects at a 

larger system scale. 
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researchers spanning multiple application areas. In ALT, tests spanning hundreds 

or thousands of hours at high stress conditions (commonly temperature or voltage) 

are extrapolated for potentially millions of operation hours. There are three main 

considerations for ALT to be a valid approach [77]: 

1. GaN devices must have similar diffusion-based failure mechanisms as other semi-

conductor devices for which ALT is commonly used. This is a reasonable as-

sumption, as it has been well established that diffusion is the key process for 

many failure modes in GaN devices [78]. 

2. ALT needs to accelerate the same failure mechanisms that would occur under 

normal operation. 

3. The channel temperature is a known quantity. This can be approximated with 

IR imaging techniques combined with finite element method (FEM) modeling. 

Thermally induced failures generally follow the Arrhenius model, which is com-

monly used to model diffusive processes and for semiconductor reliability. The general 

mean time to failure (MTTF) is related to the peak junction temperature as shown 

in the following equation: 

)/kT MTTF  = Ae(Ea , 

where A is a model constant, Ea is the thermal activation energy, k is the Boltzmann 

constant, and T is the junction temperature. This general equation has been modified 

for the semiconductor failure rate for junction temperature T and voltage V [79]: 

R(T, V  ) =  RO(T )V γ(T ), 

where RO(T ) is the Arrhenius function of temperature given above and the power 

dependence γ varies between 1 and 4.5 to account for acceleration due to applied 

voltage. The activation energy Ea can be calculated from measured mean failure 

times t1 and t2 at two different temperatures T1 and T2 as, 

ln(t1/t2) = (Ea)/k(1/T1 − 1/T2). 
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The accuracy of the Arrhenius model is highly dependent on uncertainties in activa-

tion energies and junction temperature values. 

For device lifetime testing, generally only one parameter is varied at a time (usually 

temperature). Lifetimes are obtained at higher temperature values and extrapolated 

for cooler temperatures that would require longer testing times. The JEDEC JEP118 

publication Guidelines for GaAs MMIC and FET Life Testing serves as a reference 

for conduction of accelerated life testing. High accuracy of channel temperature 

estimates and material thermal conductivities is necessary for extrapolation at orders 

of magnitude greater MTTFs. Generally, RF tests have lower activation energies than 

DC tests and have shorter MTTFs as a result [80]. 

Overall, ALT provides optimistic data predictions for GaN HEMT reliability, but 

there needs to be larger sample sizes and greater transparency in population statis-

tics to achieve greater confidence in the statistical significance of the extrapolated 

device lifetimes. In addition, testing at channel temperatures significantly higher 

than general operating conditions may introduce failure mechanisms that would not 

be experienced under normal operating conditions, and vice versa. The higher tem-

perature failure mechanisms could also mask failure mechanisms that occur at lower 

activation energies, so longer term testing at lower temperatures could help evaluate 

the model validity [80]. Finally, while a great deal of industrial reliability testing has 

been conducted, much of this information, particularly pertaining to specific failure 

modes, is unavailable. Better modal analysis and more detailed reporting will help 

predict future device reliability in specific operating regimes. Fig. 6.1 shows a com-

posite Arrhenius plot compiled from many published industry sources. Note that at 

a given junction temperature, unique devices may have MTTFs differing by over two 

orders of magnitude. 

Fig. 6.2(a) shows the trend (or lack thereof) in Ea over time, which highlights 

the variability throughout the industry. Fig. 6.2(b) shows that for a given activation 

energy, the MTTFs can be orders of magnitude apart due to differences in manufac-

turing and material quality. In one study, different vendors produced devices with 
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One of the dominant failure mechanisms in GaN HEMTs is the increase in density 

of deep-level traps. Trap generation at moderate drain bias (<20 V) is due only to hot 

carriers [82]. At higher drain voltages, the inverse piezoelectric effect and localized 

hot carrier injection from the gate begin to further enhance degradation. Current 

collapse and gate lag under high voltage and high current is often due to trapping 

effects created by hot electrons, which are electrons with high kinetic energy due to 

acceleration in a strong electric field. Generated hot electrons in the region between 

the gate and drain are likely to be trapped at the interface between the passivation 

layer and the AlGaN barrier layer or in the AlGaN barrier layer [81]. Under high 

VDG, the traps result in an increase in the width of the depletion region between gate 

and drain. The larger depletion width increases effective drain resistance and there-

fore the saturated drain-source current IDSAT . The trap formation causes reversible 

degradation in the transconductance Gm and IDSAT , but damage can become perma-

nent at high enough stress levels [79]. Electroluminescence can be used to observe 

uniform hot carriers along the channel. Different passivation materials can affect the 

susceptibility to hot-carrier degradation [81]. 

The inverse piezoelectric effect describes the vibrational response to an applied 

electric field in a material. The electric field inside the device induced by high volt-

age increases tensile stress in the AlGaN layer. If the stress becomes too large, the 

layer relaxes by forming crystallographic defects. This suggests there is some critical 

voltage that if exceeded, causes these defects [83]. This is observed by an irreversible 

sudden rise in reverse bias gate current and the onset of IDSAT and series resistance 

degradation. Some of the crystal defects behave as electrical traps [79]. If the degra-

dation is severe enough, surface pitting and further electron leakage from the gate 

may occur. This is an electric field driven effect, and not a current driven effect, 

although heat from high currents may accelerate degradation in general. 
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6.4 Individual Failure Mechanism Testing 

As of the date of this writing, there is no formal RF GaN reliability standard. With 

uses spanning from high-voltage to high-current to high-frequency, and differences in 

manufacturing processes, numerous failure mechanisms and rates are introduced. In-

dustry, government, and academic researchers have a significant amount of reliability 

data, but much of it is unshared and the tests performed vary widely due to the 

aforementioned variable applications and designs. Isolating and reporting individual 

failure modes can help improve overall GaN HEMT reliability by moving towards 

standard testing procedures for the different failure mechanisms. 

In RF semiconductors, it is often the case that there are multiple possible degra-

dation mechanisms that can contribute to the wearout of a device. Many degradation 

mechanisms depend strongly on applied voltages, so it can be difficult to isolate a 

failure mechanism in an RF application with varying voltages. Further, temperature 

plays a key role in not only the rate failures occur, but also in which failure mech-

anisms are the most dominant. Many groups will perform a set of RF life tests at 

different operating temperatures until failure of a single parameter. This approach 

can give an average failure rate and may be appropriate for other types of semiconduc-

tors. However, the exact combination and contribution of various failure mechanisms 

may be unknown, making it difficult to extrapolate an average curve with certainty. 

Here, a new method developed by Paine, Burnham, Ignacio, et al. from Boeing is dis-

cussed that allows for tracking the effects of individual failure mechanisms on device 

reliability. 

The core idea of this approach involves finding “signature parameters”, which are 

easily measurable quantities that indicate degradation via a single failure mechanism. 

Signature parameters primarily scale with their associated failure mechanism alone 

and can be used to estimate the thermal activation energy for that specific mecha-

nism [84]. DC experiments are less expensive than RF tests, require shorter times 

to perform, require simpler equipment and calibrations, and are easier to estimate 
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channel temperatures via thermal modeling. DC testing does not cover all aspects of 

reliability, since the bias point is constant over an analysis period. Testing at multiple 

bias points at a range of temperature can highlight the individual failure mechanisms 

and determine the activation energies. Tracking signature parameters during a single 

RF test can then be performed to determine initial RF degradation rates. A scaling 

factor between the RF and DC cases is a simple ratio of the MTTF in each test-

ing regime. The ratio is constant with temperature if the activation energies and 

Arrhenius factor is the same under DC and RF cases. 

The first step is to identify the relevant signature parameters and associated failure 

mechanisms. There are three main failure mechanisms characterized here: 

1. Surface pitting next to the gate on the drain side appears to result from high 

gate-drain potential. The associated signature parameter is the change in δIdmax 

(drain current, measured at low Vd (1 V here)). While stress is applied with large 

Vdg, δIdmax is measured at low Id to minimize overlap effects with hot-carrier 

injection. 

2. Hot-electron generation of fixed charge between the gate and drain causes local 

pinch-off. This is observed in the reduction of peak transconductance, δGmp 

[82]. The zone for peak hot-electron effects was found with electroluminescence 

measurements. 

3. Electron trap generation occurs near the gate and affects the depletion area 

below the gate. This is apparent through the change in threshold voltage, δVth, 

without a corresponding change in the gate turn-on voltage δVgon. 

Both surface pitting and hot electron damage have a similar end result of irre-

versible pinch off, which can make distinguishing between the two difficult during 

DC testing. However, the early stages of degradation occur at different physical lo-

cations - surface pitting adjacent to the gate contact on the drain side, while hot 

electron damage is widely spread between the gate and drain [85]. The initial effects 

of surface pitting are local depletion spots that block current flow, effectively reducing 
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the channel width and is observed in maximum drain current changes. Hot electron 

damage begins across the entire channel width and gradually reduces the effect of 

the gate, and is best monitored via changes in transconductance. While transconduc-

tance changes will be observed in Idmax, the effects can be minimized by measuring 

Idmax at low drain voltages, where Gmp is small but Idmax is relatively large. Gmp is 

then measured at high Vd where it is the most sensitive to changes in the gate drain 

region [85]. 

Figure 6.4 shows the biases for different degradation mechanism zones. 

Fig. 6.4. Bias zones targeting each degradation mechanism, compared 
with typical drain IV curves [86]. 

Once signature parameters have been established and DC lifetime tests completed, 

activation energies for each failure mechanism can be extracted. DC lifetests show 
√ 

changes in signature parameters were nearly linear with respect to time, which is 

common for diffusion-based mechanisms [86]. Fitting this data to an Arrhenius plot 

gives the thermal activation energy, Ea. 

The next step is to relate the failure rates from multiple DC tests to the results 

of a single RF failure test. RF testing at a single temperature and bias condition for 
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manufacturer is a good candidate. Fig. 6.5 shows the results of scaling individual 

failure mechanisms from an RF test. At higher temperatures, surface pitting will 

usually cause failure before hot carrier injection, unless high quality manufacturing 

practices minimize the development of surface pitting [85]. 

Fig. 6.5. Arrhenius plots for various failure mechanisms, measured in an 
RF lifetest [87]. 
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8. SUMMARY AND RECOMMENDATIONS 

Here, a literature review concerning GaN HEMT reliability has been used to create a 

plan for testing off-the-shelf devices. An FEM model has been developed that can be 

used to predict peak channel temperatures given an input power density and various 

cooling parameters. Techniques have been discussed that allow isolation of individual 

failure mechanisms to provide greater detail and insight into GaN HEMT failure 

modes than what a manufacturer would typically provide. Arrhenius equations can be 

used to predict device lifetimes based on operating conditions and these specific failure 

mechanisms. The groundwork performed in this study will provide a starting point 

for experimental reliability testing of off-the-shelf commercial parts. This testing will 

coincide with the development of a new cooling technique by Justin Weibel’s group. 

The modeling and reliability analysis described here will enhance the understanding 

of the long-term impact on reliability of this new cooling approach. As GaN HEMTs 

continue to grow in both power density and market share, understanding the thermal 

behavior and its impact on failure mechanisms impacting reliability will continue to 

be of paramount importance. 

The most critical next step will be to begin physically testing devices so that 

the thermal and Arrhenius model can be fine-tuned for activation energies of the 

dominant failure mode(s) in the latest devices. Evaluation of the new cooling tech-

nique (higher power and/or lower temperature operation) can then be performed once 

model parameters and uncertainties have been fully established. 
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A. DESIGN OF EXPERIMENTS DATA 
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Table A.1. 
First DoX raw run parameters and data. 

Factor 1 Factor 2 Factor 3 Response 1 Response 2 

Block Run A:Anticipation B:MeOHvol C:Diodecurrent Peak Spread 
(msec) (mL) (A) (nm) (nm) 

Day 1 1 -100 3 60 807.5 2.3 

Day 1 2 -100 2 20 803.9 1.9 

Day 1 3 175 3 100 811.2 2.7 

Day 1 4 450 4 100 811.9 3.1 

Day 1 5 1000 2 100 809.8 3.1 

Day 1 6 1000 2 20 803.9 1.6 

Day 1 7 -100 2 20 803.9 1.5 

Day 1 8 450 4 60 808.5 2.1 

Day 1 9 1000 4 20 806.5 1.6 

Day 1 10 1000 4 20 806.0 1.5 

Day 1 11 1000 2 100 811.0 2.9 

Day 2 12 450 3 20 805.6 1.7 

Day 2 13 1000 3 60 807.5 2.3 

Day 2 14 1000 4 100 811.9 3.0 

Day 2 15 -100 4 20 805.5 1.4 

Day 2 16 -100 2 100 810.5 2.9 

Day 2 17 -100 4 20 805.5 1.4 

Day 2 18 -100 4 100 811.9 3.1 

Day 2 19 450 2 60 806.5 2.3 



86 

Table A.2. 
Second DoX raw run parameters and data. 

Factor 1 Factor 2 Factor 3 Response 1 Response 2 

Block Run A:Anticipation B:MeOHvol C:Diodecurrent Peak Spread 
(msec) (mL) (A) (nm) (nm) 

Day 1 1 1000 1.5 60 807.1 2.6 

Day 1 2 350 1.5 100 811.7 3.1 

Day 1 3 350 2 60 807.3 2.6 

Day 1 4 1000 2 20 804.3 1.8 

Day 1 5 -300 2 100 812.0 3.2 

Day 1 6 -228.5 1.5 38.4 805.1 2.2 

Day 1 7 -300 1 20 803.1 1.9 

Day 1 8 1000 1 100 811.7 3.1 

Day 1 9 1000 1 100 811.7 3.1 

Day 1 10 -300 1 20 803.3 1.9 

Day 2 11 -300 2 20 804.1 2.1 

Day 2 12 1000 1 20 803.1 2.2 

Day 2 13 1000 2 100 812.7 3.2 

Day 2 14 350 1 60 806.8 2.5 

Day 2 15 350 1.75 20 803.9 1.8 

Day 2 16 -300 1 100 812.0 3.2 

Day 2 17 1000 1 20 803.4 2.0 

Day 2 18 1000 2 100 812.0 3.3 

Day 2 19 -300 1.5 82.4 809.8 2.8 
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Table A.3. 
Final DoX raw run parameters and data. 

Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 

Run A:Anticipation B:MeOHvol C:Diodecurrent 
(msec) (mL) (A) 

Peak 
(nm) 

Spread 
(nm) 

Beam Quality 
(M2) 

1 0 2 100 809.5 2.8 112.6 

2 0 1 20 803.3 1.5 69.7 

3 505 1.5 20 803.4 1.5 71.0 

4 265 2 20 804.3 1.8 68.1 

5 550 1 60 805.6 2.3 90.9 

6 0 2 100 809.0 2.7 99.4 

7 1000 2 60 806.3 2.4 96.12 

8 1000 1 100 808.3 2.7 95.1 

9 800 2 20 804.9 1.7 68.2 

10 775 1.5 60 806.1 2.2 97.8 

11 455 2 60 806.3 2.2 99.2 

12 0 1 20 803.6 1.4 69.2 

13 1000 1 100 808.3 2.7 94.9 

14 0 1.5 60 805.5 2.2 99.1 

15 655 1.75 100 808.7 2.7 92.5 

16 1000 1.25 20 803.8 1.4 71.7 

17 0 1 100 808.3 2.7 92.4 

18 0 1 100 808.3 2.6 87.6 
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B. MATLAB CODE 

B.1 Beam Spectra Analysis 

1 close all 

2 clear all 

3 %Input user parameters 

4 time = [0.5,1.0,2.0,5.0]; %desired time points, assuming ccs ... 

interval 500ms 

5 num runs = 1; %number of files you would like to import 

6 make plots = true; %decide if plots of all spectra should be made 

7 save figs = false; %choose whether to save figures 

8 %Import data from lvm files. Name files starting with 'run 001.lvm' 

9 %Get file names 

10 

11 num cols = num runs*4; 

12 amplitude = zeros(3648,num cols); 

13 files = cell(1,num runs); 

14 

15 for i = 1:num runs 

16 if i<10 

17 files{i}= ['run 00' num2str(i) '.lvm']; 

18 else 

19 files{i}= ['run 0' num2str(i) '.lvm']; 

20 end 

21 file = uigetfile('.lvm','Select a file to plot') % for single file 

22 run data=load(file); % replace with files{i} for multiple files 

23 for j = 1:length(time) 

24 amplitude(1:3648,(4*(i-1))+j)=... 

25 run data(((3648*time(j)*2)+1):3648*((time(j)*2)+1),1); 
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26 end 

27 end 

28 

29 %Find wavelength of peak amplitude and FWHM 

30 wavelengths = run data(1:3648,2); 

31 output = cell(3,4*num runs+1); 

32 output{1,1}='Run'; 

33 output{2,1}='Peak Wavelength (nm)'; 

34 output{3,1}='FWHM (nm)'; 

35 for i=1:num runs 

36 for j=1:4 

37 output{1,(4*(i-1))+j+1}=... 

38 ['Run ' num2str(i) ' '  num2str(time(j)) ' sec']; 

39 output{2,(4*(i-1))+j+1}=... 

40 maxwave(wavelengths,amplitude(1:3648,(4*(i-1))+j)); 

41 output{3,(4*(i-1))+j+1}=... 

42 fwhm(wavelengths,amplitude(1:3648,(4*(i-1))+j)); 

43 end 

44 end 

45 display(output') 

46 xlswrite('Flash output',output) 

47 

48 %Generate plots of spectra for each run 

49 if make plots == true 

50 for i = 1:num runs 

51 figure() 

52 for j = 1:length(time) 

53 plot(wavelengths,amplitude(1:3648,(4*(i-1))+j),'LineWidth',2); 

54 hold on; 

55 end 

56 hold off 

57 legend('0.5 sec','1.0 sec','2.0 sec','5.0 sec') 

58 %title(['Run ' num2str(i) ' Spectrum']); 

59 title('Run 8','fontsize',14); 

60 xlabel('\lambda (nm)','fontsize',14); 
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61 ylabel('Relative Amplitude','fontsize',14); 

62 axis([800 820 0 1.1]) 

63 set(gca,'fontsize',14) 

64 if save figs==true 

65 savefig(['Run ' num2str(i) '.fig']); 

66 end 

67 end 

68 end 

B.2 Beam Profile Analysis 

1 % Main file for batch analysis of beam image data. Averages raw ... 

image data 

2 % together after user selects folders (for waist and far-field data) 

3 % containing subfolders containing images of each run. Analysis ... 

only for 

4 % y-profile. Outputs a .csv file with the following columns (runs ... 

sorted 

5 % in order the folders are sorted): 

6 % Mˆ2 

7 % Waist width (gaussian 1 term fit) 

8 % Rˆ2 for 1 term waist fit 

9 % Far field width (gaussian 1 term fit) 

10 % Rˆ2 for 1 term far field fit 

11 % 

12 % 9/01/2017 Evan Schlenker 

13 

14 %%%%%%%%% User configurable inputs ... 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

15 zwaist = 225; % location of profiler for waist measurement 

16 zfar = 260; % location of profiler for far field measurement 

17 lambda=807; % diode operating wavelength 
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18 

19 xmin = -4386; xmax = 4379.55; % sensor dimension, microns 

20 ymin = -3295.95; ymax = 3302.4; % sensor dimension, microns 

21 numy = 1024; numx = 1360; % number of pixels 

22 xlocs = linspace(xmin,xmax,numx)'; 

23 ylocs = linspace(ymin,ymax,numy)'; 

24 

25 % Get directory information 

26 waist folder = uigetdir('','Select folder containing waist ... 

measurements'); 

27 waist folders = dir(waist folder); 

28 waist folders(1:2)=[]; 

29 far folder = uigetdir('','Select folder containing far-field ... 

measurements'); 

30 far folders = dir(far folder); 

31 far folders(1:2)=[]; 

32 

33 % Storage for output parameters 

34 avg waist = cell(length(waist folders),1); 

35 avg far = cell(length(far folders),1); 

36 waist calcs = cell(length(avg waist),1); 

37 waist gauss1 = zeros(length(avg waist),1); 

38 waist R2 = zeros(length(avg waist),1); 

39 far calcs = cell(length(avg far),1); 

40 far gauss1 = zeros(length(avg far),1); 

41 far R2 = zeros(length(avg far),1); 

42 Msquared = zeros(length(avg far),1); 

43 

44 % Perform averaging, profiling, width, and beam quality calculations 

45 for ii = 1:length(Msquared) 

46 avg waist{ii}=AverageProfiles... 

47 (fullfile(waist folder,waist folders(ii).name)); 

48 avg far{ii}=AverageProfiles(fullfile(far folder,far folders(ii).name)); 

49 waist calcs{ii}=VarianceCalcs vector(avg waist{ii},ylocs); 

50 waist gauss1(ii)=waist calcs{ii}{1}(1); 
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51 waist R2(ii)=waist calcs{ii}{1}(2); 

52 far calcs{ii}=VarianceCalcs vector(avg far{ii},ylocs); 

53 far gauss1(ii)=far calcs{ii}{1}(1); 

54 far R2(ii)=far calcs{ii}{1}(2); 

55 Msquared(ii)=BeamQualityCalc... 

56 (zwaist,zfar,waist gauss1(ii),far gauss1(ii),lambda); 

57 percent = ii*100/length(avg waist); 

58 disp(['Calculating results - ' num2str(percent,3) '% completed']) 

59 end 

60 

61 % Output to .csv file 

62 output=zeros(length(Msquared),5); 

63 output(:,1)=Msquared(:); 

64 output(:,2)=waist gauss1(:); % 1 term gauss waist width 

65 output(:,3)=waist R2(:); % 1 term gauss waist Rˆ2 

66 output(:,4)=far gauss1(:); % 1 term gauss far field width 

67 output(:,5)=far R2(:); % 1 term gauss far field Rˆ2 

68 csvwrite('BeamQualityOutput.csv',output) 

1 function ave y prof = AverageProfiles(directory) 

2 % Calculates the average transverse y profile over the 5 sec run 

3 % Load images 

4 files = dir(directory); 

5 files(1:2) = []; 

6 images = cell(length(files),1); 

7 for i=1:length(files) 

8 fullFileName = fullfile(directory, files(i).name); 

9 images{i}=load(fullFileName); 

10 end 

11 % Calculate 

12 all data=cat(3,images{:}); 

13 ave image = mean(all data,3); %average images pixel to pixel 

14 ave y prof = sum(ave image')'; %create profile by summing along axis 



93 

15 ave y prof = ave y prof - min(ave y prof); %background noise ... 

threshold 

16 ave y prof = ave y prof/max(ave y prof); %normalize 

1 function output = VarianceCalcs vector(profile,locations) 

2 % Single output cell array, formatted as follows [sigma gauss(var,R2) 

3 % sigma gauss2(var,R2) f1 sigma1 ] 

4 

5 output = cell(4,1); 

6 

7 % 1 term Gaussian fit 

8 [f1, eval1] = fit(locations,profile,'gauss1'); 

9 coeff = coeffvalues(f1); 

10 output{1} = [coeff(3),eval1.rsquare]; 

11 output{3} = f1; 

12 

13 %2 term Gaussian fit 

14 [f2, eval2] = fit(locations,profile,'gauss2'); 

15 coeff2 = coeffvalues(f2); 

16 output{2} = [coeff2(3) coeff2(6)]; 

17 

18 %1 term variance and standard deviation 

19 var1 = var(1:length(profile),profile); %compute variance (not ... 

from Gaussian fit) 

20 sigma1 = sqrt(var1); %variance in pixels 

21 sigma1 = sigma1*6.45; %variance in microns 

22 output{4} = sigma1; 

23 end 

1 function [Msquared] = BeamQualityCalc(z1,z2,sigma1,sigma2,lambda) 

2 %Calculates beam quality using 2-point method. 
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3 Msquared = ... 

(4*pi*sigma1*sigma2*10ˆ-12)/(((z2-z1)*10ˆ-3)*lambda*10ˆ-9); 

4 end 

B.3 Arrhenius Model 

1 %% Inputs 

2 

3 single ANSYS = false; % import channel temperatures from ANSYS ... 

export .txt 

4 range ANSYS = true; % import series of ANSYS runs from a directory 

5 coldplate temps = [5 15 25 35 45 55 65 75 85 95]; % in celsius, 4 ... 

W/mm 

6 

7 make plots = false; % generate variable range-based figures 

8 make ANSYS plots = true; % make plots for inputted ANSYS data 

9 

10 % For Range plots 

11 low temp = 140; % minimum temperature of range in celsius 

12 high temp = 340; % maximum temperature of range in celsius 

13 low volt = 28; % minimum of voltage stress range 

14 high volt = 60; % maximum of voltage stress range 

15 volt range = (low volt:(high volt-low volt)/4:high volt); 

16 Ea range = (1:(1.5-1)/4:1.5); % activation energy range in eV 

17 

18 % For evaluating ANSYS model lifetime 

19 Ea1 = 0.8; % First failure mechanism activation energy (eV) 

20 Ea2 = 1.1; % Second failure mechanism activation energy (eV) 

21 

22 % Arrhenius and failure equation parameters 

23 A = 0.5; % pre-exponential factor, should be at most 1 

24 %%% Add second prefactor term, can be a ratio of the first term 
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25 Ea = 1.1; % Activation energy in eV 

26 kb = 8.6173E-5; % Boltzmann constant in eV 

27 V = 28; % Operating voltage 

28 gamma = 1.5; % varies between 1 and 4.5 

29 

30 %% Load and process ANSYS channel temperatures 

31 if single ANSYS 

32 file = uigetfile('.txt', 'Please select a text file for the ... 

channel temperatures'); 

33 data = dlmread(file, '', 1, 0);  

34 nodes = data(:,1); temps = data(:,2); 

35 temps = temps + 273.15; % convert celsius to kelvin 

36 max temp = max(temps); min temp = min(temps); mean temp = ... 

mean(temps); 

37 

38 % Single point calculations 

39 C = 1/(A*Vˆgamma); 

40 MTTF mean = C.*exp(Ea./(kb.*mean temp)); % MTTF in seconds 

41 MTTF mean = MTTF mean/3600; % MTTF in hours 

42 MTTF max = C.*exp(Ea./(kb.*max temp)); % MTTF in seconds 

43 MTTF max = MTTF max/3600; % MTTF in hours 

44 disp(max temp); disp(MTTF max); 

45 disp(mean temp); disp(MTTF mean); 

46 end 

47 

48 if range ANSYS 

49 ANSYS dir = uigetdir('','Select varying temperature measurement ... 

directory'); 

50 ANSYSfiles = dir(ANSYS dir); 

51 ANSYSfiles(1:2) = []; % remove extra directory structs 

52 

53 ANSYS data = cell(length(ANSYSfiles),4); % Each row has: ... 

54 % Node Numbers, Temps, Mean Temp, Peak Temp, MTTF (for mean), ... 

MTTF (peak) 

55 for i=1:length(ANSYSfiles) 
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56 fullFileName = fullfile(ANSYS dir, ANSYSfiles(i).name); 

57 temp = dlmread(fullFileName, '', 1, 0);  

58 ANSYS data{i,1} = temp(:,1); % node numbers 

59 ANSYS data{i,2} = temp(:,2) + 273.15; % node temperatures in K 

60 ANSYS data{i,3} = mean(ANSYS data{i,2}); % mean channel ... 

temperature (K) 

61 ANSYS data{i,4} = max(ANSYS data{i,2}); % max channel temperature (K) 

62 end 

63 

64 % Calculate Arrhenius rates 

65 Aa = A*Vˆgamma; 

66 ANSYS rates = cell(size(ANSYS data,1),6); 

67 % k (mean) Ea1, k (mean) Ea2, k (mean) total, repeated for peak 

68 for i=1:size(ANSYS rates,1) 

69 ANSYS rates{i,1} 

70 ANSYS rates{i,2} 

71 ANSYS rates{i,3} 

72 ANSYS rates{i,4} 

73 ANSYS rates{i,5} 

74 ANSYS rates{i,6} 

75 end 

76 

= Aa*exp(-Ea1/(kb*ANSYS data{i,3})); % use mean temp 

= Aa*exp(-Ea2/(kb*ANSYS data{i,3})); % use mean temp 

= ANSYS rates{i,1} + ANSYS rates{i,2}; 

= Aa*exp(-Ea1/(kb*ANSYS data{i,4})); % use peak temp 

= Aa*exp(-Ea2/(kb*ANSYS data{i,4})); % use peak temp 

= ANSYS rates{i,4} + ANSYS rates{i,5}; 

77 ANSYS MTTF = zeros(size(ANSYS data,1),6); 

78 % MTTF mean Ea 1, MTTF mean Ea 2, MTTF mean combined ... 

79 % MTTF peak Ea 1, MTTF peak Ea 2, MTTF peak combined 

80 ANSYS MTTF = (1./cell2mat(ANSYS rates))/3600; 

81 end 

82 

83 % Plot MTTF for mean and average case (2 separate plots) 

84 if make ANSYS plots 

85 

86 figure 

87 semilogy(coldplate temps, ANSYS MTTF(:,1)) 

88 hold on 

89 semilogy(coldplate temps, ANSYS MTTF(:,2)) 
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90 semilogy(coldplate temps, ANSYS MTTF(:,3)) 

91 hold off 

92 ylabel('Mean Time to Failure (hours)') 

93 xlabel('Coldplate Temperature (\circC)') 

94 title('MTTF with Various Coldplate Temperatures - Mean Channel ... 

Temperature') 

95 legend(['Ea =' num2str(Ea1)], ['Ea =' num2str(Ea2)], 'Combined ... 

Ea', 'Location','northwest') 

96 

97 figure 

98 semilogy(coldplate temps, ANSYS MTTF(:,4)) 

99 hold on 

100 semilogy(coldplate temps, ANSYS MTTF(:,5)) 

101 semilogy(coldplate temps, ANSYS MTTF(:,6)) 

102 hold off 

103 ylabel('Mean Time to Failure (hours)') 

104 xlabel('Coldplate Temperature (\circC)') 

105 title('MTTF with Various Coldplate Temperatures - Peak Channel ... 

Temperature') 

106 legend(['Ea =' num2str(Ea1)], ['Ea =' num2str(Ea2)], 'Combined ... 

Ea', 'Location','northwest') 

107 end 
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