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ABSTRACT 

Wang, Wenqi PhD, Purdue University, August 2018. Multi-dimensional data analyt-
ics and deep learning via tensor networks. Major Professor: Vaneet Aggarwal. 

With the booming of big data and multi-sensor technology, multi-dimensional 

data, known as tensors, has demonstrated promising capability in capturing multi-

dimensional correlation via efficiently extracting the latent structures, and drawn 

considerable attention in multiple disciplines such as image processing, recommender 

system, data analytics, etc. In addition to the multi-dimensional nature of real data, 

artificially designed tensors, referred as layers in deep neural networks, have also 

been intensively investigated and achieved the state-of-the-art performance in imaging 

processing, speech processing, and natural language understanding. 

However, algorithms related with multi-dimensional data are unfortunately expen-

sive in computation and storage, thus limiting its application when the computational 

resources are limited. Although tensor factorization has been proposed to reduce the 

dimensionality and alleviate the computational cost, the trade-off among computa-

tion, storage, and performance has not been well studied. 

To this end, we first investigate an efficient dimensionality reduction method using 

a novel Tensor Train (TT) factorization. In particular, we propose a Tensor Train 

Principal Component Analysis (TT-PCA) and a Tensor Train Neighborhood Preserv-

ing Embedding (TT-NPE) to project data onto a Tensor Train Subspace (TTS) and 

effectively extract the discriminative features from the data. Mathematical analysis 

and simulation demonstrate TT-PCA and TT-NPE achieve better trade-off among 

computation, storage, and performance than the bench-mark tensor-based dimension-

ality reduction approaches. We then extend the TT factorization into general Tensor 

Ring (TR) factorization and propose a tensor ring completion algorithm, which can 



xvii 

utilize 10% randomly observed pixels to recover the gunshot video at an error rate 

of only 6.25%. Inspired by the novel trade-off between model complexity and data 

representation, we introduce a Tensor Ring Nets (TRN) to compress the deep neu-

ral networks significantly. Using the benchmark 28-layer WideResNet architectures, 

TRN is able to compress the neural network by 243× with only 2.3% degradation in 

Cifar10 image classification. 



1 

1. INTRODUCTION 

1.1 Motivation 

The fast development of online data collection, the widespread use of multi-sensor 

technology, and the emergence of the large datasets have enabled the possibilities of 

utilizing a tremendous amount of data. Unlike the common one-dimensional or two-

dimensional data that are in the form of vectors or matrices, the current large-scale 

datasets are collected with multi-dimensional correlated information and modeled into 

multi-dimensional arrays, also referred as tensors. For instance, in recommender sys-

tem [1, 2], conventional recommender system only deals with users and items (posts, 

movies, musics, etc.) while the modern context-aware recommender system is de-

veloped to make personalized recommendation by considering context information, 

such as location (private location or public location), time (daytime or night), de-

vices (mobile devices or desktop), etc. Similarly, in modern healthcare imaging, such 

as Electroencephalography (EEG) [3] or Functional Magnetic Resonance Imaging 

(fMRI) [4], the video data is collected by using multiple sensors to record the bio-

signal from different domains of human bodies simultaneously, and the spatial and 

sequential information the data consequently increases the dimensionality of the data. 

Other popular examples are self-driving cars [5], which employ multiple cameras to 

record live videos in the real-time and form the data in the multi-dimensional format. 

In addition to the multi-dimensional nature of the large newborn datasets, arti-

ficially designed tensors have also been widely employed in Deep Neural Networks 

(DNN). Convolutional Neural Networks (CNN) use tensors as kernels to exploit local 

connectivity pattern between neurons of adjacent layers and achieve state-of-the-art 

performance in multiple domains, including image classification [6–8], object detec-

tion [9–12], speech recognition [13], etc. 
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However, although tensors are efficient in modeling the multi-dimensional data, 

algorithms related with multi-dimensional data are unfortunately expensive in com-

putation and storage. For example, a standard 100 frames color video with hight 

and width of 256 has approximate 20 million pixels, and a conventional convolution 

layer of shape 3 × 3 × 512 × 512 has approximate 2 million parameters. The problems 

associated with the massive cost in computation and storage become more severe on 

resources limited devices, such as mobile devices, smart watches, etc. Tensor factor-

ization approaches have been investigated to represent the tensor data via low-rank 

tensor factors, thus reducing the computational complexity, while selecting a suit-

able latent structure to capture the low-rank property of tensor data and providing 

a better trade-off among computation, storage, and performance have not been well 

studied. 

To this end, we investigate a particular class of hieratical Tensor Networks (TN), 

specifically Tensor Train (TT) and Tensor Ring (TR) representations, apply them 

into multi-dimensional data analytics and deep neural networks, and achieve superior 

performance of trade-off in multiple disciplines. We summarize our main contribution 

as follows: 

• For efficient dimensionality reduction, we propose a new subspace embedded 

with tensor train structures, denoted as Tensor Train Subspace (TTS), which 

is useful in extracting the discriminative features from noise multi-dimensional 

tensor data. With tensor train subspace, we further investigate two efficient 

dimensionality reduction methods, Tensor Train Principle Component Analysis 

(TTPCA) and Tensor Train Neighbor Preserving Embedding (TT-NPE), to ef-

ficiently reduce the dimensionality and computational complexity for the tensor 

data. 

• For efficient multi-dimensional data representation, we investigate an efficient 

low-rank Tensor Ring (TR) completion algorithm to recover the multi-dimensional 

data using only a small portion of partially observed entries. We demonstrate 
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tensor ring completion is better than the benchmark tensor completion algo-

rithm in various multi-dimensional data sets, including image, image sets, and 

videos. 

• For the implementation of multi-dimensional data computation on resources 

limited devices, we introduce a new Tensor Ring Network (TRN) that can layer-

wise compress deep neural networks significantly. We further proposed a more 

efficient convolutional operation between input data and the tensor ring layers. 

TRN outperforms than the other benchmark tensor compression approaches 

and demonstrates promising capability in model compressing. 

Given the motivation of the thesis, the remaining of the thesis is organized as 

follows: We first introduce the background about tensor decomposition in Section 

1.2 and tensor networks in Section 1.3, followed by the introduction on notation in 

Section 1.4. In Chapter 2 we introduce the concept of the tensor train subspace, 

and its application in dimensionality reduction. In partial, we investigate a Tensor 

Train Principle Component Analysis (TT-PCA) algorithm that reduces dimension-

ality of a tensor data by projecting data onto a tensor train subspace [14]. We then 

investigate a non-linear tensor train embedding algorithm that reduces the dimen-

sionality of a tensor data by preserving its neighborhood information, namely Tensor 

Train Neighborhood Preserving Embedding (TT-NPE) [15]. In Chapter 3 we inves-

tigate a more general tensor ring structured and proposed a tensor ring completion 

algorithm [16]. In Chapter 4 we develop a tensor ring nets that layer-wise compress 

neural networks and maintain a good trade-off in computational resources and per-

formance [17]. Chapter 5 concludes the thesis. 
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We highlight that in Chapter 2, TT-PCA algorithm is based on [14] 1 and TT-

2 3 4NPE is based on [15] . Chapter 3 and Chapter 4 are based on [16] and [17] 

respectively. 

1.2 Tensor Decomposition 

1.2.1 CANDECOMP/PARAFAC (CP) Decomposition 

Definition 1.2.1 (CANDECOMP/PARAFAC(CP) Decomposition [18]) Each ele-

ment of a n-mode tensor Y ∈ R
I1×···×In is generated by 

R 

Y(i1, · · ·  , in) =  A1(i1, r)A2(i2, r) · · ·An(in, r), (1.1) 
r=1 

where Ai ∈ R
Ii×R are the tensor factors of CP decomposition, and R is the CP-rank. 

� �����  � 

� � � � �� �� �� �� �� �� �� �� �� �� �� �� � � �� �� �� �� �� 

Fig. 1.1.: CP decomposition for a 3-mode tensor. 

Fig 1.1 provides an example of a 3-order tensor that with CP rank r, and the high-

lighted green entry is the summation of r entries that generated by the outer-product 

of CP factors. 
1A version of this Chapter is under review by Pattern Recognition Letters. 
2 c 2018 IEEE. Reprinted with permission from Wenqi Wang, Tensor Train Neighborhood Preserving 
Embedding, IEEE Transactions on Signal Processing, 2018 
3 c 2018 IEEE. Reprinted with permission from Wenqi Wang, Efficient Low Rank Tensor Ring 
Completion, IEEE International Conference on Computer Vision, 2017 
4 c 2018 IEEE. Reprinted with permission from Wenqi Wang, Wide Compression: Tensor Ring 
Nets, IEEE Conference on Computer Vision and Pattern Recognition, 2018 
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1.2.2 Tucker Decomposition 

Definition 1.2.2 (Tucker Decomposition [19,20]) Element in a n-mode tensor tensor 

Y ∈ R
I1×···×In is generated by 

R1 Rn 

Y(i1, · · ·  , in) =  · · ·  C(r1, · · ·  , rn)A1(i1, r1)A2(i2, r2) · · ·An(in, rn), (1.2) 
r1=1 rn=1 

where the n-order tensor C ∈  RR1×···×Rn is the core tensor of Tucker decomposition, 

and the array [R1, R2, · · ·  , Rn] is the Tucker-rank. 

�  �  �
 

� ��� �� �  

�� � ��
 

�� ���
 

Fig. 1.2.: Tucker decomposition for a 3-mode tensor. 

In Fig 1.2 a Tucker decomposition for a 3-order tensor is provided, and a larger 

tensor Y is projected into a small core tensor C through a sequence of linear trans-

formation A1,A2, and A3. 

It is worthy to point out that with the constraint that when C is a super-symmetric 

diagonal tensor, which satisfies R1 = R2 = · · ·  = Rn and 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ = 0, i1 = i2 = · · · = in, 

C(i1, · · ·  , in) (1.3) ⎪ ⎪ ⎪ = 0, otherwise. ⎪   




� � 	   	� 	

� �

6 

(1.3) is the same as (1.1), thus CP decomposition is a Tucker decomposition with 

diagonal core tensor. 

1.2.3 Tensor Train (TT) Decomposition 

Definition 1.2.3 (Tensor Train Decomposition [21, 22]) Each element of a n-mode 

tensor Y ∈ R
I1×···×In in tensor train representation is generated by 

Y(i1, · · ·  , in) =  U1(i1, :)U2(:, i2, :) · · ·Un−1(:, in−1, :)Un(:, in), (1.4) 

where U1 ∈ R
I1×R1 and Un ∈ R

Rn−1×In are the boundary matrices and Ui ∈ R
Ri−1×Ii×Ri , i = 

2, · · ·  , n−1 are the decomposed tensors. The tensor train rank is the array [R1, R2, · · ·  , Rn−1]. 

���� �   �  

Fig. 1.3.: 

� � � 

����� � 	  ��  �  � � ��  � 

Tensor train decomposition for a 3-mode tensor. 

Tensor train decomposition for a 3-mode tensor Y is illustrated in Fig. 1.3, where 

Y(i1, i2.i3) is the sequential matrix product of vector U1(i1, :), matrix U2(:, i2, :), and 

vector U3(:, i3). 

1.2.4 Tensor Ring (TR) Decomposition 

Definition 1.2.4 (Tensor Ring Decomposition [23]) Let X ∈ R
I1×···×In be an n-order 

tensor with Ii-dimension along the ith mode, then any entry inside the tensor, denoted 

as X(i1, · · ·  , in), is represented by 

R1 Rn 

X(i1, · · ·  , in) =  · · ·  U1(rn, i1, r1) · · ·Un(rn−1, in, rn), (1.5) 
r1=1 rn=1 

https://Y(i1,i2.i3





�

 
   
 


7 

where Ui ∈ RRi−1×Ii×Ri is a set of 3-order tensors, also named matrix product states 

(MPS), which consist the bases of the tensor ring structures. Note that Uj (:, ij , :) ∈ 

R
Rj−1×1×Rj can be regarded as a matrix of size RRj−1×Rj , thus (1.5) is equivalent to 

X(i1, · · ·  , in) =  tr(U1(:, i1, :) × · · · × Un(:, in, :)). (1.6) 

� � 

���  �� �� � ��  �  	 ����  �� 	 ����  �� 	 

Fig. 1.4.: Tensor ring decomposition for a 3-mode tensor. 

Tensor ring decomposition for a 3-mode tensor Y is illustrated in Fig. 1.4, where 

Y(i1, i2.i3) is the trace of a matrix that is the sequential matrix product of matrix 

U1(:, i1, :), matrix U2(:, i2, :), and matrix U3(:, i3, :). 

Remark 1 (Tensor Ring Rank (TR-Rank)) In the formulation of tensor ring, we 

note that tensor ring rank is the vector [R1, · · ·  , Rn]. In general, Ri are not necessary 

to be the same. In our set-up, we set Ri = R  i = 1, · · ·  , n, and the scalar R is 

referred as the tensor ring rank. 

Remark 2 (Tensor Train [21]) Tensor train is a special case of tensor ring when 

Rn = 1. 

1.3 Tensor Networks (TN) 

Unlike single dimensional vectors or two dimensional matrices that operations 

between two objects can be pair-wise depicted efficiently, the operation among tensors 

construct a network structure and pair-wise relationship is not sufficient to capture 

https://Y(i1,i2.i3
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Fig. 1.5.: Tensor network notations. (a) a scalar s ∈ R0 , (b) a vector v ∈ Rm , 

(c) a matrix M ∈ Rm×n , (d) a tensor T ∈ Rr×I×r , (e) trace operation tr(M), (f) 

vector to matrix product between v ∈ Rm and M ∈ Rm×n , (g) matrix to matrix 

product between M1 ∈ Rm×r and M2 ∈ Rr×n , (h) tensor to tensor product between 

U1 ∈ Rr×I×r and U2 ∈ Rr×I×r . 

the structure within the tensor data. Tensor network is a graphical representation 

of multi-dimensional data and multi-dimensional data operations, and it enables the 

multi-dimensional data analytics via a network analysis. In tensor network notations 

[24,25], each node represents a tensor and the number of edges determines the mode 

of a tensor. For instance, a scaler is a tensor of mode 0, which is thus a tensor without 

any edges as illustrated in Fig 1.5(a), and a vector is a tensor of mode 1, which is 

consistent with the node with only one edge in Fig 1.5(b). The same logic applies to 

high order tensors, thus a matrix of shape m×n, and a 3-order tensor of shape r×I ×r 

are equivalent to the graphical representation of the tensor network notations in Fig 

1.5 (c) and Fig 1.5 (d) respectively. The edge connecting two nodes is the operation of 

tensor merging product, which is the summation between the particular dimensions 

of the two connected tensors. Fig 1.5 (e-h) are the graphical representation of popular 

multi-dimensional data operations, including matrix trace, vector inner product x y, 

matrix to matrix product AB and tensor to tensor production U1U2 [16]. Using the 

tensor network representation, the common tensor factorization can be graphically 

described in 1.6, which gives a better comparison among the different models. 
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(a) CP Decomposi- (b) Tucker (c) Tensor Train (d) Tensor 

tion (TT) Ring(TR) 

Fig. 1.6.: Tensor decompositions. Tensor diagrams for four popular tensor factor-

ization methods: (a) the CP decomposition (unnormalized), (b) the Tucker decom-

position, (c) the Tensor Train (TT) decomposition, and (d) the Tensor Ring (TR) 

decomposition. As shown, TR can be viewed as a generalization of both CP (with 

r > 1) and TT (with an added edge connecting the first and last tensors). We also 

compare against Tucker decomposition compression schemes. 
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1.4 Notations 

We now introduce the set of notation we uses throughout the paper. Vectors 

and matrices are represented by boldface lower letters (e.g. x) and boldface capital 

letters (e.g. X), respectively. An n-order tensor is denoted by calligraphic letters X ∈ 

R
I1×I2×...×In , where Ii, i  = 1, 2, ..., n denotes the dimensionality along the ith order. 

An element of a tensor X is represented as X(i1, i2, · · ·  , in), where ik, k  = 1, 2, .., n 

denotes the location index along the kth order. A colon is applied to represent all 

the elements of an order in a tensor, e.g. X(:, i2, · · ·  , in) represents the fiber along 

order 1 and X[:, :, i3, i4, · · ·  , in] represents the slice along order 1 and order 2 and so 

forth. V(·) is a tensor vectorization operator such that X ∈ RI1×···×In is mapped to 

a vector V(X) ∈ RI1···In . × and ⊗ represent matrix product and kronecker product 

respectively. Let tri
j be a tensor trace operation, which reduces 2 tensor orders by 

getting the trace along the slices formed by the ith and jth order (assuming Ii = Ij ). 

As an example, let U ∈ R
I1×I2×I1 be a 3-mode tensor, then v = tr31(U) ∈ R

I2 is given 

as v(i2) = trace(U(:, i2, :)), i2 = 1, · · ·  , I2. 
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2. DIMENTIONALITY REDUCTION 

2.1 Introduction 

Robust feature extraction and dimensionality reduction are among the most fun-

damental problems in machine learning and computer vision. Assuming that the data 

is embedded in a low-dimensional subspace, popular and effective methods for fea-

ture extraction and dimensionality reduction are the Principal Component Analysis 

(PCA) [26, 27], and the Laplacian eigenmaps [28]. However, simply projecting data 

to a low dimensional subspace may not efficiently extract discriminative features. 

Motivated by recent works [15,29,30] that demonstrate applying tensor factorization 

(after reshaping matrices to multidimensional arrays or tensors) improves data repre-

sentation, we consider reshaping vision data into tensors and embedding the tensors 

into Kronecker structured subspaces, i.e. tensor subspaces, to further refine these 

subspace based approaches with significant gains. In this context, a very popular 

representation format namely Tucker format has shown to be useful for a variety of 

applications [31–34]. However, Tucker representation is exponential in storage re-

quirements [35]. In [22], it was shown that hierarchical Tucker representation, and in 

particular Tensor Train (TT) representation is a promising format for the approxima-

tion of solutions in high dimensional data and can alleviate the curse of dimensionality 

under fixed rank, which inspires us to investigate its application in efficient dimen-

sionality reduction and embedding. Tensor train representation has also been shown 

to be useful for dimensionality reduction in [17, 36, 37]. 

In this section, we begin by noting that TT decompositions are associated with 

a structured subspace model, namely the Tensor Train subspace [38]. Using this no-

tion, we extend a popular approach, namely the Neighborhood Preserving Embedding 

(NPE) [39] for unsupervised classification of data. In the past, the NPE approach has 



12 

been extended to exploit the Tucker subspace structure on the data [40, 41]. Here, 

we embed the data into a Tensor Train subspace and propose a computationally ef-

ficient Tensor Train Neighbor Preserving Embedding (TTNPE) algorithm. We show 

that this approach achieves significant improvement in the storage of embedding and 

computation complexity for classification after embedding as compared to the em-

bedding based on the Tucker representation in [40, 41]. An approximation method 

for TTNPE, called TTNPE-ATN (TTNPE- Approximated Tensor Networks) is pro-

vided to decrease the computational time for embedding the data. We validate 

the approach on classification of MNIST handwritten digits data set [42], Weizmann 

Facebase [43], and financial market dataset. 

The key contributions of this paper are as follows. (i) We formulate the problem 

of embedding the data into a low-rank Tensor Train subspace, and propose a TTNPE 

algorithm for embedding the data. (ii) We give an approximation method to the 

embedding algorithm, TTNPE-ATN, to achieve faster computational time. (iii) We 

show that embedding based on TTNPE-ATN achieves significant improvement in the 

storage of embedding and computation complexity for classification after embedding 

as compared to the embedding based on the Tucker representation. Finally, the re-

sults on the different datasets show significant improvement in classification accuracy, 

computation and storage complexities for a given compression ratio, as compared to 

the baselines. 

2.2 Related Work 

We consider a tensor train decomposition for a tensor data set, which is an n+1  

mode tensor X ∈ R
I1×···×In×Rn , where each element is represented as 

X(i1, · · ·  , in, rn) =  U1(i1, :)U2(:, i2, :) · · ·Un−1(:, in−1, :)Un(:, in, rn). (2.1) 

Without loss of generality, we let R0 = 1 and define U1 ∈ R
R0×I1×R1 as the tensor 

representation of U1. Thus, the tensor train decomposition for X ∈ R
I1×···×In×Rn is 

X(i1, · · ·  , in, rn) =  U1(1, i1, :) · · ·Un−1(:, in−1, :)Un(:, in, rn). 
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The TT-Rank of a tensor is denoted by a vector of ranks (R1, · · ·  , Rn) in the tensor 

train decomposition. 

Left and right unfoldings reshape tensors into matrix, and are defined as follows. 

Definition 2.2.1 (Left and Right Unfolding) Let X ∈ RI1×···×In×Rn be a n+ 1  mode 

tensor. The left unfolding operation is the matrix obtained by taking the first n mode 

as row indices and the last mode as column indices such that L(X) ∈ R(I1···In)×Rn . 

Similarly, the right unfolding operation produces the matrix obtained by taking the 1st 

mode as row indices and the remaining n mode as column indices such that R(X) ∈ 

R
I1×(I2···InRn). 

We further introduce a tensor operation and show the equivalence of tensor oper-

ations to matrix product. 

Definition 2.2.2 (Tensor Merging Product) Tensor merging product is an operation 

∈ RI1×···×Into merge the two tensors along the given sets of mode indices. Let U1 

∈ RJ1×···×Jmand U2 be two tensors. Let gi, i ∈ {1, 2}, be  a  k − dimensional vector 

such that gi(p) ∈ {1, · · ·  , n}, 1 ≤ p ≤ k and Ig1(p) = Jg2(p). Then, the tensor merging 

product is 

U2 ∈ R
{×p/  Ip}×{×p/  Jp}∈g1 ∈g2U3 = U1 ×g

g 
2

1 
, (2.2) 

which is a m+ n− 2k mode tensor, given as 

U3(it t /∈ g1, jq q /∈ g2) =  U1(a1, · · ·  , an)U2(b1, · · ·  , bm), (2.3) 
d1,··· ,dk 

where ar = ir for r /∈ g1, br = jr for r /∈ g2, ag1(p) = dp for p = 1, · · ·  , k, and 

bg2(p) = dp for p = 1, · · ·  , k. 

Based on tensor merging product, we note that recovering a tensor from tensor 

train decomposition is a process of applying tensor merging product on tensor train 

factorizations. Let R0 = 1,  Ui ∈ RRi−1×Ii×Ri , i  = 1, · · ·  , n, be  n 3 order tensors. The 

recovery of the n + 1 order tensor is equivalent to find a set of 3 order tensors such 

that 

1 1 ∈ R
I1×···×In×RnU = U1 ×3 U2 × · · · ×3 Un . (2.4) 
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Tensor merging product also applies in the matrix product. For instance, the matrix 

product between A ∈ Rm×r and B ∈ Rr×n is equivalent to A ×2
1 B. This is because 

if C = A ×B, then C(i, j) =  k A(i, k)B(k, j). Similarly, A ×B = B ×1
2 A. 

and B ∈ RR1×···×Rk×NLemma 1 Let A ∈ RM×R1×···×Rk be two k + 1  mode tensors, 

and let A ∈ R
M×(R1···Rk) and B ∈ R

(R1···Rk)×N be the right and left unfolding of A and 
1,··· ,k

B. Tensor merging product, A × B, is the same as A ×B.2,··· ,k+1 

Proof The (m, n)th entry in the result gives 

1,··· ,n(A × = A(m, r1, · · ·  , rn)B(r1, · · ·  , rn, n), (2.5)2,··· ,n+1 B)m,n 

r1,··· ,rn 

which is the same as the (m, n)th entry given by A ×B. 

2.3 Tensor Train PCA (TT-PCA) 

2.3.1 TT-PCA Algorithm 

Definition 2.3.1 (Tensor Train Subspace (TTS) ) A tensor train subspace, STT ⊆ 

R
I1×I2×···×In , is defined as the span of a n-order tensor that is generated by the tensor 

merging product of a sequence of 3-order tensors. Specifically, 

1 1 1 = Δ {U1 × U2 × · · · ×  Un ×3 a| a ∈ R
Rn }. (2.6)STT 3 3 

For comparison with vector subspace model, tensors can be vectorized into vectors 

and the tensor train subspace expressed under matrix form gives 

STT = {L(U1 ×1
3 U2 × · · · ×3

1 Un)a| a ∈ R
Rn }. (2.7) 

We note that a tensor train subspace is determined by U1, U2, · · ·  , Un, where Ui ∈ 

R
Ri−1×Ii×Ri , R0 = 1.  When  n = 1, the proposed tensor train subspace reduces to the 

linear subspace model under matrix case. 

Lemma 2 (Subspace Property) STT is a Rn dimensional subspace of RI1···In for a 

given set of decomposed tensors., {U1, U2, · · ·  , Un}. 
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We next briefly outline some useful properties of the TT decomposition that will 

be used in this paper. 

Lemma 3 (Left-Orthogonality Property [22, Theorem 3.1]) For any tensor X ∈ R
I1×···×In×Rn 

of TT-rank R = [R1, · · ·  , Rn−1], the TT decomposition can be chosen such that L(Ui) 

∈ RRi×Riis left-orthogonal for all i = 1, · · ·n, or  L(Ui) L(Ui) =  IRi . As a conse-

quence of this result we have the following Lemma. 

Lemma 4 (Left-Orthogonality of Tensor Merging Product) If L(Ui) is left-orthogonal 

for all i = 1, · · ·  , n, then L(U1 ×1
3 · · · ×3

1 Uj ) is left-orthogonal for all 1 ≤ j ≤ n. 

Proof Let Bj = L(U1 ×1
3 · · · ×3

1 Uj ). We first show Bj+1 = (IIj+1 ⊗Bj ) × L(Uj+1). 

Using this, and induction (since the result holds for j = 1), the result follows. Bj 

is a matrix of shape (I1I2 · · · Ij ) × Rj . When  Ij+1 = 1,  Uj+1 is a 3rd order tensor 

of shape Rj × 1 × Rj+1, which is equivalent to a matrix of shape Rj × Rj+1, thus  

Bj+1 = Bj ×Uj+1 becomes standard matrix multiplication. When Ij+1 > 1, the tensor 

merging product is equivalent to the concatenation of Ij+1 matrix multiplications, 

which thus is Bj+1 = (IIj+1 ⊗Bj ) × L(Uj+1). 

Thus, we can without loss of generality, assume that L(Ui) are left-orthogonal for 

all i. Then, the projection of a data point y ∈ RRn on the subspace STT is given by 

L(U1 ×1
3 U2 × · · · × Un) y. 

Tensor Train Principle Component Analysis (TT-PCA) Given a set of 

tensor data Xi ∈ RI1×···×In , i = 1, · · ·  , N , we intend to find  rn principal vectors that 

convert a set of observations of possibly correlated variables into a set of values of 

linearly uncorrelated variables. The rn principal vectors can be stacked as a matrix 

) ∈ RI1···In×rn ∈ Rri−1×Ii××riL(U1U2 · · ·Un such that Ui , with r0 = 1. The objective 

of Tensor Train PCA (TT-PCA) is to find such U1,U2, · · ·  ,Un such that the distance 

of the points from the TTS formed by U1,U2, · · ·  ,Un is minimized. We note that for 

n = 1, this is the same objective as that for standard PCA [44]. In Fig 2.1, we provide 

a TT-PCA example for a set of N tensor data of dimension I1 × I2 × I3 and tensor 
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Fig. 2.1.: TT-PCA: Tensor Train subspace L(U1U2U3). 

train rank [r1, r2, r3]. The tensor train subspace is given by the left unfolding after the 

tensor connect product of U1,U2,U3. Intuitively, tensor train subspace seeks a more 

···In×Nefficient and compressible structure within the PCA subspace. Let D ∈ R
I1 be 

the matrix that concatenates the N vectorizations such that the ith column of D is 

V(Xi). The goal then is to find U1,U2, · · ·  ,Un such that the distance of points from 

the subspace is minimized. More formally, we wish to solve the following problem, 

min L(U1 · · ·Un)A −D 2 
F . (2.8) 

Ui,i=1,··· ,n,A 

This optimization problem in (2.8) is a non-convex problem. We however note 

that the problem is convex w.r.t. each of the variables (Ui, i = 1, · · ·  , n,A) when the 

rest are fixed. Thus, one approach to solve the problem is to alternatively minimize 

over the variables when the rest are fixed. We propose an alternate approach that 

is based on successive SVD-algorithm for computing TT Decomposition in [22]. It is 

worthy to point that the proposed TT-PCA algorithm is a one-pass successive SVD-

algorithm, rather than an iteration algorithm. The theoretical analysis in [22] shows 

that the successive SVD-algorithm is able to efficiently find the low rank tensor train 

decomposition that is close to the optimal. The algorithm steps are given in Algorithm 

1. The algorithm steps assume that rank vector is not known, and estimates the ranks 

based on thresholding singular values. However, if the ranks are known, the threshold 

will be at the ri number of singular values rather than at τ fraction of the maximum 
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Algorithm 1 Tensor Train Principle Component Analysis (TT-PCA) Algorithm 

Input: N tensors Xi ∈ R
I1×I2×···×In , i = 1, · · ·  , N , threshold parameter τ 

Output: Decomposition for tensor train subspace U1,U2, · · ·  ,Un and the represen-

tation A 

Y ∈ RI1×I2×···×In×N1: Form Y as an order n + 1 tensor s.t. , which is formed by 

concatenating all data points Xi in the last mode. 

∈ RI1×(I2···InN)2: Set X1 to be the Y[1] and apply SVD to Y1 such that Y1 = 

U1S1V1 . Threshold singular values in S1 by maintaining the singular value 

larger than τσmax1 , where σmax1 is the largest singular value of S1, to get  S̃ 
1 and 

the number of non-zero singular values in S̃ 
1 as r1, calculate X2 = S̃ 

1V and set 

U1 = L−1(U1) ∈ R
1×I1×r1 . 

3: for i = 2  to  n do 

∈ Rri−1×(Ii···InN) to Yi4: Reshape Xi ∈ R(ri−1Ii)×(Ii···InN) and apply SVD to Yi 

such that Yi = UiSiVi 

5: Threshold singular values in Si by maintaining the singular value larger than 

τσmaxi to get S̃ 
i and the number of non-zero singular values in S̃ 

i as ri. 

6: Set Ui = L−1(Ui) ∈ R
ri−1×Ii×ri and Xi+1 = S̃ 

iVi 

7: end for 

8: Set A = Xn+1 
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singular value. The proposed algorithm goes from left to right and find the different 

Uis. We note that this algorithm extends computing TT Decomposition in [22] by 

thresholding over the singular values, which tries to find the low rank approximation 

since the data is not exactly low rank. Such approaches for thresholding singular 

values for data approximation to low rank have been widely used for matrices [45,46]. 

The advantage of the approach include the following: (i) There are no iterations 

like in Alternating Minimization based approach, and the complexity is low. (ii) The 

obtained L(Ui) is left-orthogonal for all i = 1, · · ·  , N . Due to this property, we have 

by Lemma 4 that L(U1 · · ·Un) is left-orthogonal. Thus, the projection of a data point 

D ∈ R
I1×···×In onto the TT subspace formed is (L(U1 · · ·Un))

T V(D) .  

2.3.2 Classification Using TT-PCA 

In order to use TT-PCA for classification, we assume that we have Ntr data points 

Xi ∈ RI1×I2×···×In , i = 1, · · ·  , Ntr for training, each having label li ∈ {1, · · ·  , C} that 

identify the association of the data points to the C classes, and let Nte data points 

as test data points that we wish to classify into the C classes. The first step is to 

perform TT-PCA for each of the C classes based on the data points that have that 

particular label among the N training data points. Let the corresponding Ui:i=1,··· ,n 

(j) (j) (j)
for class j be denoted as U . Further, let U(j) = L(U · · ·Un ). For a datai:i=1,··· ,n 1 

point in the testing set Y ∈ R
I1×···In , we wish to decide its label based on its distance 

to the subspace. Thus, the assigned label is given by 

U(j)U(j) 2Label(Y) = arg min V(Y) −V(Y) 2. (2.9) 
j=1,··· ,C 

2.3.3 Storage and Computation Complexity 

In this subsection, we will give the amount of storage needed to store the sub-

space, and complexity for doing TT-PCA and classification based on TT-PCA. For 

comparisons, we consider the standard PCA, CANDECOMP/PARAFAC baed PCA 
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(CP-PCA ) [47], and Tucker based PCA (T-PCA) algorithm [31]. We let d = I1 · · · In 

be the dimension of each vectorized nth order tensor data. Suppose we have N data 

points. We assume that I1 = · · ·  = In. Further, rank for PCA is chosen to be r, 

rank in each unfold for T-PCA is assumed to be r, and the ranks ri = r for i ≥ 1 

are chosen for TT-PCA. We note that ranks in each decomposition have a different 

interpretation and not directly comparable. 

Storage of subspace: Under PCA model, the storage needed is for a d × r matrix 

which is left-orthogonal, and thus 

dim(PCA) = dr − r(1 + r)/2, (2.10) 

where the r(1+r)/2 component is saved in storage as a result of orthonormal property 

of the PCA bases. 

Under T-PCA model, n linear transformations and r core tensors need to be 

stored, and thus 

1 
dim(T-PCA) = r n+1 + n dn r − r(1 + r)/2 , (2.11) 

where rn+1 is the storage for r cores, each ∈ R
r×···×r , and n(dn 

1 
r − r(1 + r)/2) is the 

storage for n linear transformations. nr(1 + r)/2 amount of storage is saved due to 

the orthonormal property of the linear transformation matrices. 

Under CP-PCA model, the reconstruction of the tensor data requires to store r 

vector sets, and each vector set is a best rank-1 CP approximation of the tensor data, 

thus the overall storage cost for the CP-PCA is 

1 
n .dim(CP-PCA) = rnd (2.12) 

It is worthy to hight that CP-PCA is actually a tensor reconstruction algorithm 

without specifying the tensor subspace. Thus although CP-PCA provides a way to 

reduce the dimensionality of tensor data via searching a CP structure, it can not 

provide a subspace like PCA subspace where data can be projected on. 

Under TT-PCA model, we need to store U1, · · ·  , Un which are all left-orthogonal, 

and thus 
1 

dim(TT-PCA) = dn r(r(n − 1) + 1)  − r(1 + r)n/2, (2.13) 
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where U1 takes dn 
1 
r − r(1 + r)/2 and the remain n − 1 MPS takes (n − 1)(dn 

1 
r2 − 

r(1 + r)/2). 

We also consider a metric of normalized storage, compression ratio, which is the 

ratio of subspace storage to the entire Nd  amount of data storage, or equivalently 
dim(ST)ρST = 
Ntrd , where ST can be any of PCA, T-PCA, or TT-PCA. 

Computation Complexity of finding reduced subspace: We will now find the 

complexity of the three PCA algorithms (standard PCA, T-PCA, and TT-PCA). We 

assume that there are C classes, Ntr is the total number of training data points, and 

Nte be the total number of test data points. To compute standard PCA, we first 

compute the covariance matrix of the data, whose complexity is O(d2Ntr). This is 

followed by eigenvalue decomposition of the covariance matrix, whose complexity is 

O(d3). Thus, the overall complexity is O(d2 max(Ntr, d)). To compute the subspace 

corresponding to T-PCA, we first compute n orthonormal linear transformations using 

SVD, which takes O(nd 
1 2) [21] time. This is followed by finding the subspace n r 

basis for the dimensional reduced tensor by PCA, which takes O(r2n max(Ntr, r
n)) 

time. Thus, the total computation complexity is O(r2n max(Ntr, r
n) +  nd 

1 2). Then r 

computation complexity for finding the tensor train subspace needs the recovery of 

the n components (U1, · · ·  ,Un), which takes O(ndn 
1 
r3) time for calculation based on 

Algorithm 1. 

Classification Complexity: Prediction under standard PCA model is equiva-

lent to solving (2.9), whose computation complexity is O(NteCdr). For T-PCA, we 

need additional step to make U for each class, which required an additional com-

plexity of O(dCr2). Thus, the overall complexity for prediction based on T-PCA is 

O(Cdr max(Nte, r)). TT-PCA needs the same steps as T-PCA where first a conver-

sion to U is needed which has a complexity of O(dCr2) for each class giving an overall 

complexity of O(Cdr max(Nte, r)). 

These results for PCA, T-PCA and TT-PCA are summarized in Table 2.1, where 

the lowest complexity entries in each column are bold-faced. We can see that TT-

PCA has advantages in both storage and subspace computation. Although TT-PCA 
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Table 2.1.: Storage and computation complexity for PCA algorithm. The bold entry in 

each column depicts the lowest order. 

Storage Subspace Computation Classification 

PCA dr − r(1+r) 
2 O(d2 max(Ntr, d)) O(CdrNte) 

T-PCA n+1 r − r(r+1)r + n(d )
2 

1 
n O(r2n max(Ntr + rn) +  nd r2) 

1 
n O(Cdr max(Nte, r)) 

TT-PCA 
1 

dn r(r(n − 1) +  1) − r(r+1)n 
2 

1 
O(ndn r3) O(Cdr max(Nte, r)) 

1 
CP-PCA rnd n N/A N/A 

degrades in computation complexity compared with PCA in making prediction, the 

extra complexity is dependent on amount of testing data and is negligible for Nte > r. 

2.3.4 Results 

In this section, we compare the proposed TT-PCA algorithm with the T-PCA 

[48–50], CP-PCA [47], and the standard PCA algorithms. T-PCA is a Tucker de-

composition based PCA that has been shown to be effective in face recognition, and 

CP-PCA is a CP decomposition based PCA that has been shown to be efficient in 

dimensionality reduction for tensor data. 

We first compare the low rank reconstructed data using PCA, CP-PCA, T-PCA, 

and TT-PCA algorithms, and the algorithm performance is evaluated by the recon-

struction error at different compression. Specifically, efficient PCA algorithms give 

low reconstruction error at the same compression ratio. We then compare the clas-

sification error among all algorithms, and the label is selected by the label of the 

subspace that gives the minimal residual errors, as depicted in (2.9). However, since 

CP-PCA [47] does not have a subspace structure, the classification is only compared 

among PCA, T-PCA, and TT-PCA. 

The evaluation is conducted in the Extended YaleFace Dateset B [51, 52], which 

consists of 38 persons with 64 faces each that are taken under different illumination. 

Extended YaleFace Dateset B has been shown to satisfy subspace structure [53], 
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Fig. 2.2.: First Eigen Face for PCA and First Tensor Face for T-PCA and TT-PCA under 

different compression ratios. The number at top are the compression ratios. 

which motivates our choice for exploring multi-dimensional subspace structures in 

this dataset. For the experiments each image of a person is reshaped as Xi ∈ R6×8×6×7 

to validate the approach using tensor subspaces. In addition, the TT-PCA algorithm 

is further evaluated in MNIST Dataset and Cifar10 Dataset. 

Extended YaleFace Dataset B 

We first compare the first dominant eigen-face for PCA and the first dominant 

tensor-face for T-PCA and TT-PCA by sampling Ntr = 20 images from one randomly 

selected person, and reshape each of the images into a 4th order tensor for tensor 

PCA analysis. We add a Gaussian noise N (0, 900) to each pixel of the image. TT-

PCA and T-PCA have the flexibility in controlling compression ratio by switching 

τ , where larger τ gives high compression ratio and less accuracy in approximation 

and vice versa. Figure 2.2 shows the tensor-face for T-PCA and TT-PCA under 

different compression ratio, and the eigen-face for PCA, where the compression ratio 

(marked on top) is decreasing from left-right (implying increasing data compression) 

for the tensor PCA algorithms. TT-PCA shows a better performance in constructing 
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Fig. 2.3.: Face denoising under PCA, T-PCA and TT-PCA. The reconstruction errors are 

marked on top of each image. Different images in each row correspond to decreasing com-

pression ratios (increasing compression, increasing τ) from left to right. The compression 

ratios for T-PCA and TT-PCA are the same (left-right) as that in Fig. 2.2. 

tensor-face than both the T-PCA and PCA algorithms since the dominant eigen-face 

pictorially takes more features of the noiseless image of the person. As τ increases 

(which changes compression, from left to right), tensor rank becomes lower and tensor-

face degrades to more blurry images. Under similar compression ratio, such as 6.86% 

for TT-PCA and 9.72% for T-PCA, TT-PCA performs better than T-PCA since the 

tensor face is less affected by noise. 

We further illustrate one image sampled from the 20 noisy images and its projec-

tion onto (a) the linear subspace given by PCA with ranks being 16, 14, 12, 10, 8, 6, 4, 2 

(from left-to-right), which gives compression ratios of 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 

(b) the multi-linear subspace given by T-PCA with compression ratio 1, 0.638.0.228, 

0.972, 0.038, 0.021, 0.011, 0.005, and (c) tensor train subspace given by TT-PCA with 

compression ratio 1, 0.901, 0.293, 0.142, 0.069, 0.041, 0.028, 0.003. The reconstruction 
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Fig. 2.4.: Reconstruction error versus Compressed Ratio for Extended YaleFace Dataset B 

Dataset. 38 faces with noise are selected from the data set and the training sample size f 

is 10, 20, 30 (from left to right) respectively. 

error, defined as the distance between the original image (without noise) and the 

projection of the noisy image to the subspace, is depicted at the top of images in 

Figure 2.3. As seen from the figure the reconstruction errors of T-PCA and TT-

PCA are significantly lower than that of PCA, and TT-PCA gives the lowest 15.31% 

reconstruction error under 0.069 compression ratio. 

Reconstruction using TT-PCA-Next, we evaluate the reconstruction error 

of PCA, T-PCA, CP-PCA and TT-PCA. Since PCA is a dimensionality reduction 

algorithm that minimizes the reconstruction error under limited parameter budget, 

we test the reconstruction error, defined as �Xreconstruct − X  F / �X F , versus the 

compression ratio for the four algorithms in Fig 2.4. We also note that unlike the 

other PCA algorithm where the maximal rank is known, it is unclear the maximal 

rank for CP-PCA algorithm. Meanwhile, CP-PCA is a sequential PCA algorithm 

where a rank r approximation of a tensor depends on the rank r − 1 approximation. 

Considering the time budget for the computation, we chose the maximum rank of 

CP-PCA to be 100 that leads the maximum compression ratio for CP-PCA to be 0.1. 

The numerical results on YaleFace Dataset demonstrate that disregard the training 

sample size, TT-PCA gives lower reconstruction error than PCA, T-PCA, and CP-

PCA under any compression ratios. 
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Fig. 2.5.: Classification Error in log 10 scale versus Compressed Ratio for Extended Yale-

Face Dataset B Dataset. 38 faces with noise are selected from the data set and the training 

sample size f is 10, 20, 30 (from left to right) respectively. 

Classification using TT-PCA - Next, we test the performance of PCA, T-

PCA, and TT-PCA for classification. For classification, we choose f training data 

points (at random) from each of the 38 people, and thus the amount of training data 

points is Ntr = 38f . The remaining data of each person is used for testing, and 

thus Nte = 38(64 − f). For training sizes f = 10, 20, 30, Figure 2.5 compares the 

classification error of the different algorithms as a function of compression ratio for 

each f . We note that as f increases, the classification performance becomes better 

for all algorithms. We further see that TT-PCA performs better at low compression 

ratios, and the classification error increases after first decreasing. This is because with 

higher compression ratios (low compression), the approaches will try to over-fit noise 

leading to lower classification accuracy. This indicates that human face data under 

different illumination conditions lies not only close to the subspace models, but are 

better approximated by tensor train subspace models. Further we note that TT-PCA 

requires far less training sample size compared to other approaches. 

MNIST Dataset MNIST dataset includes 60,000 hand written digits from 0 to 

9, and each image is of size 28 × 28. To evaluate the TT-PCA algorithms, we ran-

domly select 1000 images for each digit, which are further split to 100 for training 

and 900 for testing. Reconstruction error and classification error versus compression 

ratio is shown in Fig 2.6. TT-PCA outperforms than PCA, T-PCA, and CP-PCA 
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Fig. 2.6.: Reconstruction Error versus Compression Ratio (left) and Classification Error in 

log 10 scale versus Compression Ratio (right) for MNIST dataset. 

by a large margin for the reconstruction error, and at the compression ratio 0.8, TT-

PCA gives very small amount of reconstruction error, demonstrating the efficiency in 

capturing the low-dimensional structure in the image data. Even though TT-PCA 

performs slightly worse than PCA and T-PCA in classification when the compression 

ratio is larger than 0.4, TT-PCA still shows improved classification performance at 

compression ratio 0.1 that is attributes to the efficient extraction of the discrimina-

tive features from the images. It is worthy to note that better reconstruction does 

not indicate better classification, and the better classification requires better feature 

extraction. 

CIFAR-10 Dataset CIFAR-10 dataset consists of 60000 32x32 color images in 

10 classes. It is selected because CIFAR-10 is a colorful data with more noise, and 

is harder to reconstructed and classified. The TT-PCA algorithms are evaluated 

by randomly sampling 1000 images from each class, where 100 images are used for 

training and the remaining 900 images are used for testing. Each colorful image of 

size 32 × 32 × 3 is heuristically reshaped into 4 × 8 × 4 × 4 × 3 for tensor PCA analysis. 

Similar to the performance of TT-PCA for MNIST dataset, TT-PCA outperforms 

than the others in image reconstruction and classification by a larger margin, which 

in part is due to improved capability in de-noising of noisy data. However, the overall 
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Fig. 2.7.: Reconstruction Error versus Compression Ratio (left) and Classification Error in 

log 10 scale versus Compression Ratio (right) for Cifar10 dataset. 

classification performance for PCA, T-PCA, and TT-PCA down-grades significantly 

as compared to the classification results for MNIST, demonstrating the difficulty in 

classifying noisy dataset. Nevertheless, TT-PCA still gives the best classification 

results at the compression ratio 0.2. 

2.4 Tensor Train Neighbor Preserving Embedding (TT-NPE) 

Unlike TT-PCA that maintains the global information of the data distribution 

and reduces the dimensionality of tensor data by projecting data onto a tensor train 

subspace to minimize the reconstruction error, an tensor train neighbor preserving em-

bedding algorithm seeks a projection with a tensor train structure that maintains the 

local information (in particular neighborhood information). Mathematically, given 

∈ RI1×···×Ina set of tensor data Xi , i = 1, · · ·  , N , we wish to project the data Xi 

to vector ti ∈ RRn , satisfying ti = L(U1 ×1
3 U2 × · · · × Un)

T V(Xi) and preserving 

neighborhood among the projected data. We first construct a neighborhood graph 
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to capture the neighborhood information in the given data and generate the affinity 

matrix F as ⎧ ⎨ 2exp(−� Xi − Xj /� ), if Xj:j=i ∈ O(K, Xi)
Fij = F 

(2.14)   0, otherwise, 

where O(K, Xi) denotes the subset of data excluding Xi that are within the K-nearest 

neighbors of Xi, and is the scaling factor. By definition, Fii = 0. We also note that 

this is an unsupervised tensor embedding method since the label information is not 

used in the embedding procedure. Without loss of generality, we set S = F + F and 

S is further normalized by dividing entries of each row by the row sum such that each 

row sums to one. 

The goal is to find the decomposition U1, · · ·  , Un that minimizes the average 

distance between all the points and their weighted combination of remaining points, 

weighted by the symmetrized affinity matrix in the projection, i.e. 

min L (U1 ×· · ·×Un)V(Xi)− Sij L (U1 ×· · ·×Un)V(Xj ) 2
2 . (2.15) 

Uk:∀k=1,··· ,n 
i jL(Uk ) is Unitary 

Let D ∈ RI1···In×N be the matrix that concatenates the N vectorized tensor data 

such that the ith column of D is V(Xi), and let E = L(U1 × · · · × Un). Then, (2.15) 

is equivalent to 

min E (D −DS ) 2 
F . (2.16)Uk:∀k=1,··· ,n 

L(Uk ) is Unitary 

∈ R(I1···In)×NSince D − DS is determined, we set Y = D − DS . Thus the 

Frobenius norm in (2.16) can be further expressed in the form of matrix trace to 

reduce the problem to 

min tr(Y EE Y). (2.17) 
Uk:∀k=1,··· ,n 

L(Uk ) is Unitary 

Based on the cyclic permutation property of the trace operator, (2.17) is equivalent 

to 

min tr(E YY E). (2.18) 
Uk:∀k=1,··· ,n 

L(Uk) is Unitary 
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Let Z = YY ∈ R(I1···In)×(I1···In) be the constant matrix. Then, the problem (2.18) 

becomes 

min tr(E ZE). (2.19) 
Uk :∀k=1,··· ,n 

L(Uk) is Unitary 

We will use the alternating minimization method [54] to solve (2.19) such that each 

Uk is updated by solving 

min tr(E ZE). (2.20) 
Uk:L(Uk ) is unitary 

In order to solve (2.20), we use an iterative algorithm. Each Uk:k=1,··· ,n is initialized 

by tensor train decomposition [21] with a thresholding parameter τ , which zeros out 

the singular values which are smaller than τ times the maximum singular value, such 

that tensor train ranks (R1, · · ·  , Rn) are determined. The larger the thresholding 

parameter τ , the smaller the tensor train ranks. Typically, τ could be chosen via 

cross validation such that the classification error in the validation set is minimized. 

2.4.1 Tensor Train Neighbor Preserving Embedding using Tensor Net-

work (TTNPE-TN) 

Let Z ∈ R
I1×···×In×I1×···×In be the reshaped tensor of Z, and 

= U1 × · · · × Uk−1 ∈ R
I1×···×Ik−1×Rk−1T1 , 

(2.21) 
∈ R

Rk ×Ik+1×···×In×RnTn = Uk+1 × · · · × Un . 

For updating Uk:k=1,··· ,n−1, based on Lemma 1, we note that (2.20) can be written 

as 

1,2,3 8 2,··· ,n−k+1 1,··· ,k−1 2,··· ,n−k+1 1,··· ,k−1min Uk ×1,2,3tr4 Z × Tn × ,n+k−1T1 × Tn ×1,··· T1n+k+1,··· ,2n n+1,··· k+1,··· ,n ,k−1
Uk 

L(Uk) is unitary 

1,2,3× Uk. (2.22)1,2,3 

2,··· ,n−k+1Let A ∈ R
Rk−1×Ik×Rk×Rk−1×Ik×Rk be the 6-order tensor, given as tr8 Z × Tn4 n+k+1,··· ,2n 

1,··· ,k−1 2,··· ,n−k+1 1,··· ,k−1× ,n+k−1T1 × Tn ×1,··· ,k−1T1 , where the details to compute A via tensor n+1,··· k+1,··· ,n 

merging product is given in Appendix A. 
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Thus (2.22) becomes 

1,2,3 1,2,3min Uk ×1,2,3 A ×1,2,3 Uk. (2.23) 
Uk:L(Uk) is unitary 

Based on Lemma 1, the tensor merging product (2.23) can be transformed into 

matrix product. Thus, (2.23) becomes 

min V(Uk) AV(Uk), (2.24) 
Uk:L(Uk) is unitary 

where A ∈ R(Rk−1IkRk)×(Rk−1Ik Rk) is the reshaped form of A. A differentiable function 

under unitary constraint can be solved by the algorithm proposed in [55]. In problem 

(2.24), the gradient of objective function to V(Uk) is 2AV(Uk). 

Updating Un is different from solving Uk:k=1,··· ,n−1 since the trace operation 

merges the tensor Un with itself, thus (2.23) does not apply for solving Un. Instead, 

updating Un in (2.20) is equivalent to solving 

2 1,2 1,··· ,n−1 1,··· ,n−1 1,2min tr Un× (Z × T1 × T1)× Un .1 1,2 n+1,··· ,2n−1 1,··· ,n−1 1,2 
Un:L(Un) is unitary 

1,··· ,n−1Let B ∈ RRn−1×In×Rn−1×In be the 4-th order tensor formed by (Z ×n+1,··· ,2n−1 

1,··· ,n−1
T1 × where the details to compute B via tensor merging product is given 1,··· ,n−1 T1), 

in Appendix B. Thus updating Un is equivalent to solving 

2 1,2 1,2min tr × , (2.25)1 Un 1,2B×2,3Un 
Un:L(Un) is unitary 

which by Lemma 1, can be transformed into the matrix form 

min trace(L Un) BL(Un) , (2.26)
Rn−1×In×RnUn∈R 

L(Un) is unitary 

R
(Rn−1In)×(Rn−1In)where B ∈ is reshaped from B. The gradient of the objective 

function to L(Un) is 2BL(Un). 

We now analyze the computation and memory complexity of TTNPE-TN 

algorithm, where the memory complexity indicates the memory required to store all 
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the intermediate variables. For Uk:k=1,···n−1, the generation of A requires merging the 

tensor networks, which has a computation complexity of 

Rk−1
O (I1 · · · In)2Rk−1 + (I1 · · · In)2( )2RkRn ,

I1 · · · Ik−1 

and solving (2.24) takes O (Rk−1IkRk 
2) time. Thus, the computation of A dominates 

the complexity. The memory requirement for generating A is O ((Rk−1IkRkRn)
2), 

which is large when the tensor train ranks are high. Similarly, the generation of B 

to solve Un takes O ((I1 · · · In)2Rn−1) time and solving (2.26) takes O(Rn−1InRn 
2 ), 

and the memory for generating B is O ((I1 · · · In)2), indicating solving for Un is less 

expensive than that for solving for Uk in terms of both memory and computation 

complexity. 

Although TTNPE-TN algorithm gives an exact solution for updating Ui in each 

alternating minimization step, the memory and computation cost prohibits its appli-

cation when the tensor train ranks are large. In order to address this, we propose 

a Tensor Train Neighbor Preserving Embedding using Approximate Tensor Network 

(TTNPE-ATN) algorithm in the next section, to approximate (2.20), aiming to reduce 

computation and memory cost. 

2.4.2 Tensor Train Neighbor Preserving Embedding using Approximated 

Tensor Network (TTNPE-ATN) 

Our main intuition is as follows. Without the TT decomposition constraint, the 

solution to minimize the quadratic form tr(E ZE) where E is unitary is given by E 

being the matrix formed by eigenvectors corresponding to the lowest eigenvalues of Z 

and the value of the objective is the sum of the lowest eigenvalues of Z [56]. Let the 

matrix corresponding to the eigenvectors corresponding to rn smallest eigenvalues of 

Z be Vrn . With the additional constraint that E has TT decomposition, the above 
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choice of E may not be optimal. Thus, we relax the original problem to minimize the 

distance between E and Vrn . Thus, the relaxed problem of (2.20) is 

min L(U1 × · · · × Un) −Vrn 
2 
F , (2.27) 

Uk 
L(Uk) is unitary 

···In)×rnwhere L(U1 × · · · × Un),Vrn ∈ R
(I1 . 

Let Tk be a reshaping operator that change the dimension of a matrix from 

R
(I1···In)×rn ···Ik)×(Ik+1 ···Inrn)to R(I1 , thus (2.27) is equivalent to 

1 1 2min Tk(L(T1 ×k Uk ×3 Tn)) −Tk(Vrn ) F , (2.28) 
Uk:L(Uk) is unitary 

which is equivalent to 

min (IIk ⊗ L(T1)) L(Uk)R(Tn) −Tk(Vrn ) 
2 
F , (2.29) 

Uk:L(Uk) is unitary 

which has the same format as minimizing PXQ − C F 
2 under unitary constraint. 

Since the gradient is P (PXQ −C)Q , (2.29) can be solved by the algorithm pro-

posed in [55]. 

After the relaxation, the computation complexity is O (Rk−1IkI1 · · · InRn) for cal-

culating the gradient, O ((I1 · · · In)2) for generating Vrn , and O(Rk−1IkRk 
2) for solving 

(2.29). Thus the eigenvalue decomposition for generating Vrn dominates the compu-

tational complexity. The memory for computing P and Q is 

max(I1 · · · Ik−1Rk−1, RkIk+1 · · · InRn). 

Thus both memory and computation cost of TTNPE-ATN are much less than those 

in TTNPE-TN algorithm. Therefore in the simulation section, we will only consider 

the TTNPE-ATN algorithm. We validated for a small experiment that the embed-

ding performance for the two are similar, where the validation results are omitted 

in this paper. The two algorithms (TTNPE-TN and TTNPE-ATN) are described in 

Algorithm 2. 
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Algorithm 2 TTNPE-TN and TTNPE-ATN Algorithms 

,N ∈ R
I1×I2×···×InInput: A set of N tensors Xi=1,··· , denoted as X, threshold parameter 

τ , kernel scaling parameter , number of neighbors K, thresholding parameter 

τ , and max iterations maxIter 

Output: Tensor train subspace factors U1, U2, · · ·  , Un 

1: Compute affinity matrix F by 
⎧ ⎨ 2exp(−� Xi − Xj F /� ), if Xj:j=i ∈ O(K, Xi), 

Fij =   0, otherwise, 

S = F + F and normalize S such that each row sums to 1. 

2: Form D ∈ R
I1···In×N as a reshape of the input data, compute Y = D −DS , and 

compute Z = YY . 

3: Apply tensor train decomposition [21] on X to initialize Ui=1,··· ,n with thresholding 

parameter τ , and the tensor train ranks are determined based on selection of τ . 

4: Solve VRn by applying eigenvalue decomposition on Z. 

5: Set iter = 1  

6: while iter ≤ maxIter or convergence of U1, · · ·  , Un do 

7: for i = 1  to  n do 

8: (TTNPE-TN) Update Ui in (2.24) for i < n  and in (2.26) for i = n, 

using the algorithm proposed in [55]. 

9: (TTNPE-ATN) Update Ui in (2.29) by algorithm proposed in [55]. 

10: end for 

11: iter = iter + 1  

12: end while 
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Table 2.2.: Storage and Computation Complexity Analysis for Embedding Methods. The 

bold entry in each column depicts the lowest order. 

Storage Subspace Computation Classification 

KNN dNtr 0 O(NteNtrd) 

2n 
n r.TNPE rnNtr + nd 
1 

O(n(Ntrrd + Ntrr + r3n)) O(Nter
2d + NteNtrr

n) 

3 
n rTTNPE-ATN (n − 1)(dn 

1 
r2 − r2) + (dn 

1 
r − r2) +  rNtr O(nd 

1 
+ dNtr 

2 + d2Ntr) O(Nter
2d + NteNtrr) 

2.4.3 Classification Using TTNPE-TN and TTNPE-ATN 

The classification is conducted by first solving a set of tensor train factors U1, · · ·  , Un. 

Then, the training data and testing data is projected onto the tensor train subspace 

bases as follows: 

ti = L(U1 × · · · × Un) V(Xi) ∈ R
Rn . (2.30) 

Any data point in the testing set is labeled by applying k-nearest neighbors(KNN) [57] 

classification with K neighbors in the embedded space RRn . 

2.4.4 Storage and Computation Complexity 

In this section, we will analyze the amount of storage to store the high dimen-

sional data, complexity for finding the embedding using TTNPE-ATN and the cost of 

projection onto the TT subspace for classification. KNN and TNPE [41] algorithms 

are considered for comparison. For the computational complexity analysis, let d be 

the data dimension, n and r be the reshaped tensor order and rank in TTNPE-ATN 

model, K be the number of neighbors, and Ntr (Nte) be the total training (testing) 

data. We assume the dimension along each tensor mode is the same, thus each tensor 

mode is d 
1 
in dimension.n 

Storage of data Under KNN model, the storage required for Ntr training data 

is Storage(KNN) = dNtr. Under TNPE model, the storage for the Ntr training data 

needs the space for n linear transformation which is n(dn 
1 
r), and the space for Ntr 

embedded training data of size Ntrr
n , requiring the total storage Storage(TNPE) = 
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1 11 
n r−r2)2−r2)+(drnNtr+nd Under TTNPE-ATN model, we need space (n−1)(dn r. n r 

[22] to store the projection bases U1, · · ·  , Un, and Ntrr to store the embedded training 
1 

data. Thus the total storage is Storage(TTNPE-ATN) = (n −1)(d 
1 
n r2 −r2)+(dn r − 

r2)+rNtr. We consider a metric of normalized storage, compression ratio, which is the 

ratio of storage required under the embedding method and storage for the entire data, 
Storage(ST)calculated by ρST = , where ST can be any of KNN, TNPE, TTNPE-ATN. 

Ntrd 

Computation Complexity for estimating the embedding subspace The 

computation complexity includes computation for both the addition and multipli-

cation operations. Under KNN model, data is directly used for classification and 

there is no embedding process. Under TNPE model, the embedding needs 3 steps, 

where solving n linear transformations takes O(Ntrrd) for embedding raw data, ma-

trix generation for an eigenvalue problem takes O(Ntrr
2n), and eigenvalue decompo-

sition for updating each linear transformation takes r3n , giving a total computational 

complexity O(n(Ntrrd + Ntrr
2n + r3n)). Under TTNPE-ATN model, the embedding 

takes 3 steps, where the initialization by tensor train decomposition algorithm takes 

O(nd 
1 
n r3), the generation of Z takes O(dNtr

2 +d2Ntr), and updating Uk, which includes 
1 

a gradient calculation by merging a tensor network, takes O(nd 3)), thus giving an r 

total computational complexity O(nd 
1 
n r3 + dN2 + d2Ntr).tr 

Classification Complexity Under KNN model, classification is conducted by 

pair-wise computations of the distance between a testing point with all training points, 

which has a computational complexity of O(NteNtrd). Under TNPE model, an extra 

time is required for embedding the testing data, which is O(r2dNte). However, less 

time is needed in classification by applying KNN in a reduced dimension, which is 

O(NtrNter
n). Thus the total complexity is O(r2dNte + NtrNter

n). Similarly, under 

TTNPE-ATN algorithm, embedding takes an extra computation time of O(Nter
2d), 

but a significantly less time used in classification, which is O(NteNtrr). Thus the total 

complexity is O(Nter
2d + NteNtrr). 
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The comparison of the three algorithms is shown in Table 2.2, where TTNPE-

ATN exhibates a great advantage in storage and computation for classification after 

embedding. 

2.4.5 Results 

In this section, we test our proposed tensor embedding on image datasets, where 

the 2D images are reshaped into multi-mode tensors. Reshaping images to tensors is 

a common practice to compare tensor algebraic approaches [58] since it captures the 

low rank property from the data and exhibits improved data representation. The em-

bedding is evaluated based on KNN classification, where an effective embedding that 

preserves neighbor information would give classification results close to that of KNN 

classification at lower compression ratios. We compare the proposed TTNPE-ATN 

algorithm with Tucker decomposition based neighbor preserving embedding (TNPE) 

algorithm as proposed in [41]. We further note that the authors of [41] compared 

their approach with different approaches based on vectorization of data, including 

Neighborhood Preserving Embedding (NPE), Locality Preserving Projection (LPP), 

Principal Component Analysis (PCA), and Local Discriminant Embedding (LDE). 

Since the approach in [41] was shown to outperform these approaches, we do not 

consider these vectorized data approaches in our comparison. Note that the tensor 

train rank, which determines the compression ratio, is learnt from the Algorithm 2 

based upon the selection of τ ∈ (0, 1]. 

Weizmann Face Database Weizmann Face Database [43] is a dataset that 

includes 26 human faces with different expressions and lighting conditions. 66 images 

from each of the 10 randomly selected people are used for multi-class classification, 

where 20 images from each person are selected for training and the remaining images 

are used for testing. The experiment is repeated 10 times (for the same 10 people, but 

random choices of the 20 training images per person) and the averaged classification 

errors are shown in Fig. 2.8. Each image is down sampled to 64 × 44 for ease of 
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Fig. 2.8.: Classification Error in log 10 scale for Weizmann Face Database for the three 

models. 

computation and is further reshaped to a 5-mode tensor of dimension 4×4×4×4×11 

to apply the TNPE and TTNPE-ATN algorithms. 10, 50, and 100 neighbors are 

considered to build the graph (from left to right) and the KNN from the same number 

of neighbors in the embedded space are used for classification. Since KNN does not 

compress the data, it results in a single point at a compression ratio of 1. 

We show that TTNPE-ATN performs better than TNPE when the compression 

ratio is lower than 0.9, indicating TTNPE-ATN better captures the localized features 

in the dataset thus yielding better embedding under low compression ratios. With the 

increase of compression ratio, the classification error for TTNPE-ATN algorithm first 

decreases, which is because the data structure can be better captured with increasing 

compression ratio (lower compression). The classification error then increases with 

compression ratio since the embedding overfits the background noise in the images. 

Similar trend happens for TNPE algorithm. We note that for a compression ratio of 

1, the result for TTNPE-ATN do not match that of KNN since we are learning at-

most 200-rank space (due to 20 training images for each of 10 people) while the overall 

data dimension is 64×44, thus giving an approximation at the compression ratio of 1. 

Increasing K helps preserve more neighbors for embedding, and the neighbor structure 

is preserved better. Further, the best classification results given by TTNPE-ATN 

are even better than the classification results given by KNN algorithm, indicating 

TTNPE-ATN gives better neighborhood preserving embedding as compared to the 

TNPE algorithm. 

!�"������� 
!!�"��#!������� 

KNN(K=100) 

TNPE(K=100) 

TTNPE-ATN(K=100) 
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Reshaping is investigated to verify if the performance of the embedding is sub-

ject to the empirically selected reshaping dimension (4 × 4 × 4 × 4 × 11). The optimal 

reshaping dimension has been empirically investigated in [15], where a moderate re-

shaping gives the best data representation of the multi-dimensional data. Fig. 2.9 

considers two of the possible reshapings, 4 × 4 × 4 × 4 × 11 and 8 × 8 × 4 × 11, and 

illustrates that both TTNPE-ATN and TNPE are not very sensitive to the reshaping 

method. Further, TTNPE-ATN performs better than TNPE in both the considered 

reshaping scenarios. 

��� � � � � 
���� � �� � � � � 
��� � � � 
���� � �� � � � 

Fig. 2.9.: Classification Error in log 10 scale for Weizmann dataset under reshaping 4 × 4 × 

4 × 4 × 11 and 8 × 8 × 4 × 11. 

Noise perturbation has been investigated for TTNPE-ATN algorithm in Fig. 

2.10, where 20dB, 15dB, 10dB, and 5dB Gaussian noise is added to the data. The 

performance of TTNPE-ATN algorithm downgrades when the noise increases, while 

TTNPE-ATN still out-performs than TNPE on clean data when noise is less then 

10dB. 

Execution time for tensor embedding on Weizmann dataset is illustrated in Fig. 

2.11, where we see that the proposed TTNPE-ATN is faster than TNPE in all of sub-

space learning, multi-dimensional data embedding, and embedded data classification 

operations. We also note the time for subspace learning dominates the computation 
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Fig. 2.10.: Classification Error in log 10 scale for Weizmann dataset under noise level 20dB, 

15dB, 10dB, and 5dB. 
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Fig. 2.11.: CPU time for TNPE, TTNPE-ATN and KNN on Weizmann dataset. From 

left to right are cpu time for subspace learning, multi-dimensional data embedding, and 

embedded data classification. The execution time is analyzed using Weizmann dataset 

when K is chosen to be 10 

time. Further, the summation of embedding time and classification time is also lower 

for TTNPE-ATN as compared to KNN. 

MNIST Dataset We use the MNIST dataset [42], which consists 60000 handwrit-

ten digits of size 28×28 from 0 to 9, to further investigate the embedding performance 

when the number of training samples is large. Each image is reshaped to 4 × 7 × 4 × 7 

tensor. We perform binary classification for digits 1 and 2 by using 600 training sam-

ples from each digit. Figure 2.12 shows the classification performance of the three 

algorithms (KNN on data directly, TNPE, and TTNPE-ATN) when different values 
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Fig. 2.12.: Classification Error in log 10 scale for MNIST for the three models. 

of K = 3, 5, 7 neighbors are used to construct the graph (from left to right). The 

same value of K is used for classification in the embedded space. 1000 out of sample 

images from each digit are selected for testing. 

The results in Fig. 2.12 are averaged over 10 independent experiments (over the 

choice of 600 training and 1000 test samples). 

We first note that the proposed TTNPE-ATN is the same as the standard KNN 

for that point when the training sample size is sufficient large (since the number of 

training samples do not limit the performance). Further, as the compression ratio 

increases, the classification error of the proposed TTNPE-ATN decreases first, since 

TTNPE-ATN model can effectively capture the embedded data structure. The clas-

sification error then increases since it fits the inherent noise as compared to the low 

TT-rank approximation of the data. Overall, TTNPE-ATN algorithm shows com-

parable embedding performance as TNPE algorithm in the compression ratio region 

around 0.1, outperforms TNPE for higher compression ratios (lesser compression), 

and converges to KNN results at compression ratio of 1. 

We note that TTNPE-ATN shows a different behavior for compression ratios close 

to 1 in Fig. 2.12 as compared to Fig. 2.8. This is in part since the number of training 

samples are lower than the dimension of the data in Fig. 2.8 which implies there is 
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Fig. 2.13.: Classification Error in log 10 scale for Finance for the three models. 

an overfitting of noise, while the number of training samples are higher than the data 

dimension for the results in Fig. 2.12. 

Financial Market Dataset In this section, tensor embedding method is applied 

to four year stock price data to determine whether the stock belongs to financial or 

technology sector. The stock prices used in this section are the daily adjusted closing 

prices for the top 400 companies, ranked by the market capital as of the end of 

2017, from financial and technology sectors, respectively. The data is collected from 

01/10/2014 to 12/29/2017 using [59], and the daily return of each stock is computed 

to be used as data. We did not use the absolute stock prices, but the return rates 

over these days to avoid the information in the absolute value of the stock price. 

The time-range mentioned above had 1001 business days, thus giving us 1000 data 

points for stock returns. 300 stocks from each sector (out of 400) are randomly 

sampled for training and the remaining data are used for testing. Each time series is 

reshaped to a 3rd mode tensor 10 × 10 × 10 for tensor embedding analysis. In the 

TTNPE-ATN, TNPE, and KNN algorithms, 31, 47, and 63 neighbors are selected 

for implementing the algorithm, respectively. Large number of neighbors empirically 

gives better and stable performance. Fig. 2.13 illustrates the average results of 10 

independent experiments over random choice of 300 training data for each of the two 

sectors. 

Financial data is known to be noisy. However, we note that both the TNPE and 

TTNPE-ATN embedding algorithms outperform KNN, thus the low dimensional ten-
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sor embedding is able to better reduce noise from the data. TTNPE-ATN algorithm 

classifies data more accurately in the low compression ratio regime while starts to 

degrade for compression ratio greater than 0.1, which is mainly due to over-fitting 

the noise. However, TTNPE-ATN still outperforms TNPE when the compression 

ratio is smaller than 0.3. 

2.5 Conclusion 

This paper proposes a novel algorithm for non-linear Tensor Train Neighborhood 

Preserving Embedding (TTNPE-ATN) for tensor data classification. We investi-

gate the tradeoffs between error, storage, and computation and evaluate the method 

on several vision datasets. We further show that TTNPE-ATN algorithm exhibits 

improved classification performance and better dimensionality reduction among the 

baseline approaches, and has lower computational complexity as compared to Tucker 

neighborhood preserving embedding method. In the future, we will investigate the 

convergence of tensor network optimization and provide the theoretical gap between 

TTNPE-ATN and TTNPE-TN. While there has been work on parameter selection 

for matrix-based approaches [60,61], finding the thresholding parameter for TTNPE 

is an interesting future research direction. 
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3. MISSING DATA COMPLETION 

3.1 Introduction 

Using the matrix product state (MPS) representation of the recently proposed 

tensor ring (TR) decompositions, we propose a TR completion algorithm, which is 

an alternating minimization algorithm that alternates over the factors in the MPS 

representation. This development is motivated in part by the success of matrix com-

pletion algorithms that alternate over the (low-rank) factors. We propose a novel 

initialization method and analyze the computational complexity of the TR comple-

tion algorithm. The numerical comparison between the TR completion algorithm and 

the existing algorithms that employ a low rank tensor train (TT) approximation for 

data completion shows that our method outperforms the existing ones for a variety of 

real computer vision settings, and thus demonstrates the improved expressive power 

of tensor ring as compared to tensor train. 

3.2 Related Work 

Tensor decompositions for representing and storing data have recently attracted 

considerable attention due to their effectiveness in compressing data for statistical 

signal processing [35, 36, 62–64]. We focus on Tensor Ring (TR) decomposition [23] 

and in particular its relation to Matrix Product States (MPS) [65] representation 

for tensor and use it for completing data from missing entries. In this context our 

algorithm is motivated by recent work in matrix completion where under a suitable 

initialization an alternating minimization algorithm [66,67] over the low rank factors 

is able to accurately predict the missing data. 
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Recently, tensor networks, considered as the generalization of tensor decomposi-

tions, have emerged as the potentially powerful tools for analysis of large-scale tensor 

data [65]. The most popular tensor network is the Tensor Train (TT) representation, 

which for an order-d tensor with each dimension of size n requires O(dnr2) parameters, 

where r is the rank of each of the factors, and thus allows for the efficient data repre-

sentation [21]. Tensor train decompositions have been recently considered in [29, 68] 

and the authors in [29,68] considered the completion of data via an alternating least 

square method. 

Although TT format has been widely applied in numerical analysis, its applica-

tions to image classification and completion are rather limited [29, 36, 68]. As out-

lined in [23], TT decomposition suffers from the following limitations. Namely, (i) 

TT model requires rank-1 constraints to the border factors, (ii) TT ranks are typ-

ically small for near-border factors and large for the middle factors, and (iii) the 

multiplications of the TT factors are not permutation invariant. In order to alleviate 

those drawbacks, a tensor ring (TR) decomposition has been proposed in [23]. TR 

decomposition removes the unit rank constraints for the boundary tensor factors and 

utilizes a trace operation in the decomposition. The multilinear products between 

factors also have no strict ordering and the factors can be circularly shifted due to 

the properties of the trace operation. This paper provides novel algorithms for data 

completion when the data is modeled as a TR decomposition. 

For data completion using tensor decompositions, one of the key attributes is the 

notion of the rank. Even though the rank in TR is a vector, we can assume all ranks 

to be the same, unlike that in TT case where the intermediate ranks are higher, thus 

providing a single parameter that can be tuned based on the data and the number 

of samples available. The use of trace operation in the tensor ring structure brings 

challenges for completion as compared to that for tensor train decomposition. The 

tensor ring structure is equivalent to a cyclic structure in tensor networks [66], and 

understanding this structure can help understand completion for more general tensor 

networks. We propose an alternating minimization algorithm for the tensor ring 
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completion. The initialization of the algorithm is an extension of TT approximation 

algorithm in [21] after zero-filling the missing data. Further, all the sub-problems 

in alternating minimization are converted to efficient least square problems, thus 

significantly improving the complexity of each sub-problem. We also analyze the 

storage and computational complexity of the proposed algorithm. 

We note that, to the best of our knowledge, tensor ring completion has never been 

investigated for tensor completion, even though tensor ring factorization has been 

proposed in [23]. The different novelties as compared to [23] include the initialization 

algorithm, exclusion of tensor factor normalization, conversion of tensor completion 

problem into different least square sub-problems, and analysis of complexity in storage 

and computation. 

The proposed algorithm is evaluated on a variety of datasets, including Einstein’s 

image, Extended YaleFace Dataset B, and high speed video. The results are compared 

with the tensor train completion algorithms in [29, 68], and the additional structure 

in the tensor ring is shown to significantly improve the performance as compared to 

using the TT structure. 

3.3 Background 

We first provide the fundamental background knowledge on tensor operation. 

Definition 3.3.1 (Mode-i unfolding [69]) Let X ∈ RI1×···×In be a n-mode tensor. 

Mode-i unfolding of X, denoted as X[i], matrized the tensor X by putting the ith mode 

in the matrix rows and remaining modes with the original order in the columns such 

that 

X[i] ∈ RIi×(I1···Ii−1Ii+1···In). (3.1) 

Definition 3.3.2 (Mode-i canonical matrization [69] ) Let X ∈ RI1×···×In be an nth 

order tensor, the mode-i canonical matrization gives 

�i �
It)×( It)t=1 t=i+1X<i> ∈ R( n 

, (3.2) 
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such that any entry in X<i> satisfies 

k−1 

X<i>(i1 + (i2 − 1)I1 + · · ·+ (ik − 1) It, 
t=1 

n−1 
(3.3)

ik+1 + (ik+2 − 1)Ik+1 + · · ·+ (in − 1) It) 
t=k+1 

=X(i1, · · ·  , in). 
Definition 3.3.3 (Tensor Connect Product) Let Ui ∈ RRi−1×Ii×Ri , i  = 1, · · ·  , n  be n 

3rd-order tensors, the tensor connect product between Uj and Uj+1 is defined as, 

Uj Uj+1 ∈ R
Rj−1×(Ij Ij+1)×Rj+1 = reshape (L(Uj ) ×R(Uj+1)) . (3.4) 

Thus, the tensor connect product n MPSs is 

∈ R
R0×(I1···In)×RnU = U1 · · ·Un . (3.5) 

Tensor connect product gives the product rule for the production between 3-order 

tensors, just like the matrix product as for 2-order tensor. Under matrix case, 

∈ R1×Ij ×Rj ∈ RRj ×Ij+1×1Uj , Uj+1 . Thus tensor connect product gives the vector-

ized solution of matrix product. 

We then define an operator f that applies on U. Let  U ∈ RR0×(I1···In)×Rn be the 

3-order tensor, R0 = Rn, and let f be a reshaping operator function that reshapes a 

3-order tensor U to a tensor of dimension X of dimension RI1×···×In , denoted as 

X = f(U), (3.6) 

where X(i1, · · ·  , in) is generated by 

X(i1, · · ·  , in) = tr(U(:, i1 + (i2 − 1)I1 + · · ·+ (in − 1)In−1, :)). (3.7) 

Thus a tensor X ∈ R
I1×···×In with tensor ring structure is equivalent to 

X = f(U1 · · ·Un). (3.8) 

Similar to matrix transpose, which can be regarded as an operation that cyclic 

swaps the two modes for a 2-order tensor, we define a ‘tensor permutation’ to describe 

the cyclic permutation of the tensor modes for a higher order tensor. 
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Definition 3.3.4 (Tensor Permutation) For any n-order tensor X ∈ RI1×···×In , the 

∈ R
Ii×Ii+1×···×In×I1×I2×···×Ii−1ith tensor permutation is defined as XPi such that  i, ji ∈ 

[1, Ii] 

XPi (ji, · · ·  , jn, j1, · · ·  , ji−1) =  X(j1, · · ·  , jn). (3.9) 

Then we have the following result. 

Lemma 5 If X = f(U1 · · ·Un), then XPi = f(UiUi+1 · · ·UnU1 · · ·Ui−1). 

Proof Based on definition of tensor permutation in Definition 3.3.4, on the left hand 

side, the (j1, ...., jn) entry of the tensor is 

XPi (j1, ..., jn) =  X(jn−i+2, ..., jn, j1, ..., jn−i+1). (3.10) 

On the right hand side, the (j1, ...., jn) entry of the tensor gives 

f(Ui · · ·Ui−1)(j1, · · ·  , jn) 
(3.11) 

=Trace(Ui(:, j1, :)Ui+1(:, j2, :)...Un(:, jn−i+1, :)U1(:, jn−i+2, :) · · ·Ui−1(:, jn, 1)). 

Since trace is invariant under cyclic permutations, we have 

Trace(Ui(:, j1, :)Ui+1(:, j2, :)...Un(:, jn−i+1, :)U1(:, jn−i+2, :) · · ·Ui−1(:, jn, :)) 

=Trace(U1(:, jn−i+2, :) · · ·Ui−1(:, jn, :)Ui(:, j1, :)Ui+1(:, j2, :)...Un(:, jn−i+1, :)) (3.12) 

=f(U1 · · ·Un)(jn−i+2, · · ·  , jn, j1, · · ·  , jn−i+1), 

which equals to the right hand side of equation (3.10). Since any entries in XPi are 

the same as those in UiUi+1 · · ·UnU1 · · ·Ui−1, the claim is proved. 

With this background and basic constructs, we now outline the main problem 

setup. 

3.4 Tensor Ring Completion Algorithm 

3.4.1 Problem Formulation 

Given a tensor X ∈ RI1×···×In that is partially observed at locations Ω, let PΩ ∈ 

R
I1×···×In be the corresponding binary tensor in which 1 represents an observed entry 
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and 0 represents a missing entry. The problem is to find a low tensor ring rank 

(TR-Rank) approximation of the tensor X, denoted as f(U1 · · ·Un), such that the 

recovered tensor matches X at PΩ. This problem is referred as the tensor completion 

problem under tensor ring model, which is equivalent to the following problem 

min PΩ ◦ (f(U1 · · ·Un) − X) 2 
F . (3.13) 

Ui:i=1,··· ,n 

Note that the rank of the tensor ring R is predefined and the dimension of Ui:i=1,··· ,n 

is RR×Ii×R . 

To solve this problem, we propose an algorithm, referred as Tensor Ring comple-

tion by Alternating Least Square (TR-ALS) to solve the problem in two steps. 

• Choose an initial starting point by using Tensor Ring Approximation (TRA). 

This initialization algorithm is detailed in Section 3.4.2. 

• Update the solution by applying Alternating Least Square (ALS) that alter-

natively (in a cyclic order) estimates a factor say Ui keeping the other factors 

fixed. This algorithm is detailed in Section 3.4.3. 

3.4.2 Tensor Ring Approximation (TRA) 

A heuristic initialization algorithm, namely TRA, for solving (3.13) is proposed 

in this section. The proposed algorithm is a modified version of tensor train de-

composition as proposed in [21]. We first perform a tensor train decomposition on 

the zero-filled data, where the rank is constrained by Singular Value Decomposition 

(SVD). Then, an approximation for the tensor ring is formed by extending the ob-

tained factors to the desired dimensions by filling the remaining entries with small 

random numbers. We note that the small entries show faster convergence as compared 

to zero entries based on our considered small examples, and thus motivates the choice 

in the algorithm. Further, non-zero random entries help the algorithm initialize with 

larger ranks since the TT decomposition has the corner ranks as 1. Having non-zero 
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Algorithm 3 Tensor Ring Approximation (TRA) 

Input: Missing entry zero filled tensor X ∈ R
I1×I2×···×In , TR-Rank R, small random 

variable depicting the standard deviation of the added normal random variable σ 

∈ R
R×Ii×ROutput: Tensor train decomposition Ui:i=1,··· ,n 

1: Apply mode-1 canonical matricization for X and get matrix X1 = X<1> ∈ 

R
I1×(I2I3···In) 

2: Apply SVD and threshold the number of singular values to be T1 = 

∈ RI1×T1 ∈ RT1×T1min(R, I1, I2 · · · In), such that X1 = U1S1V1 ,U1 ,S1 ,V1 ∈ 

R
T1×(I2I3···In) ∈ RR×I1×R . Reshape U1 to R1×I1×T1 and extend it to U1 by filling 

the extended entries by random normal distributed values sampled from N (0, σ2). 

∈ R
T1×(I2I3···In)3: Let M1 = S1V1 . 

4: for i = 2  to  n− 1 do 

to Xi ∈ R
(Ti−1Ii)×(Ii+1Ii+2···In)5: Reshape Mi−1 . 

6: Compute SVD and threshold the number of singular values to be Ti = 

R
(Ti−1Ii)×Timin(R, Ti−1Ii, Ii+1 · · · In), such that Xi = UiSiVi ,Ui ∈ ,Si ∈ 

R
Ti×Ti R

Ti×(Ii+1Ii+2···In) R
Ti−1×Ii×Ti ,V ∈ . Reshape Ui to and extend it to 

Ui ∈ R
R×Ii×R by filling the extended entries by random normal distributed values 

sampled from N (0, σ2). 

∈ R
Ti×(Ii+1Ii+2···In)7: Set Mi = SiVi 

8: end for 

∈ RTn−1×In ∈ RR×In×R9: Reshape Mn−1 to RTn−1×In×1 , and extend it to Un by 

filling the extended entries by random normal distributed values sampled from 

N (0, σ2) to get  Un 

10: Return U1, · · ·  ,Un 

entries can help the algorithm not getting stuck in a local optima of low corner rank. 

The TRA algorithm is given in Algorithm 3. 
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3.4.3 Alternating Least Square 

The proposed tensor ring completion by alternating least square method (TR-

ALS) solves (3.13) by solving the following problem for each i iteratively. The factors 

are initialized from the TRA algorithm presented in the previous section. 

Ui = arg min PΩ ◦ f(U1 · · ·Ui−1YUi+1 · · ·Un) − XΩ) F 
2 . (3.14) 

Y 

Lemma 6 When i = 1, solving 

Ui = arg min PΩ ◦ f(U1 · · ·Ui−1YUi+1 · · ·Un) − XΩ) F 
2 (3.15) 

Y 

is equivalent to 

PPi 2Ui = arg min Ω ◦ f(YUi+1 · · ·UnU1 · · ·Ui−1) − XΩ 
Pi 

F . (3.16) 
Y 

Proof First we note that tensor permutation does not change tensor Frobenius norm 

as all the entries remain the same as those before the permutation. In Lemma 2, we 

have 

Ui = arg min PΩ ◦ f(U1 · · ·Ui−1YUi+1 · · ·Un) − XΩ) F 
2 . (3.17) 

Y 

Since the permutation operation does not change the Frobenius norm, equivalently 

we have 

PPi 2Ui = arg min Ω ◦ (f(U1 · · ·Ui−1YUi+1 · · ·Un))
Pi − XΩ 

Pi 
F . (3.18) 

Y 

Based on Lemma 1, we have 

(f(U1 · · ·Ui−1YUi+1 · · ·Un))
Pi = f(YUi+1 · · ·UnU1 · · ·Ui−1), (3.19) 

thus equation (3.18) becomes 

= arg min PPi ◦ f(YUi+1 · · ·UnU1 · · ·Ui−1) − XPi 2 (3.20)Ui Ω Ω F . 
Y 

Thus we prove our claim. 
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Since the format of (3.16) is exactly the same for each i when the other factors are 

known, it is enough to describe solving a single Uk without loss of generality. Based 

on Lemma 6, we need to solve the following problem. 

PPk 2Uk = arg min Ω ◦ f(YUk+1 · · ·UnU1 · · ·Uk−1) − XP 
Ω 
k 

F . (3.21) 
Y 

We further apply mode-k unfolding, which gives the equivalent problem 

PPk − XPk 2Uk = arg min ◦ f(YUk+1 · · ·UnU1 · · ·Uk−1) Ω [k] F , (3.22)Ω [k] [k] 
Y 

where PP 
Ω 
k 
[k], f(YUk+1 · · ·UnU1 · · ·Uk−1) and XPk are matrices with dimension[k] Ω [k] 

R
Ik ×(Ik+1 ···InI1···Ik−1). 

The trick in solving (3.22) is that each slice of tensor Y, denoted as Y(:, ik, :), ik ∈ 

{1, · · ·  , Ik} which corresponds to each row of PΩ 
Pk 

[k], f(YUk+1 · · ·UnU1 · · ·Uk−1) and[k] 

XPk 
Ω [k], can be solved independently, thus equation (3.22) can be solved by solving Ik 

equivalent subproblems 

PPk 2Uk(:, ik, :) = argmin (ik, :) ◦ f(ZUk+1 · · ·Uk−1) − XPk (ik, :) F . (3.23)Ω [k] Ω [k] 
Z∈RR×1×R 

∈ RR×(Ik+1 ···InI1···Ik−1)×R, ΩikLet B(k) = Uk+1 · · ·UnU1 · · ·Uk−1 be the observed 
(k) R×(Ik+1 ···InI1···Ik−1)Ωik 

×R
entries in vector X[k](ik, :), thus B ∈ R are the components Ωik 

in B(k) such that PPk (ik, (Ik+1 · · · InI1 · · · Ik−1)Ωik 
) are observed. Thus equationΩ [k] 

(3.23) is equivalent to 

(k) 2Uk(:, ik, :) = argmin f(ZB ) − XPk (ik, (Ik+1 · · · InI1 · · · Ik−1)Ωik 
)) F . (3.24)Ωik Ω [k]

Z 

We regard Z ∈ RR×1×R as a matrix Z ∈ RR×R . Since the Frobenius norm of a 

vector in (3.24) is equivalent to entry-wise square summation of all entries, we rewrite 

(3.24) as 

Uk(:, ik, :) = arg min tr(Z ×B
(k) 

(:, j, :)) − XPk (ik, j) F 
2 .Ωik Ω [k] (3.25)

Z∈RR×R 
j∈Ωik 

Lemma 7 Let A ∈ R
r1×r2 and B ∈ R

r2×r1 be any two matrices, then 

Trace(A ×B) =  vec(B ) vec(A). (3.26) 
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Based on Lemma 7, (3.25) becomes 

(k) 2Uk(:, ik, :) = arg min vec((B (:, j, :)) ) vec(Z) − XPk (ik, j) F . 
Z 

Ωik Ω [k] (3.27)
(k)

j∈Ωik 

Then the problem for solving Uk[:, ik, :] becomes a least square problem. Solving Ik 

least square problem would give the optimal solution for Uk. Since each Ui:i=1,··· ,n can 

solved by a least square method, tensor completion under tensor ring model can be 

solved by taking orders to update Ui:i=1,··· ,n until convergence. We note the completion 

algorithm does not require normalization on each MPS, unlike the decomposition 

algorithm [23] that normalizes all the MPSs to seek a unique factorization. The 

stopping criteria in TR-ALS is measured via the changes of the last tensor factors 

Un since if the last factor does not change, the other factors are less likely to change. 

Details of the algorithm are given in Algorithm 3. 

3.4.4 Complexity Analysis 

Storage Complexity Given an n-order tensor X ∈ RI1×···×In , the total amount of 

parameters to store is n
i=1 Ii, which increases exponentially with order. Under tensor 

ring model, we can reduce the storage space by converting each factor (except the 

last) one by one to being orthonormal and multiply the product with the next factor. 

Thus, the number of parameters to store the MPSs Ui:i=1,··· ,n−1 with orthonormal 
n−1property requires storage i=1 (R

2Ii − R2), and Un with parameter R2In. Thus, the 

total amount of storage is R2( n
i Ii − n + 1), where the tensor ring rank R can be 

adjusted to fit the tensor data at the desired accuracy. 

Computational Complexity For each Ui, the least square problem in (3.22) 

solved by pseudo-inverse gives a computational complexity max(O(PR4), O(R6)), 

where P is the total number of observations. Within one iteration when n MPSs 

need to be updated, the overall complexity is max(O(nPR4), O(nR6)). 
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We note that tensor train completion [68] gives the similar complexity as tensor 

ring completion. However, tensor train rank is a vector and it is hard for tuning 

to achieve the optimal completion. The intermediate ranks in tensor train are large 

in general, leading to significantly higher computational complexity of tensor train. 

This is alleviated in part by the tensor ring structure which can be parametrized by 

the tensor ring rank which can be smaller than the intermediate ranks of the tensor 

train in general. In addition, the single parameter in the tensor ring structure leads to 

an ease in characterizing the performance for different ranks and can be easily tuned 

for practical applications. The lower ranks lead to lower computational complexity 

of data completion under the tensor ring structure as compared to the tensor train 

structure. 

3.4.5 Reshaping 

Fig. 3.1.: Reshaping a 4 × 4 matrix into a 2  × 2 × 2 × 2 tensor. 

In the real-settings, images are reshaped into higher order tensors by re-arranging 

the pixels into high-dimensional array, which although is a common practice in many 

literatures [29, 36, 58], fundamental analysis on the reasoning of the reshaping has 

never been provided. As shown in Fig 3.1, reshaping a 4×4 matrix into a 2×2×2×2 

captures the low rank structure of the image data in the sense that the sub-image 
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by pixels (1, 3, 9, 11) would be similar to that by pixels (5, 7, 13, 15), (6, 8, 14, 16) and 

pixels (2, 4, 10, 12). This is attributes the spatial property of vision datasets, where 

the downsampled sub-image is the original image data at low resolution. In the 

remaining of the work, the tensor ring completion algorithm is applied to the image 

after reshaping into high-dimensional tensors. 

3.5 Results 

In this section, we compare our proposed TR-ALS algorithm with tensor train 

completion under alternating least square (TT-ALS) algorithm [68], which solves the 

tensor completion by alternating least squares under tensor train format. SiLRTC 

algorithm is another tensor train completion algorithm proposed in [29] and the tensor 

train rank is tuned based on the dimensionality of the tensor. It is selected for 

comparison as it shows good recovery in image completion [29]. The evaluation merit 

we consider is Recovery Error (RE). Let X̂ be the recovered tensor and X be the 

ground truth of the tensor. Thus, the recovery error is defined as 

X̂ − X F
RE = . 

X F 

Tensor ring completion by alternating least square (TR-ALS ) algorithm is an iterative 

algorithm and the maximum iteration, maxiter, is set to be 300. The convergence is 

captured by the change of the last factorization term Un, where the error tolerance 

is set to be 10−10 . 

In the remaining of the section, we first evaluate the completion results for syn-

thetic data. Then we validate the proposed TR-ALS algorithm on image completion, 

YaleFace image-sets completion, and video completion. 

3.5.1 Synthetic Data 

In this section, we consider a completion problem of a 4-order tensor X ∈ R20×20×20×20 

with TR-Rank being 8 without loss of generality. The tensor is generated by a se-
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Fig. 3.2.: Completion for synthetic data. Synthetic data is a 4th order tensor of dimension 

20 × 20 × 20 × 20 with TR-Rank being 8. 

,4 ∈ R8×20×8quence of connected 3-rd order tensor Ui:i=1,··· and every entry in Ui are 

sampled independently from a standard normal distribution. 

TT-ALS is considered as a comparable to show the difference between tensor 

train model and tensor ring model. Two different tensor train ranks are chosen 

for the comparisons. The first tensor-train ranks are chosen as [8, 8, 8], and the 

completion with these ranks is called Low rank tensor train (LR-TT) completion. 

The second tensor-train ranks are chosen as the double of the first ( [16, 16, 16]), and 

the completion with these ranks is called High rank tensor train (HR-TT) completion. 

Another comparable used is the SiLRTC algorithm proposed in [29], where the rank 

is adjusted according to the dimensionality of the tensor data, and a heuristic factor 

of f = 1 in the proposed algorithm of [29] is selected for testing. 

Fig.3.2a shows the completion error of TR-ALS, LR-TT, HR-TT, and SiLRTC 

for observation ratio from 10% to 60%. TR-ALS shows the lowest recovery error 

compared with other algorithms and the recovery error drops to 10−10 for observation 

ratio larger than 14%. The large completion errors of all tensor train algorithm at 

https://Fig.3.2a
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every observation ratio show that tensor train algorithm can not effectively complete 

the tensor data generated under tensor ring model. Fig. 3.2b shows the convergence 

of TR-ALS under sampling ratios 10%, 15%, 20%, 30%, 40%, and 50%, and the plot 

indicates the higher the observation ratios, the faster the algorithm converges. When 

the observation ratio is lower than 10%, the tensor with missing data can not be 

completed under the proposed set-up. The fast convergence of the proposed TR-ALS 

algorithm indicates that alternating least square is effective in tensor ring completion. 

3.5.2 Image Completion 

In this section, we consider the completion of RGB Einstein Image [70], treated 

as a 3-order tensor X ∈ R600×600×3 . A reshaping operation is applied to transform the 

image into a 7-order tensor of size R6×10×10×6×10×10×3 . Reshaping low order tensors 

into high order tensors is a common practice in literature and has shown improved 

performance in classification [36] and completion [29]. Fig. 3.3a shows the recovery 

error versus rank for TR-ALS and TT-ALS when the percentage of data observed are 

5%, 10%, 20%, 30%. At any considered ranks, TR-ALS completes the image with a 

better accuracy than TT-ALS. For any given percentage of observations, the recovery 

error first decreases as the rank increases which is caused by the increased information 

being captured by the increased number of parameters in the tensor structure. The 

recovery error then starts to increase after a thresholding rank, which can be ascribed 

to over-fitting. The plot also indicates that higher the observation ratio, larger the 

thresholding rank, which to the best of our knowledge is reported for the first time. 

Fig. 3.3b shows the recovered image of Einstein image when 10% pixels are randomly 

observed. TR-ALS with rank 28 gives the best recovery accuracy in the considered 

ranks. 
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and (f) are the original Einstein image 

and the Einstein image with 10% ran-

domly observed entries. (b)-(e) are the 

completed images via TR-ALS with TR-

Rank 2, 10, 18, 28 and completion errors 
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tively. 

Fig. 3.3.: Completion for Einstein image. Einstein image is of size 600 × 600 × 3, and is 

reshaped into a 7-order tensor of size 6 × 10 × 10 × 6 × 10 × 10 × 3 tensor for tensor ring 

completion 

3.5.3 YaleFace Dataset Completion 

In this section, we consider Extended YaleFace Dataset B [71] that includes 38 

people with 9 poses under 64 illumination conditions. Each image has the size of 

192 × 168, where we down-sample the size of each image to 48 × 42 for ease of 

computation. We consider the image subsets of 38 people under 64 illumination 

with 1 pose by formatting the data into a 4-order tensor in R48×42×64×38 , which is 

further reshaped into a 8-order tensor X ∈ R6×8×6×7×8×8×19×2 . We consider the case 
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Table 3.1.: Completion error of 10% observed Extended YaleFace data via TT-ALS and 

TR-ALS under rank 5, 10, 15, 20, 25, 30. 

Rank 5 10 15 20 25 30 

TT-ALS (R6×8×6×7×8×8×19×2)  37.08% 29.65% 27.91% 26.84% 26.16% 25.55% 

TR-ALS (R6×8×6×7×8×8×19×2)  33.45% 24.67% 20.72% 18.47% 16.92% 16.25% 

TR-ALS (R2×3×2×4×2×3×7×8×8×19×2) 33.73% 25.08% 21.20% 18.97% 17.34% 16.34% 

TR-ALS (R48×42×64×38) 30.36% 26.08% 23.74% 22.22% 21.48% 21.57% 

when 10% of pixels are randomly observed. YaleFace sets completion is considered to 

be harder than an image completion since features under different illumination and 

across human features are harder to learn than information from the color channels of 

images. Table 3.1 shows that for any considered rank, TR-ALS recovers data better 

than TT-ALS and the best completion result in the given set-up is 16.25% for TR-

ALS as compared with 25.55% given by TT-ALS. Further we reshape the data into 

an 11-order tensor and 4-order tensor to evaluate the effect of reshaped tensor size on 

tensor completion. The result in Table 3.1 shows that in the given reshaping set-up, 

reshaping tensor from 4-order tensor to 7-th order tensor significantly improve the 

performance of tensor completion by decreasing recovery error from 21.48% to 16.25%. 

However, further reshaping to 11-order tensor slightly degrades the performance of 

completion, resulting in an increased recovery error to 16.34%. 

Fig. 3.4 shows the original image, missing images, and recovered images using 

TR-ALS and TT-ALS algorithms for ranks of 10, 20, and 30, where the completion 

results given by TR-ALS better captures the detail information given from the image 

and recovers the image with a better resolution. 

3.5.4 Video completion 

The video data we used in this section is high speed camera video for gun shooting 

[72]. It is downloaded from Youtube with 85 frames in total and each frame is 

https://ALSascomparedwith25.55
https://30.36%26.08
https://R2�3�2�4�2�3�7�8�8�19�2)33.73
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Fig. 3.4.: YaleFace dataset is sub-sampled to formulate into a tensor of size 48×42×64×38, 

which is reshaped into a 8-order tensor of size 6 × 8 × 6 × 7 × 8 × 8 × 19 × 2 for tensor ring 

completion. 90% of the pixels are assumed to be randomly missing. From top to bottom 

are original images, missing images, TR-ALS completed images with TR-Ranks 10, 20, 30, 

and TT-ALS completed images with TT-Ranks 10, 20, 30. 

Table 3.2.: Completion error of 10% observed Video data via TT-ALS and TR-ALS under 

rank 10, 15, 20, 25, 30. 

Rank 10 15 20 25 30 

TT-ALS 19.16% 14.83% 16.42% 16.86% 16.99% 

TR-ALS 13.90% 10.12% 8.13% 6.88% 6.25% 

consisted by a 100 × 260 × 3 image. Thus the video is a 4-order tensor of size 

100 × 260 × 3 × 85, which is further reshaped into a 11-order tensor of size 5 ×2 × 5× 

2 ×13 × 2 × 5 × 2 × 3 × 5 × 17 for completion. Video is a multi-dimensional data with 

different color channel a time dimension in addition to the 2D image structure. 
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Fig. 3.5.: Gun Shot is a video of size 100 × 260 × 3 × 80 download from Youtube, which 

is reshaped into a 11-order tensor of size 5 × 2 × 5 × 2 × 13 × 2 × 5 × 2 × 3 × 5 × 17 for 

tensor ring completion. 90% of the pixels are assumed to be randomly missing. (a) and (g) 

are the first frame of the original video and missing video. (b)-(f) are the completed frame 

via TR-ALS using TR-Rank 10, 15, 20, 25, 30. (h)-(l) are the completed frame via TT-ALS 

using TR-Rank 10, 15, 20, 25, 30. 

In Table 3.2, we show that TR-ALS achieves 6.25% recovery error when 10% of 

the pixels are observed, which is much better than the best recovery error of 14.83% 

achieved by TT-ALS. The first frame of the video is shown in Fig. 3.5, where the first 

row shows the original frame and the completed frames by TR-ALS, and the second 

row shows the frame with missing entries and the frames completed by TT-ALS. The 

resolution, and the display of the bullets and the smoke depict that the proposed 

TR-ALS achieves better completion results as compared to the TT-ALS algorithm. 

3.6 Conclusion 

We propose a novel algorithm for data completion using tensor ring decompo-

sition. This is the first paper on data completion exploiting this structure which 

is a non-trivial extension of the tensor train structure. Our algorithm exploits the 

matrix product state representation and uses alternating minimization over the low 

rank factors for completion. The evaluation of the proposed approach on a vari-

ety of datasets, including Einstein’s image, Extended YaleFace Dataset B, and video 
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completion demonstrates the significant improvement of tensor ring completion as 

compared to tensor train completion. 

Deriving provable performance guarantees on tensor completion using the pro-

posed algorithm is left as further work. In this context, the statistical machinery for 

proving analogous results for the matrix case [66, 67] can be used. 
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4. MODELL COMPRESSION 

4.1 Introduction 

Deep neural networks have demonstrated state-of-the-art performance in a variety 

of real-world applications. In order to obtain performance gains, these networks have 

grown larger and deeper, containing millions or even billions of parameters and over 

a thousand layers. The trade-off is that these large architectures require an enormous 

amount of memory, storage, and computation, thus limiting their usability. Inspired 

by the recent tensor ring factorization, we introduce Tensor Ring Networks (TR-Nets), 

which significantly compress both the fully connected layers and the convolutional 

layers of deep neural networks. Our results show that our TR-Nets approach is able to 

compress LeNet-5 by 11× without losing accuracy, and can compress the state-of-the-

art Wide ResNet by 243× with only 2.3% degradation in Cifar10 image classification. 

Overall, this compression scheme shows promise in scientific computing and deep 

learning, especially for emerging resource-constrained devices such as smartphones, 

wearables, and IoT devices. 

Deep neural networks have made significant improvements in a variety of appli-

cations, including recommender systems [73,74], time series classification [75], nature 

language processing [76–78], and image and video recognition [79]. These accuracy 

improvements require developing deeper and deeper networks, evolving from AlexNet 

[6] (with P = 61 M parameters), VGG19 [7] (P = 114 M), and GoogleNet (P = 11  

M) [80], to 32-layer ResNet (P = 0.46 M) [8,81], 28-layer WideResNet [82] (P = 36.5 

M), and DenseNets [83]. Unfortunately, with each evolution in architecture comes a 

significant increase in the number of model parameters. On the other hand, many 

modern use cases of deep neural networks are for resource-constrained devices, such 

as mobile phones [84], wearables and IoT devices [85], etc. In these applications, 
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storage, memory, and test runtime complexity are extremely limited in resources, 

and compression in these areas is thus essential. 

After prior work [86] observed redundancy in trained neural networks, a useful area 

of research has been compression of network layer parameters (e.g., [87–90]). While a 

vast majority of this research has been focused on the compression of fully connected 

layer parameters, the latest deep learning architectures are almost entirely dominated 

by convolutional layers. For example, while only 5% of AlexNet parameters are from 

convolutional layers, over 99% of Wide ResNet parameters are from convolutional 

layers. This necessitates new techniques that can factorize and compress the multi-

dimensional tensor parameters of convolutional layers. 

We propose compressing deep neural networks using Tensor Ring (TR) factor-

izations [58],which can be viewed as a generalization of a single Canonical Polyadic 

(CP) decomposition [18, 19, 91], with two extensions: 

1. the outer vector products are generalized to matrix products, and 

2. the first and last matrix are additionally multiplied along their outer edges, 

forming a “ring” structure. 

Note that this is also a generalization of the Tensor Train factorization [21], which 

only includes the first extension. This is inspired by previous results in image pro-

cessing [16], which demonstrate that this general factorization technique is extremely 

expressive, especially in preserving spatial features. 

Specifically, we introduce Tensor Ring Nets (TRN), in which layers of a deep 

neural network are compressed using tensor ring factorization. For fully connected 

layers, we compress the weight matrix, and investigate different merge/reshape orders 

to minimize real-time computation and memory needs. For convolutional layers, we 

carefully compress the filter weights such that we do not distort the spatial properties 

of the mask. Since the mask dimensions are usually very small (5 × 5, 3 × 3 or even  

1 × 1) we do not compress along these dimensions at all, and instead compress along 

the input and output channel dimensions. 
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To verify the expressive power of this formulation, we train several compressed 

networks. First, we train LeNet-300-100 and LeNet-5 [42] on the MNIST dataset, 

compressing LeNet-5 by 11× without degradation and achiving 99.31% accuracy, 

and compressing LeNet-300-100 by 13× with a degrading of only 0.14% (obtaining 

overall accuracy of 97.36%). Additionally, we examine the state-of-the-art 28-layer 

Wide-ResNet [82] on Cifar10, and find that TRN can be used to effectively compress 

the Wide-ResNet by 243× with only 2.3% decay in performance, obtaining 92.7% 

accuracy. The compression results demonstrates the capability of TRN to compress 

state-of-the-art deep learning models for new resources constrained applications. 

4.2 Related Work 

Past deep neural network compression techniques have largely applied to fully 

connected layers, which previously have dominated the number of parameters of a 

model. However, since modern models like ResNet and WideResNet are moving 

toward wider convolutional layers and omitting fully connected layers altogether, it 

is important to consider compression schemes that work on both fronts. 

Many modern compression schemes focus on post-processing techniques, such as 

hashing [87] and quantization [92]. A strength of these methods is that they can 

be applied in addition to any other compression scheme, and are thus orthogonal 

to other methods. More similar to our work are novel representations like circulant 

projections [93] and truncated SVD representations [90]. 

Low-rank tensor approximation of deep neural networks has been widely inves-

tigated in the literature for effective model compression, low generative error, and 

fast prediction speed [84,94,95]. Tensor Networks (TNs) [24,25] have recently drawn 

considerable attention in multi-dimensional data representation [15, 16, 30, 41], and 

deep learning [96–99]. 

One of the most popular methods of tensor factorization is the Tucker factorization 

[20], and has been shown to exhibit good performance in data representation [35,41, 
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100] and in compressing fully connected layers in deep neural networks [99]. In [84], 

a Tucker decomposition approach is applied to compress both fully connected layers 

and convolution layers. 

Tensor train (TT) representation [21] is another example of TNs that factorizes 

a tensor into boundary two matrices and a set of 3rd order tensors, and has demon-

strated its capability in data representation [29, 30, 101] and deep learning [36, 79]. 

In [16], the TT model is compared against TR for multi-dimensional data comple-

tion, showing that for the same intermediate rank, TR can be far more expressive 

than TT, motivating the generalization. We investigate TR for deep neural network 

compression. 

4.3 Tensor Ring Nets 

X ∈ RI1×···×Id dis a d mode tensor with i=1 Ii degrees of freedom. A tensor ring 

decomposition factors such an X into d independent 3-mode tensors, U(1), . . . ,U(d) 

such that each entry inside the tensor X is represented as 

(1) (2) (d)
= U U · · ·U , (4.1)Xi1,··· ,id rd,i1,r1 r1,i2,r2 rd−1,id,rd 

r1,··· ,rd 

∈ RR×Ii×R U(i)where U(i) , and R is the tensor ring rank. More generally, ∈ 

R
Ri×Ii×Ri+1 and each Ri may not be the same. For simplicity, we assume R1 = 

· · ·  = Rd = R. Under this low-rank factorization, the number of free parameters is 

reduced to R2 d
i=1 Ii in the tensor ring factor form, which is significantly less than 

d 
i=1 Ii in X . 

For notational ease, let U = {U(1), · · ·  ,U(d)}, and define decomp(X; R, d) as the 

operation to obtain d factors U(i) with tensor ring rank R from X, and construct(U) 

as the operation to obtain X from U. 
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Additionally, for 1 ≤ k < j  ≤ d, define the merge operation as M = merge(U, k, j) 

such that Uk,Uk+1, · · ·  ,Uj are merged into one single tensor M of dimension R×Ik × 

Ik+1 × · · · × Ij ×R, and each entry in M is 

Mrk−1,ik,ik+1,··· ,ij ,rj = 

(k) (k+1) (j) (4.2)
U U rk,ik+1,rk+1 

· · ·U . rk−1,ik,rk rj−1,ij ,rj 

rk ,··· ,rj−1 

Note that construct operator is the merge operation merge(U, 1, d), which results in 

a tensor of shape R× I1 × I2 × · · · × Id ×R, followed by summing along mode 1 and 

mode d+ 2, resulting in a tensor of shape I1 × I2 × · · · × Id; e.g. 

R 

construct(U) =  merge(U, 1, d)r,:,r. 
r=1 

Merge ordering The computation complexity is measured in flops (counting ad-

ditions and multiplications). The number of flops for a construct depends on the 

sequence of merging U(i), i = 1, · · ·  , d. (See figure 4.1). A detailed analysis of the two 

schemes is given in appendix C, resulting in the following conclusions. 

Theorem 4.3.1 Suppose I1 = · · · = Id ≥ 2 and I = d
i=1 Ii. Then 

1. any merge order costs between 2R3I and 4R3I flops, 

2. any merge order costs requires storing between R2I and 2R2I floats, and 

3. if d is a power of 2, then a hierarchical merge order achieves the minimum flop 

count. 

Proof See appendix C. 

Several interpretations can be made from these observations. First, though dif-

ferent merge orderings give different flop counts, the worst choice is at most 2x more 

expensive than the best choice. However, since we have to make some kind of choice, 

we note that since every merge order is a combination of hierarchical and sequential 
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Fig. 4.1.: Merge ordering. A 4th order tensor is merged from its factored form, 

either hierarchically via (a)→(b)→(d), or sequentially via (a)→(c)→(d). Note that 

the computational complexity of forming (b) is r3(I1I2 + I3I4) and for (c) is r3(I1I2 + 

I1I2I4), and (c) is generally more expensive (if I1 ≈ I2 ≈ I3 ≈ I4). This is discussed 

in detail in Appendix C. 
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merges, striving toward a hierarchical merging is a good heuristic to minimize flop 

count. Thus, in our paper, we always use this strategy. 

A Tensor Ring Network (TRN) is a tensor factorization of either fully connected 

layers (FCL) or convolutional layers (ConvL), trained via back propagation. If a 

pre-trained model is given, a good initialization can be obtained from the tensor ring 

decomposition of the layers in the pre-trained model. 

4.3.1 Fully Connected Layer Compression 

In feed-forward neural networks, an input feature vector x ∈ RI is mapped to an 

output feature vector y = Ax ∈ RO via a fully connected layer A ∈ RI×O . Without 

loss of generality, x, A, and y can be reshaped into higher order tensors X, A, and Y 

with 

Yo1,...,o ̂  = Ai1,...,id,o1,...,o ̂ Xi1,...,id (4.3)
d d 

i1,...,id 

where d and d̂  are the modes of X and Y respectively, and ik’s ad ok’s span from 1 to 

Ik and 1 to Ok respectively, and 

ˆd d

Ii = I,  Oi = O. 
i=1 i=1 

To compress a feed-forward network, we decompose as U = {U (1), . . . ,U (d+d̂)} = 

decomp(A; R, d + d̂) and replace A with its decomposed version in (4.3). A tensor 

diagram for this operation is given in Figure 4.2, which shows how each multiplication 

is applied and the resulting dimensions. 

Computational cost The computational cost again depends on the order of merg-

ing X and U. Note that there is no need to fully construct the tensor A, and a tensor 

representation of A is sufficient to obtain Y from X. To reduce the computational 
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Fig. 4.2.: Fully connected layer. Tensor diagram of a fully connected TRN, divided 

into input and weights. The composite tensor is the input into the next layer. 
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cost, a layer separation approach is proposed by first using hierarchical merging to 

obtain 

F(1) = merge(U, 1, d) ∈ R
R×I1×···×Id×R 

(4.4) 
F(2) d) ∈ R

R×O1×···×Od̂×R = merge(U, d  + 1, d  + ˆ , 

which is upper bounded by 4R3(I + O) flops. By replacing A in (4.3) with F(1) and 

F(2) and switching the order of summation, we obtain 

(1)
Zrd,rd+ˆ = F 

d,i1,··· ,id,rd 
Xi1,...,id , (4.5)

d rd+ˆ 

i1,...,id 

F(2)Yo1,...,o ̂  = Zrd,rd+ˆ . (4.6)rd,o1,··· ,od̂,rd+ˆd d d 
rd+d̂,rd 

The summation (4.5) is equivalent to a feed-forward layer of shape (I1 · · · Id) × R2 , 

which takes 2R2I flops. Additionally, the summation over r and rd is equivalent d+d̂  

to another feed-forward layer of shape R2 ×(O1 · · ·Od̂), which takes 2R2O flops. Such 

analysis demonstrates that the layer separation approach to a FCL in a tensor ring 

net is equivalent to a low-rank matrix factorization to a fully-connected layer, thus 

reducing the computational complexity when R is relatively smaller than I and O. 

Define PFC and CFC as the complexity saving in parameters and computation, 

respectively, for the tensor net decomposition over the typical fully connected layer 

(4R3 + 2BR2)(I + O) 

forward propagation. Thus we have 

IO  
PFC = 

R2 d 
i Ii + d̂ 

j Oj 

. (4.7) 

and 
2BIO 

CFC ≥ , (4.8) 

where B is the batch size of testing samples. Here, we see the compression benefit 

in computation; when B is very large, (4.8) converges to IO/(R2(I + O)), which for 

large I, O and small R is significant. Additionally, though the expensive reshaping 

step grows cubically with R (as before), it does not grow with batch size; conversely, 

the multiplication itself (which grows linearly with batch size) is only quadratic in R. 

In the paper, the parameter is selected by picking small R and large d to achieve the 

optimal C since R needs to be small enough for computation saving. 
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4.3.2 Convolutional Layer Compression 

In convolutional neural networks (CNNs), an input tensor X ∈ R
H×W ×I is con-

voluted with a 4th order kernel tensor K ∈ R
D×D×I×O and mapped to a 3rd order 

tensor Y ∈ R
H×W ×O , as follows 

D I 

Yh,w,o = Xh ,w ,iKd1,d2,i,o, 
d1,d2=1 i=1 

(4.9) 
h = (h− 1)s+ d1 − p, 

w = (w − 1)s+ d2 − p, 

where s is stride size, p is zero-padding size. Computed as in (4.9), the flop cost is 

D2 · IO ·HW . 1 

In TRN, tensor ring decomposition is applied onto the kernel tensor K and fac-

torizes the 4th order tensor into four 3rd tensors. With the purpose to maintain the 

spatial information in the kernel tensor, we do not factorize the spatial dimension of 

K via merging the spatial dimension into one 4th order tensor V(1) 
, thus  we  R1,D1,D2,R2 

have 

R 

ˆKd1,d2,i,o = Vr1,d1,d2,r2 Ur2,i,r3 Ur3,o,r1 . (4.10) 
r1,r2,r3=1 

In the scenario when I and O are large, the tensors U and Û are further decomposed 

into U(1), . . . ,U(d) and U(d+1), . . . ,U(d+d̂) respectively. (See also Figure 4.3.) 

1For small filter sizes D log(HW ), as is often the case in deep neural networks for image process-
ing, often direct multiplication to compute convolution is more efficient than using an FFT, which for 
this problem has order IO(HW (log(HW ))) flops. Therefore we only consider direct multiplication 
as a baseline. 
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The kernel tensor factorization in (4.10) combined with the convolution operation 

in (4.9) can be equivalently solved in three steps: 

I 

Ph ,w ,r2,r3 = (2)
Xh ,w ,iUr2,i,r3 

(4.11) 
i=1 

D R 

Qh,w,r3,r1 = (1)
Ph ,w ,r2,r3 Ur1,d1,d2,r2 

(4.12) 
d1,d2=1 r2 

Zh,w,o = U(3)Qh,w,r3,r1 .r3,o,r1 
(4.13) 

r1,r3 

where (4.11) is a tensor multiplication along one slice, with flop count HWR2I, (4.12) 

is a 2-D convolution with flop count HWR3D2 , and (4.13) is a tensor multiplication 

along 3 slices with flop count HWR2O. This is also equivalent to a three-layer convo-

lutional networks without non-linear transformations, where (4.11) is a convolutional 

layer from I feature maps to R2 feature maps with a 1 × 1 patch, (4.12) contains R 

convolutional layers from R feature maps to R feature maps with a D× D patch, and 

(4.13) is a convolutional layer from R2 feature maps to O feature maps with with a 

1 × 1 patch. This is a common sub-architecture choice in other deep CNNs, like the 

inception module in GoogleNets [80], but without nonlinearities between 1 × 1 and 

D × D convolution layers. 

Complexity: We employ the ratio between complexity in CNN layer and the 

complexity in tensor ring layer to quantify the capability of TRN in reducing compu-

tation (Cconv) and parameter (Pconv) costs, 

D2IO  
Pconv = ,

D2R2 + IR2 + OR2 
(4.14)

IO  · D2 

Cconv = . 
R2I + R3D2 + R2O 

If, additionally, the tensors U(1) and U(2) are further decomposed to d and d̂  tensors, 

respectively, then 

D2IO  
Pconv = 

ˆ , 
D2R2 + R2( d Ii + d Oj )i j (4.15) 

BIO · D2 

Cconv = . 
4R3(I + O) +  BR2(I + O) +  BR3D2 
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Fig. 4.3.: Tensor ring compressed convolutional layer. 
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Fig. 4.4.: Decision boundary for the mixture of two gaussian distribution in 2D. From left 

to right are standard fully connected layer, tensor ring nets with rank 3, tensor ring nets 

with rank 2, and tensor ring nets with rank 1. 

Note that in the second scenario, we have a further compression in storage require-

ments, but lose gain in computational complexity, which is a design tradeoff. In our 

experiments, we further factorize U(1) and U(3) in to higher order tensors in order to 

achieve our gain in model compression. 

Initialization In general nonconvex optimization (especially for deep learning), the 

choice of initial variables can dramatically effect the quality of the model training. In 

particular, we have found that initializing each parameter randomly from a Gaussian 

distribution is effective, with a carefully chosen variance. If we initialize all tensor 

factors as drawn i.i.d. from N (0, σ2), then after merging d factors the merged ten-

sor elements will have mean 0 and variance Rdσ2d (See appendix D). By picking 

σ = 
N 
2 
�1/d  1 

R 
, where N is the amount of parameters in the uncompressed layer, 

the merged tensor will have mean 0, variance 2/N , and in the limit will also be 

Gaussian. Since this latter distribution works well in training the uncompressed mod-

els, choosing this value of σ for initialization is well-motivated, and observed to be 

necessary for faster convergence. 

4.4 Results 

To evaluate the performance of TRN, we first evaluate the decision boundary of 

TRN on the synthetic data, including 2D Gaussian Mixture data where the data 
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are generated from two random Gaussian distribution with mean μ1 = [0, 1] and ⎡ ⎤ ⎡ ⎤ 
1 0  1 0  ⎣ ⎦ ⎣ ⎦μ2 = [0, −1], and standard deviation Σ1 = and Σ2 = . 150 samples 
0 1  0 1  

drawn randomly from each class are used as the training data. The classifier is a 

two layer neural networks that takes relu as activation function. Without loss of 

generality, the hidden layer has a dimensionality 256, which is reshaped into [16, 16] 

in the tensor ring nets. As shown in Fig 4.4, in the given set-up, the general fully 

connected layer is able to cut the space into two separate domain, where the decision 

boundary is smooth and flexible in its geometry. In contrast, tensor ring nets try to 

separate the two class with sharping lines rather than smooth curves. As the tensor 

ring rank decreases, the counter of the decision boundary becomes less free in shape. 

When the tensor ring rank becomes 1, the tensor ring factorized layer is equivalent 

to a rank-1 CP factorized layer, and the decision boundary becomes linear. In other 

words, low-rank tensor ring nets seek a sharper decision boundary with less freedom 

in the high dimensional space. 

We now evaluate the effectiveness of TRN-based compression on several well-

studied deep neural networks and datasets: LeNet-300-100 and LeNet-5 on MNIST, 

and ResNet and WideResNet on Cifar10 and Cifar100. These networks are trained 

using Tensorflow [102]. All the experiments on LeNet are implemented on Nvidia 

GTX 1070 GPUs, and all the experiments for ResNet and WideResNet are imple-

mented on Nvidia GTX Titan X GPUs. In all cases, the same tensor ring rank r is 

used in the networks, and all the networks are trained from randomly initialization 

using the the proposed initialization method. Overall, we show that this compres-

sion scheme can give significant compression gains for small accuracy loss, and even 

negligible compression gains for no accuracy loss. 

4.4.1 Fully connected layer compression 

The goal of compressing the LeNet-300-100 network is to assess the effectiveness 

of compressing fully connected layers using TRNs; as the name suggests, LeNet-300-
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Table 4.1.: Fully connected compression. Dimensions of the three-fully-connected 

layers in the uncompressed (left) and TRN-compressed (right) models. The compu-

tational complexity includes tensor product merging (O(r3)) and feed-froward multi-

plication (O(r2)). 

Uncompressed dims. TRN dimensions 

layer shape # params flops shape of composite tensor # params flops 

fc1 

fc2 

fc3 

784 × 300 

300 × 100 

100 × 10 

235K 

30K 

1K 

470K 

60K 

2K 

(4 × 7 × 4 × 7) × (3 × 4 × 5 × 5) 

(3 × 4 × 5 × 5) × (4 × 5 × 5) 

(4 × 5 × 5) × (2 × 5) 

239r

231r

221r

21177r3 + 1084r

2457r3 + 400r

2127r3 + 107r

Total - 266K 532K - 291r 21761r3 + 1591r

100 contains two hidden fully connected layers with output dimension 300 and 100, 

and an output layer with dimension 10 (= # classes). Table 4.1 gives the parameter 

settings for LeNet-300-100, both in its original form (uncompressed) and in its tensor 

factored form. A compression rate greater than 1 is achieved for all r ≤ 54, and a 

reduction in computational complexity for all r ≤ 6; both are typical choices. 

Table 4.2 shows the performance results on MNIST classification for the original 

model (as reported in their paper), and compressed models using both matrix fac-

torization and TRNs. For a 0.14% accuracy loss, TRN can compress up to 13×, and 

for no accuracy loss, can compress 1.2×. Note also that matrix factorization, at 16× 

compression, performs worse than TRN at 117× compression, suggesting that the 

high order structure is helpful. Note also that low rank Tucker approximation in [84] 

is equivalent to low rank matrix approximation when compressing fully connected 

layer. 

4.4.2 Convolutional layer compression 

We now investigate compression of convolutional layers in a small network. LeNet-

5 is a (relatively small) convolutional neural networks with 2 convolution layers, fol-
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Table 4.2.: Fully connected results. LeNet-300-100 on MNIST datase, trained 

to 40 epochs, using a minibatch size 50. Trained from random weight initialization. 

ADAM [103] is used for optimization. Testing time is per 10000 samples. CR = 

Compression ratio. LR = Learning rate. 

Method Params CR Err % Test (s) Train (s/epoch) LR 

LeNet-300-100 [42] 266K 1× 2.50 0.011 ± 0.002 3.5 ± 1.0 −42e

M-FC [84, 90](r = 10) 

M-FC (r = 20) 

M-FC (r = 50) 

16.4K 

31.2K 

75.7K 

16.3× 

5.3× 

3.5× 

3.91 

3.0 

2.62 

0.016 ± 0.010 

0.014 ± 0.010 

0.021 ± 0.012 

6.4 ± 1.2 

5.2 ± 1.2 

8.1 ± 1.2 

−41e

−41e

−41e

TRN (r = 3)  0.8K 325.5× 8.53 0.015 ± 0.007 7.9 ± 1.4 −31e

TRN (r = 5)  2.3K 117.2× 3.75 0.015 ± 0.007 7.8 ± 1.4 −32e

TRN (r = 15) 20.5K 13.0× 2.64 0.015 ± 0.007 8.1 ± 1.4 −45e

TRN (r = 50) 227.5K 1.2× 2.31 0.022 ± 0.008 11.1 ± 1.4 −55e

lowed by 2 fully connected layers, which achieves 0.79% error rate on MNIST. The 

dimensions before and after compression are given in Table 4.3. In this wider net-

work we see a much greater potential for compression, with positive compression rate 

whenever r ≤ 57. However, the reduction in complexity is more limited, and only 

occurs when r ≤ 4. 

However, the performance on this experiment is still positive. By setting r = 20, 

we compress LeNet-5 by 11× and a lower error rate than the original model as well 

as the Tucker factorization approach. If we also require a reduction in flop count, we 

incur an error of 2.24%, which is still quite reasonable in many real applications. 

4.4.3 ResNet and Wide ResNet Compression 

Finally, we evaluate the performance of tensor ring nets (TRN) on the Cifar10 

and Cifar100 image classification tasks [104]. Here, the input images are colored, of 
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Table 4.3.: Small convolution compression. Dimensions of LeNet-5 layers in 

its original form (left) and TRN-compressed (right). The computational complexity 

includes tensor product merging and convolution operation in (4.12) of O(r3), and 

convolution in (4.11) (4.13) of O(r2). 

Uncompressed dims. TRN dimensions 

layer shape # params flops shape # params flops 

conv1 

conv2 

fc1 

fc2 

5 × 5 × 1 × 20 

5 × 5 × 20 × 50 

1250 × 320 

320 × 10 

0.5K 

25K 

400K 

3K 

784K 

5000K 

800K 

6K 

5 × 5 × 1 × (4 × 5) 

5 × 5 × (4 × 5) × (5 × 10) 

(5 × 5 × 5 × 10) × (5 × 8 × 8) 

(5 × 8 × 8) × 10 

219r

234r

246r

231r

333408r2 + 39245r

317840r2 + 5095r

31570r2 + 1685r

3330r2 + 360r

Total - 429K 6590K - 2130r 353148r2 + 46385r

Table 4.4.: Small convolution results. LeNet-5 on MNIST dataset, trained to 20 

epochs, using a minibatch size 128. ADAM [103] is used for optimization. Testing 

time is per 10000 samples. CR = Compression ratio. LR = Learning rate. 

Method Params CR Err % Test (s) Train (s/epoch) LR 

LeNet-5 [42] 429K 1× 0.79 0.038 ± 0.027 1.6 ± 1.9 −45e

Tucker [84] 189K 2× 0.85 0.066 ± 0.025 7.7 ± 3 −45e

TRN (r = 3)  1.5K 286× 2.24 0.058 ± 0.026 8.3 ± 4.5 −45e

TRN (r = 5)  3.6K 120× 1.64 0.072 ± 0.039 10.6 ± 7.1 −45e

TRN (r = 10) 11.0K 39× 1.39 0.080 ± 0.025 15.6 ± 4.6 −42e

TRN (r = 15) 23.4K 18× 0.81 0.039 ± 0.019 20.1 ± 16.0 −42e

TRN (r = 20) 40.7K 11× 0.69 0.052 ± 0.028 27.8 ± 7.4 −51e

size 32 × 32 × 3, belonging to 10 and 100 object classes respectively. Overall there 

are 50000 images for training and 10000 images for testing. 

Table 4.5 gives the dimensions of ResNet before and after compression. A similar 

reshaping scheme is used for WideResNet. Note that for ResNet, we have compression 
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Fig. 4.5.: Evolution. Evolution of training compressed 32 layer ResNet on Cifar100, 

using TRNs with different values of r and the Tucker factorization method. 

gain for any r ≤ 22; for WideResNet this bound is closer to r ≤ 150, suggesting high 

compression potential. 

The results are given in Table 4.6 demonstrates that TRNs are able to significantly 

compress both ResNet and WideResNet for both tasks. Picking r = 10 for TRN on 

ResNet gives the same compression ratio as the Tucker compression method [84], 

but with almost 3% performance lift on Cifar10 and almost 10% lift on Cifar 100. 

Compared to the uncompressed model, we see only a 2% performance degradation 

on both datasets. 

The compression of WideResNet is even more successful, suggesting that TRNs 

are well-suited for these extremely overparametrized models. At a 243× compression 

TRNs give a better performance on Cifar10 than uncompressed ResNet (but with 

fewer parameters) and only a 2% decay from the uncompressed WideResNet. For 
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Table 4.5.: Large convolution compression. Dimensions of 32 layer ResNes on 

Cifar10 dataset. Each ResBlock(p,I,O) includes a sequence: input → Batch Normal-

ization → ReLU → p × p × I × O convolution layer → Batch Normalization → ReLU 

→ p × p × O × O convolution layer. The input of length I is inserted once at the 

beginning and again at the end of each unit. See [8] for more details. 

Uncompressed dims. TRN dimensions 

layer shape # params shape of composite tensor # params 

conv1 

unit1 

unit2 

unit3 

fc1 

3 × 3 × 3 × 16 

ResBlock(3, 16, 16) 

ResBlock(3, 16, 16) × 4 

ResBlock(3, 16, 32) 

ResBlock(3, 32, 32) × 4 

ResBlock(3, 32, 64) 

ResBlock(3, 64, 64) × 4 

64 × 10 

432 

4608 

18432 

13824 

73728 

55296 

294912 

650 

9 × 3 × (4 × 2 × 2) 

9 × (4 × 2 × 2) × (4 × 2 × 2) 

9 × (4 × 2 × 2) × (4 × 2 × 2) 

9 × (4 × 2 × 2) × (4 × 4 × 2) 

9 × (4 × 4 × 2) × (4 × 4 × 2) 

9 × (4 × 4 × 2) × (4 × 4 × 4) 

9 × (4 × 4 × 4) × (4 × 4 × 4) 

(4 × 4 × 4) × 10 

220r

250r

2200r

256r

2232r

264r

2264r

222r

Total - 0.46M - 2908r

Cifar100, this decay increases to 8%, but again TRN of WideResNet achieves lower 

error than uncompressed ResNet, with overall fewer parameters. Compared against 

the Tucker compression method [84], at 5× compression rate TRNs incur only 2-3% 

performance degradation on both datasets, while Tucker incurs 5% and 11% perfor-

mance degradation. The compressibility is even more significant for WideResNet, 

where to achieve the same performance as Tucker [84] at 5× compression, TRNs can 

compress up to 243× on Cifar10 and 286× on Cifar100. The tradeoff is runtime; 

we observe the Tucker model trains at about 2 or 3 times faster than TRNs for the 

WideResNet compression. However, for memory-constrained devices, this tradeoff 

may still be desirable. 
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Table 4.6.: Large convolution results. 32-layer ResNet (first 5 rows) and 28-

layer Wide-ResNet (last 4 rows) on Cifar10 dataset and Cifar100 dataset, trained to 

200 epochs, using a minibatch size of 128. The model is trained using SGD with 

momentum 0.9 and a decaying learning rate. CR = Compression ratio. 

Cifar10 Cifar100 

Method Params CR Err % Params CR Err % 

ResNet(RN)-32L 0.46M 1× 7.50 [105] 0.47M 1× 31.9 [105] 

Tucker-RN [84] 0.09M 5× 12.3 0.094M 5× 42.2 

TT-RN(r = 13) [36, 106] 0.096M 4.8× 11.7 0.102M 4.6× 37.1 

TRN-RN (r = 2)  0.004M 115× 22.2 0.012M 39× 51.3 

TRN-RN (r = 6)  0.03M 15× 19.2 0.041M 12× 36.6 

TRN-RN (r = 10) 0.09M 5× 9.4 0.097M 5× 33.3 

WideResNet(WRL)-28L 36.2M 1× 5.0 [105] 36.3M 1× 21.7 [105] 

Tucker-WRN [84] 6.7M 5× 7.8 6.7M 5× 30.8 

TT-RN(r = 13) [36, 106] 0.18M 201× 8.4 0.235M 154× 31.9 

TRN-WRN (r = 2)  0.03M 1217× 16.3 0.087M 417× 43.9 

TRN-WRN (r = 6)  0.07M 521× 9.7 0.126M 286× 30.3 

TRN-WRN (r = 10) 0.15M 243× 7.3 0.21M 173× 28.3 

TRN-WRN(r=15) 0.30M 122× 7.0 0.36M 100× 25.6 

Evolution Figure 4.5 shows the train and test errors during training of compressed 

ResNet on the Cifar100 classification task, for various choices of r and also compared 

against Tucker tensor factorization. In particular, we note that the generalization gap 

(between train and test error) is particularly high for the Tucker tensor factorization 

method, while for TRNs (especially for smaller values of r) it is much smaller. For 

r = 10, both the generalization error and final train and test errors improve upon the 

Tucker method, suggesting that TRNs are easier to train. 
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4.5 Conclusion 

We have introduced a tensor ring factorization approach to compress deep neural 

networks for resource-limited devices. This is inspired by previous work that has 

shown tensor rings to have high representative power in image completion tasks. Our 

results show significant compressibility using this technique, with little or no hit in 

performance on benchmark image classification tasks. 

One area for future work is the reduction of computational complexity. Because 

of the repeated reshaping needs in both fully connected and convolutional layers, 

there is computational overhead, especially when r is moderately large. This tradeoff 

is reasonable, considering our considerable compressibility gains, and is appropriate 

in memory-limited applications, especially if training is offloaded to the cloud. Ad-

ditionally, we believe that the actual wall-clock-time will decrease as tensor-specific 

hardware and low-level routines continue to develop–we observe, for example, that 

numpy’s dot function is considerably more optimized than Tensorflow’s tensordot. 

Overall, we believe this is a promising compression scheme and can open doors to 

using deep learning in a much more ubiquitous computing environment. 
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5. SUMMARY 

Multi-dimensional data brings the challenges to the popular machine learning and 

deep learning algorithm from the perspective of computational complexity and storage 

complexity, while developing efficient tensor algorithm is able to alleviate the multi-

dimensional data problem and achieves a better trade-off among computation, storage 

and performance. In this thesis, we demonstrate the proposed tensor train subspace 

enables efficient discriminative features extraction and enabled better dimensionality 

reduction via either TTPCA and TTNPE. As an extension of popular known tensor 

train representation, tensor ring representation provides improved capability in data 

compression and exhibits superior performance in missing data completion. The 

novel tensor ring representation is also investigated for its application in deep neural 

networks compression, which again demonstrates the state-of-the-arts capability in 

model compression. 
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A. TENSOR NETWROK MERGING FOR COMPUTING A 
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Fig. A.1.: Tensor network merging operation to compute A. (a) Tensor Z (b) Tensor Ab 

(c) Tensor Ac (d) Tensor Ad (e) Tensor Ae (f) Tensor A 

Explanation of Tensor Network Merging Operation to compute A using 

(2.22). Figure A.1 shows the steps to compute A. A tensor Z ∈ R
I1×···×In×I1×···×In 

∈ R
Rk×Ik×···×In×Rnin Fig A.1 (a) merged with tensor Tn gives 

2,··· ,n−k+1 = Ab ∈ R
I1×···×In×I1×···×Ik ×Rk×RnZ × Tn , (A.1)n+k+1,··· ,2n 

as in Fig A.1 (b), where the merged dimensions Ik+1 × · · · × In are replaced by the 

non-merged dimension Rk ×Rn. Following the same logic, we have 

1,··· ,k−1 ∈ R
I1×···×In×Rk−1×Ik×Rk+1×Rn (A.2)Ab ×n+1,··· ,nk−1 T1 = Ac 
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as in Fig A.1 (c)), where the merged dimension I1 × · · · × Ik−1 are replaced by the 

non-merged dimension Rk−1. We further give the results to obtain tensor Ad and 

tensor Ae in Fig A.1 (d) and (e) as follows 

2,··· ,n−k+1 = Ad ∈ R
I1×···×Ik×Rk×Rn×Rk−1×Ik×Rk+1×RnAc × Tn (A.3)

k+1×···×n 

and 

1×···×k−1 ∈ R
Rk−1×Ik×Rk+1×Rn×Rk−1×Ik ×Rk+1×RnAd × T1 = Ae (A.4)

1×···×k−1 

The red marked trace operation in Fig. A.1(f) gets the trace along the 4th and 8th 

mode of Ae, thus tensor  A is obtained by A = tr84 (Ae) . 
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B. TENSOR NETWROK MERGING FOR COMPUTING B 

Fig. B.1.: Tensor network merging operation to compute B. (a) Tensor Z (b) Tensor Bb 

(c) Tensor B 

Explanation of Computing B using (2.25). Figure B.1 shows the steps to 

compute B. Computing B follows the same logic as computing A, and is simpler 

since Tn does not involve in the computation. The step-by-step computation in Fig. 

B.1 (b) and (c) are as follows 

1,··· ,n−1 = Bb ∈ RI1×···×In×Rn−1×InZ × , (B.1)n+1,··· ,2n−1 T1 

and 
1,··· ,n−1 = B ∈ RRn−1×In×Rn−1×In . (B.2)Bb ×1,··· ,n−1 T1 



95 

C. TENSOR NETWORK MERGING ORDERING FOR 

TENSOR RING NETS 

U(1) × U(2) × U(3) × U(4) 

Dim: R × I1 × I2 × I3 × I4 × R 
Flops: 2I1I2I3I4R3 

U(1) × U(2) × U(3) 

U(4) 
Dim: R × I1 × I2 × I3 × R 

Dim: R × I4 × R 
Flops: 2I1I2I3R3 

U(1) × U(2) 

U(3) 
Dim: R × I1 × I2 × R 

Dim: R × I3 × R 
Flops: 2I1I2R3 

U(1) U(2) 

Dim: R × I1 × R Dim: R × I2 × R 

(a) Sequential merging 

(b) Hierarchical merging 

Fig. C.1.: Merge ordering for a 4th order tensor ring segment of shape R × I1 × I2 × 

I4 × I4 × R, with tensor ring rank R. In each node from top to bottom are tensor 

notation, tensor shape, and flops to obtain the tensor. 

U(1) × U(2) × U(3) × U(4) 

Dim: R × I1 × I2 × I3 × I4 × R 
Flops: 2I1I2I3I4R3 

U(1) × U(2) 

Dim: R × I1 × I2 × R 
Flops: 2I1I2R3 

U(1) 

Dim: R × I1 × R 
U(2) 

Dim: R × I2 × R 

U(3) × U(4) 

Dim: R × I3 × I4 × R 
Flops: 2I3I4R3 

U(3) 

Dim: R × I3 × R 
U(4) 

Dim: R × I4 × R 
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For a merge operation, the order that each U(i) is merged determines the total flop 

count and memory needs. When d is small, a sequential merging is commonly applied. 

However, when d is large, we propose a hieratical merging approach instead. For 

instance, Figures C.1a and C.1b show the two merge orderings when d = 4, arriving 

at a total of 2I1I2R3 + 2I1I2I3R
3 + 2I1I2I3I4R

2 flops to construct U(1,2,3,4) using a 

sequential ordering, and 2I1I2R3 + 2I3I4R
3 + 2I1I2I3I4R

2 flops using a hierarchical 

ordering. To see how both methods scale with Ik and d, if and d = 2D , then a 

sequential merging gives and Both quantities are upper bounded by 4R3Ĩd which is 

a factor of 4R3 times the total degrees of freedom. 

We can generalize this analysis by proving theorem 4.3.1. 

Proof 1. Define Ĩ = I1 = · · ·  = Id. Any merging order can be represented by 

a binary tree. Figures C.1a and C.1b show the binary trees for sequential and 

hierarchical merging; note that they do not have to be balanced, but every non-

leaf node has exactly 2 children. Each U (i) corresponds to a leaf of the tree. 

To keep the analysis consistent, we can say that the computational cost of every 

leaf is 0 (since nothing is actually done unless tensors are merged). 

At each parent node, we note that the computational cost of merging the two 

child nodes is at least 2 × that required in the sum of both child nodes. This is 

trivially true if both children of a node are leaf nodes. For all other cases, define 

D the number of leaf node descendents of a parent node. Then the computational 

cost at the parent is 2R3 · ĨD . If only one of the two child nodes is a leaf node, 

then we have a recursion 

2R3 · ĨD = 2R3Ĩ  · ĨD−1 ≥ 4R3(ĨD−1) 

which is always true if  Ĩ  ≥ 2. If both children are not leaf nodes, then define D1, 

and D2 the number of leaves descendant of two child nodes, with D = D1 + D2. 

Then the recursion is 

2R3 · ĨD = 2R3ĨD1 ĨD2 ≥ 4R3(ĨD1 + ĨD2 ) 
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where the bound is always true for Ĩ  ≥ 2 and D1, D2 ≥ 2. Note that every non-

leaf node in the tree necessarily has two children, it can never be that D1 = 1  

or D2 = 1.  

The cost of merging at the root of the tree is always 2R3Ĩd = 2R3I. Since each 

parent costs at least 2× as many flops as the child, the total flop cost must 

always be between 2R3I and 4R3I. 

2. For the storage bound, the analysis follows from the observation that the storage 

cost at each node is R2ĨD , where D is the number of leaf descendants. Therefore 

˜if I ≥ 2, the most expensive storage step will always be at the root, with 

R2(Ĩd1 + Ĩd2 + Ĩd) storage cost, where d = d1 + d2 for any partition. Clearly, 

this value is lower bounded by R2Ĩd = R2I. And, for any partition d1 + d2 = d, 

for Ĩ  ≥ 2, it is always Ĩd1 + Ĩd2 ≤ Ĩd . Therefore the upper bound on storage is 

2R2Ĩd = 2R2I. 

3. It is sufficient to show that for any d power of 2, a sequential merging is more 

costly in flops than a hierarchical merging, since anything in between has either 

pure sequential or pure hierarchical trees as subtrees. 

d Ĩ iThen a sequential merging gives 2R3 
i=2 flops. If additionally d = 2D for 

D 2D−iĨ2
i 

some integer D >  0, then a hierarchical merging costs 2R3 
i=2 flops. 

To see this, note that in a perfectly balanced binary tree of depth D, at  each  

level i there are 2D−i nodes, each of which are connected to 2i leaves. 

We now use induction to show that whenever d is a power of 2, hierarchical 

merging (a fully balanced binary tree) is optimal in terms of flop count. If d = 2,  

there is no variation in merging order. Taking d = 4, a sequential merging costs 

2R3(Ĩ3 + Ĩ3 + Ĩ4) and a hierarchical merging costs 2R3(2Ĩ2 + Ĩ4), which is clearly 

cheaper. For some d a power of 2, define S the cost of sequential merging and 

H the cost of hierarchical merging. Define G = 2R3Ĩ2d the cost at the root for 

any binary tree with 2d leaf nodes. (Note that the cost at the root is agnostic 
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to the merge ordering.) Then for d̂ = 2d, a hierarchical merging costs 2H + G 

flops. The cost of a sequential merging is 

d d 
3 d̃ i 3 d̃−1 i˜ ˜S + 2R I I = S + 2R I I + G 

i=1 i=2 

= S + SĨd−1 + G− 2R3d. 

Since 2R3d is the cost at the root for d leafs, S > 2R3d, and therefore the above 

d−1Squantity is lower bounded by G + Ĩ  , which for d ≥ 2 and Ĩ  ≥ 2, is lower 

bounded by G + 2S. By inductive hypothesis, S > H, so the cost of sequential 

merging is always more than that of hierarchical merging, whenever d is a power  

of 2. 
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D. INITIALIZATION 

If x and y are two independent variables, then Var[xy] = Var[x]Var[y]+Var[x](E[y])2+ 

Var[y](E[x])2 [107]. Thus a product of two independent symmetric distributed random 

variables with mean 0 and variance σ2 itself is symmetric distributed with mean 0 

and variance σ4 (not Gaussian distribution). Further extrapolating, in a matrix or 

tensor product, each entry is the summation of R independent variables with the same 

distribution. The central limit theorem gives that the sum can be approximated by 

a Gaussian N (0, Rσ4) for large R. Thus if all tensor factors are drawn i.i.d. from 

N (0, σ2), then after merging d factors the merged tensor elements will have mean 0 

and variance Rdσ2d . 
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