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ABSTRACT 

Dysart, Arthur D. PhD, Purdue University, August 2018. Polysulfide Mitigation 
at the Electrode-Electrolyte Interface: Experiments in Rechargeable Lithium Sulfur 
Batteries. Major Professor: Vilas G. Pol. 

In the field of energy storage technology, the lithium sulfur battery is intensely 

studied in interest of its great theoretical gravimetric capacity (1672 Ah kg–1) and 

gravimetric density (2600 Wh kg–1). The theoretical performance values satisfy via-

bility thresholds for petroleum–free electric vehicles and other emerging technologies. 

However, this elusive technology remains in the research sector due to a wealth of chal-

lenges resulting from its complex chalcogenide electrochemistry. The most infamous 

challenge remains the polysulfide redox shuttle, a phenomenon in which lithium poly-

sulfide intermediates are produced as elemental sulfur S8 is reduced to lithium sulfide 

Li2S during the discharge cycle. Because the higher order polysulfides are soluble in 

organic electrolyte, battery cycling can result in dissolution of the cathode, dendrite 

formation upon the lithium metal anode, and passivation of electrode surfaces. These 

problems can ultimately cause rapid capacity fade and unstable Coulombic efficiency. 

As lithium sulfur battery research enters its 3rd decade, it is becoming increasingly 

clear that solutions will be holistic or synergistic; that is, addressing the aforemen-

tioned issues by suppressing their source in the polysulfide redox shuttle rather than 

isolated symptoms of the underlying mechanism. This thesis serves as a summary 

of research performed to study polysulfide suppression and mitigation through elec-

trode material synthesis, electrolyte design, and in situ characterization. Synthesis 

techniques include solid state pyrolysis, autogenic synthesis, and ultrasound sono-

chemistry. Material characterization techniques include isothermal nitrogen sorption; 

scanning, transmission, and scanning transmission electron microscopy; thermogravi-
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metric analysis; energy dispersive X–ray spectroscopy; organic elemental analysis; X– 

ray diffraction; and Raman spectroscopy. Electrochemical characterization includes 

galvanostatic battery cycling, differential potentiometric analysis, and electrochemical 

impedance spectroscopy. 

Altogether, this research demonstrates the challenges of polysulfide degradation 

are not sufficiently addressed by symptomatic approaches. Synthesis pathways for 

carbon sulfur cathodes that encourage homogeneous sulfur distribution (i.e., auto-

genic or sonochemical synthesis) improve specific capacity across extended cycling, 

but show excessive polysulfide production at slow cycling rates. In combination with 

fluorinated electrolyte, carbon sulfur cathode morphology improves Coulombic effi-

ciency at cycling rates between C/20 — 2 C but at the cost of gravimetric capacity. 

Synchrotron tomography characterization, developed for Advanced Photon Source 

Beamline 6–BM–A, evidences that fluorinated electrolytes may also effectively sup-

press dendrite formation on lithium metal anodes. This suggests more holistic and 

optimized techniques, or their combinations, may lead to effective polysulfide sup-

pression and successful commercialization of the lithium sulfur battery. 

Supplementary research explores broader impact of synthesized carbon applica-

tions in lithium sulfur batteries. Pyrolysis synthesis processes are evaluated for health 

and environment impacts using optical by–product sizing and life cycle analysis, re-

spectively. In the context of pyrolytic synthesis of carbon microsheets, micro and 

nano-sized carbonaceous particulate by–products released during synthesis must be 

collected to minimize health exposure risks. The environmental impact of this syn-

thesis process is a function of mode of oxygen deficiency, that is, whether pyrolytic 

atmosphere is facilitated by vacuum or inert gas stream. Finally, submicron carbon 

spheres, a carbon morphology produced by pyrolysis of sonochemically-synthesized 

polymer spheres, demonstrate gravimetric capacity which is a strong function of mi-

crostructure (i.e., pore distribution, crystallite size, structural disorder). In turn, 

microstructural properties are determined by synthesis temperature, a dimension of 

synthesis pathway. 



GRAND CHALLENGE OF ENERGY 

Available energy is the main object 

at stake in the struggle for existence 

and the evolution of the world. 

— L. E. Boltzmann, 1905, Populäre Schriften 
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CHAPTER 1: ENERGY STORAGE 

Energy independence is the forefront of the 21st century. Calculators, laptops, me-

dia players, smartphones: modern technology elevates portability from novelty to 

prerequisite. Likewise, electric cars dominate consumer markets and popular opin-

ion, rapidly replacing petroleum-reliant vehicles. Inflating demands for technology 

fuel insatiable appetites for energy; energy grids must keep pace with capability and 

complexity. Technologic manifest destiny, an international dream for energy indepen-

dence, has built the lithium sulfur battery — at least, in concept. 

This chapter details fundamental concepts for energy storage. This overview be-

gins by answering why energy and its storage are important. Then, the connection 

between energy and fundamental thermodynamics is explored. Finally, the thermo-

dynamic potential for electric work, as electric voltage, is introduced in context of its 

mathematic derivation and physical interpretation. 

1.1 Energy: A Premier 

All things in this world exist and endure through energy. Energy is the ability 

to do work [1, 2]; a property of things, both living and not, which enables all actions 

and reactions. Energy is found throughout the natural world in various forms, con-

tinually moving and changing. Control of these processes, when thermodynamically 

permissible, enables energy storage and delivery. 



2 

Classifying Energy 

Regardless of state or scale, energy is identified according to how it is used. Energy 

can be organized into six primary classes [2]: 

• Mechanical energy is associated with all mechanical motion. For instance, dis-

placement of macroscale objects in physical space, both Cartesian (e.g., linear, 

acoustic) and euclidean (e.g., angular, sinusoidal), results from mechanical en-

ergy. 

• Electrical energy is associated with the activity of electric fields. An electric 

field is the region surrounding a charged entity that exerts force on occupying 

charged objects. Objects of dissimilar charge are attracted, while objects of 

similar charge are repulsed. Movement of charged entities (e.g., negatively-

charged electrons) in an electric field is due to electrical energy. 

• Chemical energy is associated with transformation of chemicals. During conver-

sion of one chemical species into another, molecular changes rearrange atomic 

bonds. Cleavage or formation of chemical bonds is accompanied by release or 

absorption of chemical energy, respectively. 

• Nuclear energy is associated with transformation of atomic nuclei. When an 

atomic nucleus collides with atomic or subatomic matter (e.g., nucleus, proton, 

neutron, electron), atomic species called nuclides are formed. Nuclei decom-

position is known as fission while their combination is fusion. Depending on 

participating species, fusion and fission either release or absorb nuclear energy. 

• Magnetic energy is associated with the activity of magnetic fields. A magnetic 

field is the region surrounding a magnetic entity which exerts force on occupying 

magnetizable objects. Objects of dissimilar polarity are attracted, while objects 

of dissimilar polarity are repulsed. Movement of polarized entities in a magnetic 

field is due to magnetic energy. 
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• Thermal energy is associated with changes in the internal state of an entity. 

Typically, internal energy is described as Brownian molecular vibrations [3]: 

vibrations are transferred from high to low (viz., ”hot” to ”cold”) intensity 

regions. The sum of these vibrations, measured as entity temperature or heat, 

are due to thermal energy. 

Transformation of energy from one class or state to another is known as energy 

conversion [2]. Typically, a single conversion process converts energy between in-

active and active states. Inactive, dormant, or stored energy is potential energy; 

Active, involved, stimulating energy is kinetic energy. Principle examples of energy 

conversion include [1, 2, 4, 5]: 

• Electrochemical energy is associated with transfer of charged species due to 

chemical changes. Under an electric driving force, chemical reactions release 

ionized species (i.e., cations and anions). Typically, electric energy is captured 

through electron transfer. The transport of ionized species is due to electro-

chemical energy. 

• Electromagnetic energy is associated with the self-propagating motion of ra-

diation waves. Propagating radiation waves (e.g., visible light, X–rays) are 

comprised of alternating electric and magnetic fields moving through physical 

space. According to the Maxwell equations [6], changes in magnetic and elec-

tric field are periodically complimentary; that is, changes in one field result in 

changes in the other. The energy of a radiating wave is due to electromagnetic 

energy. 

• Thermochemical energy is associated with latent heat due to chemical changes. 

Governed by thermodynamic spontaneity, chemical species release or absorb 

latent heat (i.e., at constant temperature) during phase transitions. The energy 

as latent heat is due to thermochemical energy. 
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• Thermoelectric energy is associated with electron transfer due to heat. Accord-

ing to the Seebeck effect [7], charge transfer can be induced by heat at the phase 

boundary between two connected semiconductors. This results from the con-

trasting valence electron behavior of different semiconductors during internal 

energy transfer. Charge transfer, as electric current due to thermally–induced 

voltage, is due to thermoelectric energy. 

• Mechanochemical energy is associated with mechanical motion enabled by chem-

ical changes. Typically observed in biological life, chemical reactions break 

macromolecules into simpler by–products to release chemical energy. In turn, 

chemical energy activates motion (e.g., muscle tissue) as mechanochemical en-

ergy. 

• Thermonuclear energy is associated with the release of nuclear energy by inter-

nal energy transfer. High temperature amplifies the energy output of nuclear 

fission or fusion reactions by inducing greater internal energy into the reaction. 

The released nuclear energy is passed as heat to a surrounding cooling fluid. 

The fluid carries thermonuclear energy. 

Conversion of energy among classes and states can occur spontaneously, that is, with-

out external intervention. Some conversions are inhibited, requiring initial energy to 

produce excess energy. Other conversions are improbable, occurring either negligi-

bly or not at all. The likelihood of conversion processes is governed by the laws of 

thermodynamics. 

Controlling Energy 

Thermodynamics is the study of energy transfer, analyzing exchanges of energy. 

Thermodynamics dictates the limits of energy processes and of the systems they act 

upon. It describes how energy can be traded between a system and its surroundings, 

and the limits of how efficient these processes can be. It also determines which 

behaviors are and are not possible in this universe. 
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All entities in the known universe are subject to the laws of thermodynamics. 

Systems are continuous, isolable entities within the known universe [2]. They are 

rigorously segregated from surroundings by continuous boundaries; constructs as rigid 

as they are imaginary. Ultimately, thermodynamics is a discipline of equilibrium, 

deducing property changes in systems which must occur from an acting process. 

Changes in system properties (e.g., temperature, pressure, volume, internal energy, 

enthalpy, free energy) suggest interaction with surroundings, exchanging energy as 

work or heat. These state properties are defined as measured or quantifiable values [2]: 

• Internal energy measures the bulk energy of an object with macroscopic mass. 

It quantifies the energy of molecules that exist. It is a specific application of 

thermal energy which describes the inherent energy of an object; the energy 

contained within its vibrating molecules that can be reclaimed or repurposed 

for various property changes or processes. Enthalpy, an extension of internal 

energy, is an expression representing internal energy and the energy required to 

maintain its boundaries (viz., boundary work). Enthalpy, in this sense, can be 

described as the gross system energy: the energy of bulk and border. 

• Temperature measures the strength of energy transfer. Temperature represents 

the average vibrational energy of a system or its subsystems. Changes in tem-

perature require energy: greater temperature suggests greater energy transfer, 

provided adequate infrastructure is available for system–surrounding interac-

tion. Defined by the third law of thermodynamics, there exists an absolute 

minimum limit to temperature. 

• Volume measures the physical space occupied by a system. Changes in volume 

require energy: energy consumption can increase volume, while energy release 

can decrease it. High internal energy systems can be compressed or expanded, 

able to sustain drastic changes in volume. In contrast, low internal energy 

systems are incompressible and do not experience significant or measurable 

volume changes. 
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• Pressure measures the strength of momentum transfer. Momentum is a measure 

of inertia, describing the energy used for motion. Changes in pressure require 

energy: greater pressure suggests greater energy available to move a system or 

its boundaries. Pressure imbalances will cause motion: immiscible bodies will 

push or pull, while miscible fluids diffuse and coalesce. Pressure is measured on 

both absolute and relative scales. 

• Entropy measures unavailable energy, energy which must be dedicated to the 

chaotic tendencies of the universe. It describes the quality of disorder, energy 

confined and preoccupied to increasing randomness. When combined with tem-

perature, entropy encourages heat exchange across system boundaries. 

• Free energy measures the energy which can participate in conversion processes. 

It is the compliment to entropy, describing available energy which can be ma-

nipulated and directed in pursuit of productivity. The two varieties of free 

energy, Helmholtz and Gibbs energy, describe the maximum energy which can 

be contributed by or relinquished from systems. 

These state properties are discretely related and mathematically interdependent, and 

are measured to predict or explain energy conversion processes. 

The exchange of energy between a system and its surroundings is classified as 

work or heat. Heat [2] is the exchange of energy across system boundaries, producing 

temperature changes in either system or surroundings. The minimum limit of heat is 

dependent upon entropy. In compliment, work [2] is energy transformed: the conver-

sion of energy to another form which is then utilized to perform actions. Work is the 

exchange of energy across system boundaries that enables action or phenomenon. In 

effect, useful work enables all transport phenomena, and is classified by the energy 

conversion process it represents. Rechargeable batteries operate by converting chem-

ical internal energy into electrochemical work, used to transport electrons between 

electrodes [8]. 
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Ultimately, thermodynamics regulates the behaviors of all energy transformation 

processes. System changes are quantified by state properties, measurable features 

that together define the extensive nature of the system. The property of entropy, rig-

orously defined by postulate, dictates the maximum efficiency of a conversion process. 

Then, Gibbs free energy, the penultimate thermodynamic descriptor, quantifies the 

maximum energy available to participate in energy conversion. Thermodynamics de-

fines the ideal energy conversion process as high conversion efficiency with maximized 

total converted energy. The implementation of this principle has been pursued across 

history from steam engines, petroleum engines, fuel cells, and modern rechargeable 

batteries. 

Regulating Energy 

Energy conversion occurs with or without external energy input. The phenomenon 

of energy conversion, particularly its properties and transformation, is governed by 

the four laws of thermodynamics [2]: 

(0) The zeroth law states entities must be in thermal equilibrium if all belong to 

a system in thermal equilibrium. This implies that the temperature of sep-

arated entities T1, TN must be in equilibrium if both are in equilibrium with 

temperatures of intermittent entities T n : 

T = 
! 
T if T = T ∧ T = T ∀ n ∈ (1, N) (1.1)1 N 1 n N n 

This is the transitive property of internal energy equilibrium, providing a rig-

orous mathematic definition of temperature. 

(1) The first law states the energy of any isolable entity, including the universe itself, 

must be conserved. In another interpretation, change in energy of the universe 

ΔU∞, including changes of interior subsystems ΔUN and their surroundings 

ΔUNe , must be equal to zero: 

= ΔU +ΔU e = 
! 
0 ∀ N (1.2)ΔU∞ N N 
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The supplementary postulate states energy can only be converted into different 

varieties: it cannot be created or destroyed. For a given closed system, the 

change in its energy ΔUN is equal to the energy passing across its boundaries: 

heat Q, transferred internal energy; and work W , converted energy: 

ΔUN = Q + W (1.3) 

Together, these postulates define the principle of energy conservation. 

(2) The second law states the universe is an expression of increasing disorder or 

entropy ΔS. Energy processes occur to increase entropy of the universe ΔS∞ 

or, equivalently, the entropy sum of any interior subsystem ΔSN with its sur-

roundings ΔSNe : 

! 
= ΔS +ΔS e ≥ 0 ∀ N (1.4)ΔS∞ N N 

The entropy change of the universe cannot decrease. However, entropy change 

of interior subsystems can change — provided complimentary changes in the 

surroundings increase universe entropy: 

ΔS < 0 ⇐⇒ ΔS e > ΔS =⇒ ΔS∞ > 0N N N 

An involuntary or inhibited process, requiring an initial energy input, increases 

universe entropy. In compliment, a voluntary or spontaneous process causes 

zero change in universe entropy: 

ΔS∞ ≥ 0 if possible 

ΔS∞ < 0 if impossible 

Entropy can be defined as measure of dispersion. Real processes are inherently 

inefficient, suggesting a limit to the efficiency of any energy conversion process. 

In addition, entropy implies all ordered systems spontaneously degrade (viz., 

transition to disorder) provided universe entropy increases. 
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(3) The third law states entropy is an absolute property: a quantifiable minimum 

disorder exists for all systems. This postulate, developed by modern statistical 

thermodynamics, declares that there exist minimum limits for absolute entropy 

and temperature. Entropy changes are proportional to possible microscale per-

mutations Ω and the Boltzmann constant kB: 

ΔSN = kβ ln ΩN (1.5) 

lim ΔSN = 0 ⇐⇒ ideal crystal (1.6)
Ω →1

N 

The Boltzmann factor kβ is the centerpiece of this postulate. It declares temper-

ature and internal energy of ideal, freely–moving particles are discretely related 

— bridging microscale behaviors to its macroscale analogues. 

The complete thermodynamic description of energy (viz., systems and processes) 

requires two components: entropy, the measure of stability which quantifies possibility 

of systems to change; and enthalpy, the measure of value which describes participa-

tion of systems during change. Enthalpy represents the sum of internal energy and 

boundary work, defined herein as work required to sustain or support system bound-

aries. The change in enthalpy of an entity is the sum of its internal energy ΔUN and 

boundary work Δ (PV )N : 

ΔH = Δ(U) + Δ(PV ) (1.7)N N N 

Internal energy Boundary work 

In essence, enthalpy describes constituent energy of a pressure–bearing system: the 

energy of bulk and border. Therefore, enthalpy changes describe the transfer of gen-

eral energy; that is, energy absorbed or released across system boundaries. Enthalpy 

increases describe energy–absorbing endothermic processes, while decreases describe 

energy–releasing exothermic processes: 

ΔHN > 0 if endothermic (absorb energy) 

ΔHN = 0 if isenthalpic (zero net change) 

ΔHN < 0 if exothermic (release energy) 
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The ultimate consequence of thermodynamics is probability of system changes: 

whether or not a process can occur. Irregardless of rates, processes can occur in the 

absence of energy transfer (i.e., enthalpy change) or molecular dispersion (i.e., entropy 

change). Thus, stability and availability (viz., entropy and enthalpy, respectively) 

must be considered in the probability of a system change. Defined by W. Gibbs [9,10], 

the system free energy ΔGN quantifies probability according to the energy available 

for isochoric work (viz., non-volume changing): 

ΔG = Δ(H) − Δ(TS) (1.8)N N N 

Available energy Transferred heat 

Gibbs free energy represents the energy available for work, excluding volume ex-

pansion or contraction work. Therefore, spontaneity is directly determined by the 

direction and magnitudes of enthalpy and entropy (Table 1.1). Free energy decreases 

describe spontaneous exergonic process, while increases describe non–spontaneous 

endergonic processes: 

ΔGN < 0 if exergonic (spontaneous) 

ΔGN = 0 if equilibrium (zero net change) 

ΔGN > 0 if endergonic (non-spontaneous) 

Exergonic processes favor spontaneity toward the final state, while endergonic pro-

cesses favor spontaneity toward the initial state. Processes at equilibrium experience 

do not favor either process. 

1.2 Defining Free Energy 

Free energy is the penultimate property of thermodynamics. Free energy measures 

usable reserved energy, which is available to participate as work and not heat. For 

closed systems, free energy change is the difference between system energy change 

and heat (i.e., energy transferred between system and surroundings) [2]: 

ΔΓ = ΔU − Q (1.9)N N N↔Ne 

Free energy System energy Passed heat 



11 

Table 1.1. 
Gibbs spontaneity criterion. By definition of Gibbs free energy, spon-
taneity depends on enthalpy and entropy. 

Endothermic Isenthalpic Exothermic 

ΔH > 0 ΔH = 0 ΔH < 0 

Possible Exergonic Exergonic Exergonic 

ΔS > 0 if T ΔS > ΔH ΔG < 0 ΔG < 0 

Isentropic Endergonic Equilibrium Exergonic 

ΔS = 0 ΔG > 0 ΔG = 0 ΔG < 0 

Impossible Endergonic Endergonic Exergonic 

ΔS < 0 ΔG > 0 ΔG > 0 if ΔH > T ΔS 

Free energy is measured in energy per moles of process or reaction, equivalently 

interpreted as converted energy after 6.022 · 1023 instances of reaction. 

Free energy change is a state property, only dependent on system states at equi-

librium (i.e., before and after energy processes). In contrast, work and heat are 

path properties, inconveniently reliant on both state and process (i.e., how systems 

change). Accounting for this volatility, free energy represents the theoretically avail-

able energy after unavoidable losses to the natural world. In this sense, it is the 

maximum limit of output energy from reversible energy processes — assuming mini-

mal system-surroundings energy transfer: 

� � 
ΔΓ := lim W (1.10)N N↔Ne 

Q→T ΔS
N 

Two varieties of free energy are used in thermodynamic description. Helmholtz free 

energy, proposed in 1882 by H. Helmholtz [11], is the maximum convertible energy 

available for all work processes. Gibbs free energy, proposed in 1873 by J. W. Gibbs 
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[10], is the maximum convertible energy available for non-volumetric work processes. 

Their derivations imply particular restriction: Helmholtz energy change is the limit 

postulated for reversible isochoric or constant volume processes, and Gibbs energy 

change is the limit for reversible isopiestic or constant pressure processes. 

Electrochemical energy storage favors Gibbs free energy. First, it applies to 

presently studied energy systems due to its constant pressure condition. Second, 

Gibbs free energy measures reclaimable energy for non–expansion work: this descrip-

tor is the conceptual basis for voltage. Though, as is the case for many solid battery 

electrodes, Helmholtz and Gibbs energies converge for incompressible systems. 

Interpreting Free Energy 

Free energy represents the utility of thermodynamics, describing feasibility of pro-

cesses. It represents maximum convertible energy relative to available system energy 

and minimized entropic losses: 

ΔΓN = ΔUN − TN ΔSN (1.11) 
Convertible energy Available energy Lost energy 

• Available energy change ΔUN describes the total available energy of a system 

that can participate in energy processes. In Helmholtz energy, it is dependent 

on system internal energy change. In Gibbs energy, it is dependent on enthalpy 

(Equation 1.29); in turn, dependent upon system internal energy change and 

boundary work. Note Gibbs energy is exclusive of, yet implicitly dependent on, 

boundary work (Equation 1.26). Isopiestic enthalpy, combination of internal 

energy change and boundary work, yields the energy available for non-expansion 

work. 

• Transferred energy change TN ΔSN describes energy of a system interacting 

across the system-surroundings interface. There exists a fundamentally trivial, 

yet shamefully overlooked, implication of the second law: a system is insepa-

rably bonded to its surroundings. To increase entropy of the universe, entropy 
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changes of surroundings must compliment entropy changes of their systems. In 

effect, energy transfer is an inevitable consequence of symbiosis: resultant en-

ergy change quantifies the unbreakable connection between systems with their 

surroundings. 

• Free energy change ΔΓN describes the greatest possible convertible energy of 

a system [2]. Identically, it is the limit of non-expansion or non-compression 

work a system may perform. Helmholtz energy describes changes under con-

stant volume, while Gibbs energy describes changes under constant pressure. 

It is the remainder of system energy after consideration of entropy: the differ-

ence between maximum reclaimable energy of a system and unavoidable energy 

transfer between system and surroundings. 

Extrapolation of free energy, along with the law of energy conservation, defines pro-

cess efficiency [2]: the maximum extent of energy conversion in energy processes. 

Process efficiency f is a relative measure, comparing output of energy processes to 

the theoretical total energy that can participate. Efficiency is reported on a rela-

tive scale between zero and unity. It can be expressed as a function of free energy, 

normalized to the available system energy: 

ΔΓ T ΔSN N Nf := = 1 − (1.12)
ΔU ΔUN N 

The mathematic expression of process efficiency has an important consequence: ef-

ficiency is dependent upon the negative contribution of entropic effects. Thus, if 

enthalpic contributions for given energy processes are non-zero, then there will be ir-

resolvable efficiency reductions. This suggests energy losses are inherent and natural: 

unoptimized processes will always be irreversible, permitting energy exchange between 

systems and surroundings. Alternatively, this suggests that there is a maximum limit 

to efficiency of practical processes: inefficiencies will approach this maximum with 

increasing optimization, but will never reach unity if entropic losses are unaddressed. 

This conclusion substantiates energy conservation, precluding perpetual motion ma-

chines or energy devices which create energy. 
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The two forms of free energy, Helmholtz energy and Gibbs energy, describe avail-

able energy postulated under conservation of certain state properties. Dependence 

on either constant volume or constant pressure assumptions is due to variability of 

systems with maximal degrees of freedom. 

Isochoric Free Energy 

Helmholtz free energy is defined as the total energy available for all reversible work. 

Helmholtz energy is a function of internal energy U , temperature T , and entropy S: 

A := U − TS (1.13) 

Helmholtz free energy represents the maximum energy that can be potentially utilized 

as work in an energy conversion process. Helmholtz free energy ΔAN is confined to 

the following conditions: 

• Total energy available for all work processes. 

• Energy change of a system under constant temperature TN and volume VN . 

To derive its mathematic definition, begin by defining a closed, macroscopic system 

at constant temperature and volume. Internal energy change ΔUN of closed systems 

depends on work W and heat Q interacting with surroundings: 

ΔV = 0 
ΔUN = W + Q : N (1.14) 

ΔT = 0N 

Define heat as reversible. Free energy represents the maximum energy available for 

work — this implies a reversible process in which heat transfer is minimized. Re-

versible heat, the minimum limit of heat as irreversibility vanishes Qir → 0, is a 

function of temperature and entropy: 

Let Q = TN ΔSN * TN ΔSN = lim (Q) if reversible process (1.15) 
Qir →0 
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Specify the system (Equation 1.14) with reversible heat (Equation 1.15): 

ΔU = W + T ΔS (1.16)N N N 

Eq. 1.15 

Isolate total work W from all energy components: 

W = ΔUN − TN ΔSN (1.17) 

Then, reorganize terms by phase instead of property: 

� � � � 
W = U − T S − U − T SN N N 1 N N N 0 � � 

=⇒ W = Δ U − T S (1.18)N N N 

Thus, total reversible work under constant temperature and volume is a function 

of only state variables. This relationship implies the existence of the new property 

known as Helmholtz free energy. Helmholtz energy change ΔAN is dependent on 

internal energy, temperature, and entropy: 

ΔV = 0N 

∴ ΔA := ΔU − T ΔS : ΔT = 0 (1.19)N N N N N 

Reversible 

Isopiestic Free Energy 

Gibbs free energy is defined as the total energy available for reversible work — 

except work of boundary changes. Isopestic work includes all work processes except 

work of volumetric expansion or compression. Gibbs free energy is a function of 

enthalpy, temperature, and entropy: 

G := H − TS (1.20) 

Gibbs free energy represents the maximum energy that can be effectively used from 

energy conversion processes. Gibbs free energy ΔGN is applicable to the following 

conditions: 
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• Total energy available for all work that is unrelated to system volume changes. 

• Energy change of a closed system under constant temperature TN and pressure 

P .N 

The mathematic form of Gibbs energy can be derived by Socratic reasoning. Begin 

by defining a closed, macroscopic system at constant temperature and pressure: 

ΔP = 0 
ΔUN = W + Q : N (1.21) 

ΔT = 0N 

Heat and work transfer must be specified. First, recall the definition of work: energy 

conversion processes between systems and surroundings. The total work occurring be-

tween a system and its surroundings is defined as the sum of constituent, independent 

work processes: X 
W = W ∀ i ∈ { expansion, charge transfer, polarization, . . . } (1.22)i 

i 

Total work, as is, expresses too many elements as all energy-dependent activities are 

represented. Thus, work is described as expansion WΔV or non–expansion WΔgV (viz., 

isochoric): X 
W = + Wg (1.23)Wi ≡ WΔV ΔV 

i 

Second, define heat as reversible to maximize useful work. Reversible heat, the min-

imum limit as irreversibility vanishes Qir → 0, is a function of temperature and 

entropy: 

Let Q = TN ΔSN * reversible process (1.24) 

Now, specify the system (Equation 1.21) with work (Equation 1.23) and heat (Equa-

tion 1.24): 

ΔU = WΔV + Wg + T ΔS (1.25)N ΔV N N 

Eq. 1.23 Eq. 1.24 



17 

Gibbs free energy is independent of chloric work, so chloric dependence must be elim-

inated. Recall chloric work describes system volume changes. At constant pressure, 

expansion work is proportional to surrounding pressure PNe and volume change ΔVN : 

W = −Δ(PV ) = −P e ΔV : ΔP = 0 (1.26)ΔV N N N N 

Further specify the system (Equation 1.25) with the definition of expansion work 

(Equation 1.26): 

ΔP = 0N 

ΔU = T ΔS −P eΔV + WgN N N N N ΔV : ΔT = 0N 
(1.27) 

Eq. 1.26 
Reversible 

Then isolate isochoric work WΔgV from all energy components: 

Wg = ΔU + P e ΔV − T ΔS (1.28)ΔV N N N N N 

This system is simplified by introducing enthalpy, the total available system energy. 

System enthalpy change ΔHN is comprised of the available internal energy ΔUN and 

work of continuity W∂ . At constant pressure, work of continuity simplifies to chloric 

work (Equation 1.26): 

Let ΔH = ΔU + WN N ∂ 

=⇒ ΔH = ΔU + P e ΔV * ΔP = 0 (1.29)N N N N N 

Simplify the system description (Equation 1.28) using the enthalpy definition (Equa-

tion 1.29): 

ΔP = 0N 

Wg = ΔH − T ΔS : ΔT = 0 (1.30)ΔV N N N N 
Eq. 1.29 

Reversible 

Then, reorganize terms by phase instead of property: � � � � 
Wg = H − T S 

1 
− H − T S 

0ΔV N N N N N N � � 
=⇒ Wg = Δ H − T S (1.31)ΔV N N N 
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This relationship implies the existence of a new property called Gibbs free energy. 

Gibbs free energy change ΔGN is dependent on enthalpy, temperature, and entropy: 

ΔP = 0N 

∴ ΔGN := ΔHN − TN ΔSN : ΔT = 0 (1.32)
N 

Reversible 

What happened to the work of expansion? Combining internal energy change ΔUN 

and work of continuity W∂ implicitly eliminates work of expansion. This only occurs 

under pressure. 

Begin by defining the enthalpy change of a system at constant pressure (Equation 

1.29): 

ΔH = ΔU + P ΔV : ΔP e = 0N N N N N 

Internal energy change of a general system is unknown. However, for a closed system, 

it is always equal to heat and work transferred across the system boundary. Specify 

the system using this definition of internal energy (Equation 1.21), then the definition 

of work (Equation 1.23): 

ΔH = Q + W + Wg + P e ΔVN ΔV ΔV N N 

Eq. 1.21 Eq. 1.23 

Further specify the system by defining choric work (Equation 1.26): 

ΔH = Q −P ΔV + P ΔV : ΔP = 0N N N + WΔgV N N N 

Eq. 1.26 

Expansion work appears with both positive and negative magnitudes, eliminating its 

dependence: 

ΔH = Q − �P �Δ�V� + Wg + �P �Δ�V� 
N N N ΔV N N 

Thus, enthalpy change of a closed system under constant pressure is independent 

of expansion work: 

∴ ΔHN = Q + WΔgV * ΔPN = 0 (1.33) 
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Evaluating Free Energy 

To declare free energy as a conclusive thermodynamic property is bold, even decep-

tive. It is pedagogical simplification which, unintentionally, obscures the significance 

of thermodynamic description: the intricate concert of many state variables at equi-

librium. Yet, even then, deception is contextual — for incompressible systems, free 

energy becomes independent of restriction in the case of vanishing internal energy and 

entropy. Helmholtz and Gibbs energy changes converge for solid systems, extending 

the application of these concepts to real electrochemical systems. 

Helmholtz and Gibbs energies represent different interpretations of free energy [2]: 

Helmholtz describes potential for all work at constant volume, while Gibbs describes 

potential for non-expansion work at constant pressure. These isochoric or isopiestic 

conditions restrict their practical value. These differences are summarized as follows: 

� � ΔVN = 0 ΔA = lim Wg + W∂ = ΔU − T ΔS :N ΔV N N NQir →0 ΔT = 0N � � ΔPN = 0 ΔG = lim Wg = ΔU − W∂ − T ΔS :N ΔV N N NQir →0 ΔT = 0N 

Their difference lies in approach to boundary work W∂ , the work of maintaining 

system boundaries (Equation 1.26). Thus, by comparison, Helmholtz and Gibbs 

energy change are related by volume and pressure: 

ΔG = ΔA +Δ(PV ) (1.34)N N N 

Context determines the relevance of boundary work. Classical thermodynamics was 

built to explain and predict the behaviors of gases, entities of vast internal energy. 

Gases can sustain great and irregular volume changes; Helmholtz and Gibbs energies 

of gases change in proportion. In contrast, the behaviors of liquids and solids are 

less drastic, even with species considered compressible. This suggests the waning 

significance of boundary work as system energy decreases. 

lim (W∂ ) = 0 =⇒ ΔGN ' ΔAN if incompressible (1.35)
U→min U 
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As internal energy approaches its minimum limit (i.e., for solids, incompressible liq-

uids), Gibbs and Helmholtz energies converge. For solids, the percent difference 

between these free energies is ca. < 5% [2]. This is often the case for changing solid 

electrodes in electrochemical energy storage devices. 

1.3 Electric Voltage 

Potential difference or voltage E is the grand consequence of free energy. As an 

interpretation of Gibbs free energy, voltage measures the strength or tendency for 

electric transport [12]: greater voltage suggests greater available energy to transport 

charge, and zero voltage suggests no available energy. In electrochemical systems, 

voltage represents maximum chemical energy for electron transport between source 

and destination. In this interpretation, the limit of energy extractable from an elec-

trochemical process is given by voltage. 

There are three principles underlying voltage [12]: 

• Voltage is a representation of the free energy for electrical work. For practical, 

constant pressure electrochemistry, voltage represents Gibbs free energy: 

ΔEN ∝ ΔGN (1.36) 

Note that this implies two conditions: the constant pressure assumption sug-

gests exclusion of boundary work from consideration because volumetric changes 

do not contribute to charge transport. Also, this assumes all available energy 

will contribute solely to electrical work and no other non-expansion work pro-

cesses. 

• As voltage is the measure of energy available for charge transport, it must be 

expressed as normalized to transported charge. The total transported electron 

charge, per process, is given by the reaction stoichiometry z and Faraday con-

stant F : 

1 
EN ∝ (1.37)

zF 
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Reaction stoichiometry expresses moles of electrons participating per mole of 

process and Faraday constant expresses charge of one mole of electrons. Their 

product yields the total charge transported per process. 

• Conventions for voltage are defined oppositely for Gibbs free energy. A sponta-

neous reaction exhibits positive voltage and negative Gibbs energy. Therefore, 

voltage is related to the negative of Gibbs free energy. 

Altogether, these three features describe the principle factors of voltage. Voltage is 

dependent on the negative of Gibbs free energy, electron stoichiometry, and Faraday 

constant: 

ΔG 
EN := − N (1.38)

zF 

Note this assumes that electric work constitutes the entirety of non-expansion work: 

that is, all available energy will only contribute to the work of charge transport. This 

is consistent with the definition of Gibbs free energy, the maximum limit of energy 

that can be provided by a system in a constant pressure process. 

In electrochemical systems, the Boltzmann or thermal voltage Eβ [12] is a char-

acteristic property that represents electrostatic behavior due to temperature and in-

ternal energy. It is an extension of the voltage concept, equivalently expressed with 

volt units by dimensional analysis, which describes energy from molecular or ther-

mal motion. The Boltzmann voltage ΔEβ is a function of Boltzmann constant kβ , 

temperature T , fundamental charge q, valency z: 

kβ T 
Eβ = (1.39) 

zq 

Whereas conventional electric voltages measure electrostatic potentials typically from 

an external impetus, Boltzmann voltage represents electrostatic potentials arising 

from internal molecular motions. The Boltzmann voltage appears as a characteristic 

property in kinetics of electrochemical systems. 
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Summary 

Thermodynamics underlies energy quantification for energy storage systems. Vari-

ous modes of energy can be stores, supplied, or converted using specifically engineered 

conversion devices or storage technologies. The theoretical framework for electrical 

energy analysis is based on the fundamental mathematic laws of thermodynamics and 

the concept of free energy. In particular, the free energy concept established by J.W. 

Gibbs [10] is the link between fundamental thermodynamics and electric potential 

measured as voltage. 

In its thermodynamic interpretation, voltage represents the maximum energy 

available for electric work. Voltage also plays a significant role in electrochemical 

kinetics to describe electrostatic potentials. Chapter 2 describes this relationship in 

mathematic detail, demonstrating the microscale relationship between charge distri-

bution and electric potential. 
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CHAPTER 2: CHARGE TRANSPORT 

Thermodynamics determines how much energy is stored; kinetics determines how fast 

energy is delivered. Microscale kinetics control delivery power in rechargeable energy 

storage devices. In turn, kinetics depends on the individual rates of constituent ele-

mentary mechanisms – particularly those which oppose and impede charge transport. 

This chapter describes the various mechanisms of lithium transfer, their mathe-

matic representation through the Poisson Nernst Planck equations, and the dimen-

sionless groups which quantify their significance in energy storage systems. Energy 

and power, visualized with the Ragone diagram, determine the application of energy 

storage systems. The versatility of the rechargeable lithium-ion battery, in terms of 

energy and power, drives its dominance in both research and commercial sectors. 

2.1 Kinetics of Lithium-ion Batteries 

In rechargeable lithium-ion batteries, charging or discharging processes promote 

lithium ionization and inter-electrode transport [13, 14]. Lithium species travel be-

tween electrodes as cations through electrolyte and across electrode-electrolyte bound-

aries. In compliment, electrons travel between electrodes through an external con-

ductive circuit. Ultimately, the speed of lithium storage controls power, the speed of 

energy storage. In turn, power is controlled by complex transport pathways with ele-

mentary processes dependent on coordinate geometry, spatial position, ionic species, 

and chemical or material properties [13, 15]. 

According to the principles of mass conservation [2], the charge associated with a 

defined system is the linear combination of charge contained within system volume 

and charge passing across system boundaries. Lithium transported in spatial coor-

dinates is measured by charge flux J, time rate of lithium passage through defined 



24 

surface area. Lithium flux depends on mobility b, the ability to pass through the 

bulk medium, and potential gradient rµ, the thermodynamic impetus for lithium 

transport. From the Einstein Smoluchowski relation [3, 16], mobility is proportional 

to chemical diffusion coefficient D, temperature T , concentration c, and Boltzmann 

factor kβ : 

D 
b = (2.1)

kβ T 

Thus, lithium flux J [14] depends on diffusion coefficient D, concentration c, chemical 

potential µ, temperature T , and Boltzmann factor kβ : � � 
rµ

J = −bcrµ = Dc (2.2)
kβT 

The gradient of charge flux r · J determines the time rate of lithium concentration 

change by spatial lithium movement: 

∂c 
= −r · J (2.3)

∂t 

There are various modes or pathways for lithium transport phenomena, classified ac-

cording to spatial regime: bulk phenomena occur in electrode or electrolyte phases, 

while surface phenomena occur at the microscale interphase boundary. The mecha-

nisms associated with transport phenomena vary according to their location, mecha-

nism, and associated material factors. 

Intraphase Transport Phenomena 

In bulk charge transport, there are four principle mechanisms for lithium interac-

tion [13, 14]: 

• Diffusion is net particle movement due to chemical potential or concentration 

gradients. Chemical diffusion is due to Brownian motion or molecular agitation 

of concentrated chemical species in a bulk region. Lithium species naturally 

distribute through electrode and electrolyte bulk phases according to chemical 

potential µc, the potential energy for chemical interaction. Relative to reference 
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state µc,0, chemical potential µc depends on concentration c, temperature T , and 

Boltzmann factor kβ: 

µc = µc,0 + kβ T ln c (2.4) 

Lithium flux by diffusion depends on chemical diffusion coefficient D and con-

centration gradient rc: 

J = −bcrµc = −Drc (2.5) 

• Migration is particle motion due to applied electric field. According to the ap-

plied electric impetus, electric potential gradients give rise to electrochemical 

migration in a polarizable medium. Electrochemical migration depends on elec-

trostatic potential µe, the potential energy from external electric fields. Relative 

to reference state µe,0, electrostatic potential depends on applied voltage E, ion 

valency z, and fundamental charge q: 

µe = µe,0 + zqE (2.6) 

Combining definitions of mobility and electrostatic potential, lithium flux by 

migration depends on voltage gradient rE, chemical diffusion coefficient D, 

concentration c, and Boltzmann potential Eβ: 

Dc 
J = −bcrµe = − rE (2.7)

Eβ 

• Advection is passive particle movement due to bulk phase kinematic motion. 

Particles entrained in moving fluid media (i.e., low viscosity) will transport 

with the fluid stream. Lithium flux by advection depends on concentration c 

and fluid velocity v: 

J = vc (2.8) 
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• Conversion is chemical reaction that causes chemical phase or crystal lattice 

changes. Reaction or binding of lithium with electrode materials coincides with 

chemical or crystal changes. Rate laws of reaction order n are used to model 

homogeneous chemical conversion. Concentration change rate for conversion is 

proportional to rate constant kn, concentration c, and reaction order n: 

dc 
= knc 

n (2.9)
dt 

The four mechanisms of bulk lithium transport occur in both electrolyte and 

electrode bulk phases. The expression of these phenomena are dependent upon the 

bulk velocity, polarizability, conductivity, and permeability of the medium to lithium 

ions [13, 15]. 

Interphase Transport Phenomena 

Conventional battery electrodes are semi-polarizable surfaces, supporting both 

Faradaic and non-Faradaic charge transport. The non-Faradaic phenomenon is the 

electric double layer [14,17], a microscale region at the electrolyte-electrode interface 

characterized by non-isotropic ion accumulation and its steric effects. The Faradaic 

phenomenon is interfacial charge transfer, spatial translation of charges across the 

electrolyte-electrode interface. Interfacial charge transfer causes charge flux between 

the electrolyte and electrode phases. 

The non-Faradaic electric double layer (Fig. 2.1) contains non-isotropically dis-

tributed charges – including ions stabilized by surrounding solvent molecules – whose 

steric interactions cause electrochemical (viz., electrostatic and chemical) potential 

gradients. According to the Stern Gouy Chapman model [18], the Stern compact 

regime and Gouy Chapman diffuse regime express different electrostatic effects as a 

function of interface distance. The Stern compact regime [18, 19], adjacent to the 

electrode surface, is characterized by electrochemical potential gradients due to ad-

sorbed ions and solvent molecules. The Stern compact regime contains two smaller 

regions [19]: the inner Helmholtz region contains de-solvated species immediately ad-
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jacent to the electrode surface, while the outer Helmholtz region contains solvated 

ions between the inner Helmholtz region and diffuse regime. The normal length of 

the Helmholtz region is the effective diameter of adsorbed species, while the normal 

length of the Helmholtz region is the effective diameters of solvated ion species. The 

Gouy Chapman diffuse regime [20,21], between the Stern regime and bulk electrolyte, 

is characterized by exponentially–weakening steric effects as distance from the outer 

Stern plane increases. Debye length [22] represents normal screening length of the 

Gouy Chapman regime. In low concentration electrolyte [23], Debye length λD de-

pends on electrolyte relative permittivity εs, free space permittivity ε0, Boltzmann 

voltage Eβ, valency z, fundamental charge q, and concentration c: s 
εsε0/2 

λD = P (2.10) 
q i (zc/Eβ)i 

In ideal (i.e., dilute and monovalent) electrolytes [23], characteristic length is related 

to charge concentration: the characteristic length of the Stern compact regime is 

considered negligible relative to that of the Gouy Chapman diffuse regime. 
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Figure 2.1. The electric double layer. (a) In a polarizable electrolyte 
with applied electric field, steric charge interactions cause concentra-
tion polarization near electrode surfaces. (b) Charge accumulation 
causes different electrostatic effects in the Stern and Gouy Chapman 
regimes. 
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Faradaic charge transfer causes lithium flux across the electrode-electrolyte inter-

face (i.e., between inner electrode surface and inner Helmholtz region of Stern compact 

regime). In classic models, first-order chemical reactions occur within the Stern com-

pact regime of the electric double layer, representing charge transport into electrode 

and electrolyte phases. Across the electolyte-electrode boundary, electrolyte–bound 

charge species Li+ (viz., oxidized species with concentration cox) binds with an elec-

tron to form electrode–bound species Li0 (viz., reduced species with concentration 

cred): 

kC
Li+ −)−−* Li0 (2.11)(l) + e 

kA 
(s) 

During electrode lithiation, the forward reduction reaction or cathodic reaction occurs 

with rate constant kC . Conversely, during electrode delithiation, the reverse oxidation 

reaction or anodic reaction occurs with rate constant kA. 

In semi-polarizable electrodes, Faradaic interface charge transfer and non-Faradaic 

double layer electrostatics are intricately convoluted. Kinetic models depend on elec-

trostatic behavior because Faradaic charge transfer occurs within the electric double 

layer, particularly the Stern compact regime. The Frumkin Butler Volmer model [24], 

a general model of electrode kinetics, relates interfacial charge flux to electric potential 

across the Stern compact regime. Stern overpotential ηc, the difference between elec-

trode surface voltage Ee, compact–diffuse regime boundary voltage Ec, and reference 

voltage Ec,0: 

ηc = Ee − Ec − Ec,0 (2.12) 

In the Frumkin Butler Volmer model [24], net charge flux J in normal direction n 

depends on rate constants kA, kC ; charge concentration cox, cred; transfer coefficients 

αA, αC ; Boltzmann voltage Eβ; and Stern overpotential ηc: � � � � 
ηc ηc

J = kAcred exp αA n − kC cox exp −αC n (2.13)
Eβ Eβ 

There exist two limiting cases of the Frumkin Butler Volmer model, relating charge 

flux to different overpotentials depending on significance of the Stern compact regime. 
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If electrostatic effects from the Stern compact regime are negligible (i.e., Debye length 

accurately approximates total electric double layer length), the Chang Jaffe kinetic 

model best describes interfacial charge transport. In the Chang Jaffe model [25], 

net charge flux J in normal direction n depends on rate constants kA, kC and charge 

concentration cox, cred at the compact–diffuse regime boundary: 

J = kAcredn − kC coxn (2.14) 

In the Chang-Jaffe model, charge concentrations are implicitly related to the Stern 

overpotential [25–27]. 

If electrostatic effects from the Gouy Chapman regime are negligible (i.e., De-

bye length does not significantly contribute to total electric double layer length), the 

Butler Volmer kinetic model best describes interfacial charge transport. The Butler 

Volmer kinetic model [12,28] relates interfacial reaction rates to double layer overpo-

tential ηs, the difference between electrode surface voltage Ee, bulk electrolyte voltage 

Es, and reference voltage Es,0: 

ηs = Ee − Es − Es,0 (2.15) 

Thus, net charge flux J in normal direction n depends on rate constants kA, kC ; 

charge concentration cox, cred; transfer coefficients αA, αC ; Boltzmann voltage Eβ ; and 

double layer overpotential ηs: � � � � 
ηs ηs

J = kAcred exp αA n − kC cox exp −αC n (2.16)
Eβ Eβ 

Though developed first [12], Butler Volmer kinetics is a particular solution of more 

general Frumkin Butler Volmer kinetics expressed in terms of electric potential across 

the electric double layer. 
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2.2 Continuity of Lithium Transport 

The law of conservation [2] governs spatiotemporal exchange of conserved quan-

tities including mass, momentum, energy, and charge. Applied to charge transport, 

the law of conservation states charge must remain constant within a system; changes 

are due to chemical conversion into different species or passage across system bound-

aries. For any chemical species i in phase N , concentration change depends on flux 

divergence r · J and chemical conversion rate r [14]: 

∂c 
+ r · J = r ∀ i, N (2.17)

∂t 

The continuity equation is a spatiotemporal vector function of geometry (i.e., planar, 

cylindrical, spherical coordinates), spatial position, and time. In homogeneous and 

dilute systems (e.g., steric interactions are negligible), chemical conversion rate and 

concentration change are reasonably independent of spatial position. 

During charge or discharge of rechargeable batteries, the complete change trans-

port pathway encompasses three phases: bulk electrolyte N1, electrolyte-electrode 

boundary Ns, and bulk electrode N2. With respect to a reference electrode, the 

source and destination endpoints for lithium transport are the bulk electrode and 

electrolyte. 

The Poisson Nernst Planck Equations 

In rechargeable batteries [14, 29, 30], charge transport includes diffusion, electro-

static, advection, and chemical conversion phenomena. Electrochemical potential µ, 

the linear combination of electric µe and chemical µc potentials, is the gross thermo-

dynamic measure of internal and electrostatic energies. Electrochemical potential is a 

function of concentration c, voltage E, fundamental charge q, valency z, temperature 

T , and Boltzmann factor kβ: 

µ = µc + µe = kβT ln c + zqE (2.18) 
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Electrochemical charge flux J, change passage across system boundaries, depends 

on electrochemical potential gradient rµ, charge mobility b, concentration c, and 

advection velocity v: 

Dc 
J = −bcrµ + vc = −Drc − rE + vc ∀ i, N (2.19)

Eβ 

By laws of conservation, changes in charge concentration depend on electrochem-

ical charge flux gradient and conversion rate. The Nernst Planck equation [15], the 

mathematic statement of charge continuity, expresses charge transport as a function 

of diffusion, electrostatic, advection, and chemical conversion phenomena: 

∂c Dc 
= −r · J + r = rDrc + r rE −r (vc) − knc 

n−1 ∀ i, N (2.20)
∂t Eβ 

Across all species i, the Nernst Planck equation comprises an unspecified equation 

set with one degree of freedom. The Poisson equation addresses the final degree of 

freedom, relating electric potential to total charge concentration: X 
q (zc)i = −rεrE ∀ N (2.21) 

i 

Together, the Poisson Nernst Planck system of equations [26, 27, 30–32] comprises 

a specified equation set describing charge transport – including diffusion, advection, 

migration, and chemical conversion components. The two equations are reciprocative: 

the Nernst Planck equation describes spatiotemporal charge conservation and the 

Poisson equation relates total charge density to electrostatic potential. 

Dimensionless Groups of Charge Transport 

Dimensionless groups [33], the ratio of characteristic properties, compare sig-

nificance of relevant transport phenomena. Characteristic properties represent the 

strength of transport mechanisms: for example, diffusion coefficient D characterizes 

diffusion, bulk velocity v characterizes advection, and rate constant kn characterizes 

bulk reaction. Since charge transport includes various independent phenomena, di-

mensionless groups serve as quantitative measures of dominant or inhibiting transport 

mechanisms. 
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i 

Dimensionless groups are derived from non–dimensionalization of continuity equa-

tions [33]. Thus, the dimensionless groups of charge transport appear in the dimen-

sionless Poison Nernst Plank equations. For each species i and phase N , variables x 

are related to their dimensionless analogues xe by characteristic properties x ∗ : 

λ∗ 2 
∗ ec = ec c t = et E = E E ∗ 

D∗ 

D = DD ∗ ε ε ∗ = ee ε = e η η η ∗ 

D∗ c ∗ 1e e ∗ J = J r = r v = ve v 
λ∗ λ∗ 

Thus, the dimensionless Nernst Planck Poisson equations [14,32] yield four types 

of dimensionless groups:� � � � � �∗ ∗(n−1)∂ec E∗ v knc re De e re ecre e e n−1 = rec + De E − r (veec) − ec (2.22)
∂et Eβ D∗/λ∗ D∗/λ∗ 2 � �X E∗ eci = − re εere Ee (2.23)

Eβ � � � � � � � � 
kA ηec kC ηec

Je = ecred exp αA n − ecox exp −αC n (2.24)
D∗/λ∗ Eβ D∗/λ∗ Eβ 

• The first dimensionless group Π1, analogous to the Peclet number [34], compares 

the strength of advection and diffusion phenomena. Advection is characterized 

by bulk velocity v ∗ while diffusion is characterized by diffusion coefficient D∗ 

and diffusion length λ∗ : 

v ∗ advection transport 
Π1 = = (2.25)

D∗/λ∗ diffusion transport 

The value of this number increases as advection becomes dominant or diffu-

sion becomes negligible. Conversely, the value decreases as advection becomes 

negligible or diffusion becomes dominant. 

• The second dimensionless group Π2 compares the strength of applied electric 

potential and thermal electric potential. Applied electric potential is charac-

terized by characteristic voltage E∗ while thermal potential is characterized by 

Boltzmann voltage Eβ: 

E∗ applied voltage 
Π2 = = (2.26)

Eβ thermal voltage 
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The value of this number increases as applied voltage becomes dominant or 

thermal voltage becomes negligible. 

• The third dimensionless group Π3, analogous to the second Damköhler number 

[35], compares the strength of bulk reaction and diffusion phenomena. Bulk 

reaction is characterized by rate constant kn, reaction order n, and reactant 

concentration c ∗ while bulk diffusion is characterized by diffusion coefficient D∗ 

and diffusion length λ∗ : 

∗(n−1)knc bulk reaction rate 
Π3 = = (2.27)

D∗/λ∗ 2 bulk diffusion rate 

The value of this number increases as applied voltage becomes dominant or 

thermal voltage becomes negligible. For first order reaction, this dimensionless 

group is independent of concentration. 

• The fourth dimensionless group Π4, analogous to the Thiele number [35], com-

pares the strength of interfacial reaction and bulk diffusion phenomena. Inter-

face reaction is characterized by surface rate constant ks while bulk diffusion is 

characterized by diffusion coefficient D∗ and diffusion length λ∗ : 

ks interface reaction rate 
Π4 = = (2.28)

D∗/λ∗ bulk diffusion rate 

The value of this number increases as interface reaction rate becomes dominant 

or diffusion rate becomes negligible. Unique to charge transport, this dimen-

sionless group compares diffusion within the solid material phase to interfacial 

reaction at the solid–liquid interface. In comparison, the Thiele number, con-

ventional descriptor of catalytic efficacy [35], compares diffusion within the sur-

rounding liquid phase (viz., within liquid medium in subsurface pore structures) 

to interfacial reaction. 
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Evaluated for relevant charged species and spatial regime, these dimensions groups 

describe dominance and negligibility of charge transport phenomena. In particular, 

phenomena that significantly limit charge transport are quantifiable; they can be 

improved by perturbating relevant transport properties. 

When applied to practical energy storage systems, simplifications are often em-

ployed for pedagogical clarity or analytical simplicity. In classic charge transport 

models for rechargeable lithium-ion batteries, only lithium transport is considered 

because electron transport limitations are considerably negligible; across various me-

dia, electron mobility is much greater than lithium mobility. In stationary systems, 

advection effects are also considered negligible (viz., advection velocity v = 0). 

2.3 Applications of Energy Storage 

Thermodynamics determines the capacity, voltage, and energy limits of energy 

storage technologies. In compliment, kinetic rates determine the current and power 

limits of the same systems. Together, thermodynamics and kinetics define viable 

applications for energy storage systems. For instance, modular transport applications 

(e.g., electric vehicles, mobile phones, laptop computers) require high power and 

energy in limited space, suggesting volume and weight constraints are particularly 

significant. Stationary energy applications are less stringent in volume and weight 

constraints. 

The Ragone diagram summarizes and compares energy and power characteristics 

for classes of energy storage systems. The abscissa, delivered energy or “range,” rep-

resents the total energy available, and the ordinate, delivered power or “acceleration,” 

represents the mean energy delivery rate. Diagonal tie lines represent ideal discharge 

times for given power and energy ratings. Performance values are often expressed on 

gravimetric or volumetric bases. 
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There are various classes of energy storage systems. In particular, several energy 

storage systems are of comparable interest to rechargeable lithium-ion batteries (Fig. 

2.2) [36, 37]: 

Figure 2.2. Ragone diagram for lithium-ion and comparable energy 
storage systems. Lithium-ion batteries (yellow) meet a broad range of 
energy and power requirements. Lithium sulfur batteries, a subclass of 
lithium chalogen electrochemistry (green), are predicted to be viable 
competitors for electric vehicles. Data extrapolated and adapted from 
various sources [4, 5, 8, 36–40]. 

• Rechargeable lithium-ion batteries [8], an electrochemically reversible or sec-

ondary energy storage system, operate on the reversible interaction of lithium 

metal species with electrode materials (e.g., lithium cobalt oxide, graphite). De-

pending on their constituent electrode materials, lithium-ion batteries can meet 

a wide range of energy and power requirements. Lithium chalcogen batteries, a 

subclass of lithium-ion batteries which utilize chalcogen electrodes (e.g., oxygen, 
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sulfur, selenium, tellurium), enable greater specific energy due to underlying 

conversion mechanisms. 

• Rechargeable batteries [41] that do not utilize reversible lithium interactions in-

clude nickel-cadmium, nickel metal hydride, and lead acid batteries. These elec-

trochemical systems, based on reversible redox mechanisms, satisfy less strin-

gent energy and power demands compared to their lithium-containing counter-

parts. These systems are considered mature technologies and are well commer-

cialized and implemented throughout the world. 

• Fuel cells [42] are non-rechargeable or primary electrochemical conversion de-

vices which supply energy through electrocatalytic reactions. In hydrogen fuel 

cells, hydrogen cations are produced by electrocatalytic oxidation at the anode, 

migrate through an ionic electrolyte, and react with oxygen to produce water 

at the cathode. This mechanism produces great energy, however, engineering 

and safety considerations generally limit fuel cells to stationary applications. 

Recently, hydrogen fuel cells have been successfully implemented in modular 

transport vehicles. 

• Capacitors [43] are rechargeable energy storage devices which store and supply 

energy through surface polarization mechanisms. Energy manifests through an 

electric field maintained between electrodes across a polarizable electrolyte. Liq-

uid electrolyte capacitors satisfy great power demands due to fast polarization 

rates. Supercapacitors, a subclass of capacitors with great electrochemically-

active surface area, can deliver greater energy than traditional capacitor systems 

at similar power ratings. 

• Hydraulic accumulators [41] are mechanical energy storage devices which store 

and release energy through pressurization and depressurization of a fluid phase. 

Like capacitors, hydraulic accumulators satisfy great power demands due to fast 

compression and decompression rates. Hydraulic accumulators are a mature 

technology featured in modular vehicles. 
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• Flywheels [39] are mechanical energy storage devices which store and release 

energy as angular momentum. Due to low friction design, flywheels store energy 

with great efficiency. Flywheels are a mature technology utilized in stationary 

storage applications. 

Energy storage systems are often compared to the combustion engine [4], the tradi-

tional energy conversion system found in electric vehicles and power plants. Petroleum 

engines convert internal energy of hydrocarbon fuels into usable mechanical or elec-

tric energy through combustion processes. The combustion process, however, emits 

particulates and carbon dioxide pollutants which significantly contribute to global 

warming. Thus there is a need for sustainable and economical technologies to replace 

petroleum engines. 

The principle impetus for energy storage research is to increase performance — 

that is, energy and power — for commercially viable and sustainable energy storage 

technologies. Due to broad applicably, rechargeable lithium ion batteries are viable 

candidates to be competitive with rechargeable batteries. Thus, rechargeable bat-

tery materials are heavily researched to increase energy and power requirements. In 

particular, lithium sulfur batteries are viable candidates for electric vehicles. The 

theoretical energy and power for lithium sulfur systems far exceed the US Advanced 

Battery Consortium (USABC) research goals [44,45]: ca. 3 · 102 Wh kg-1 gravimetric 

energy and ca. 1·102 W kg-1 gravimetric power for both electric vehicles or fast charg-

ing applications. Bruce et al. [38] predict practical performance values for lithium 

sulfur batteries to be competitive with those for petroleum engines, suggesting lithium 

sulfur batteries are likely candidates for non-petroleum electric vehicles. 
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Summary 

Power ratings of energy storage systems are a function of microscale electrochem-

ical kinetics. In turn, kinetic efficacy is determined by the characteristic properties of 

underlying charge transport phenomena (i.e., diffusion, migration, advection, surface 

reaction, bulk reaction). Dimensionless groups enable quantitative evaluation of the 

significance of each phenomenon to the overall transport mechanism. 

For a given energy storage system, thermodynamic and kinetic descriptions yield 

effective energy and power ratings. Together, energy and power determine appro-

priate applications for given energy storage system. Because of their commercial 

viability and wide applicability range, rechargeable lithium-ion batteries are among 

the most heavily researched energy storage technologies. There is much interest in 

the rechargeable lithium sulfur system due to its theoretical and practical gravimetric 

energy ratings which can directly compete with those of petroleum engines. 
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CHAPTER 3: RECHARGEABLE BATTERIES 

Rechargeable lithium batteries are the latest frontier in energy storage. Batteries 

store or supply energy through the manipulation of charged species — a mechanism 

archetype of fundamental electrochemistry. To improve and innovate performance, 

modern battery research explores the electrochemical mechanisms of unknown or 

poorly understood materials. The Lithium sulfur battery is well recognized in this 

pursuit, actively studied in academic and industrial research since the late 20th cen-

tury. Nearly four decades later, Lithium sulfur technology remains immature and 

without viable prototypes progressing beyond research and development. 

Building upon Chapter 1 and 2, this chapter introduces the rechargeable battery: 

its properties and components, and their synergy, are described. The material require-

ments for rechargeable electrochemistry are then discussed. Finally, the lithium sulfur 

battery is defined and the challenges inhibiting commercialization are explained. 

3.1 Fundamentals of Electrochemistry 

Electrochemistry [12] is the science of interfacial redox processes, transforming 

energy between electricity and chemistry. In rechargeable lithium batteries, potential 

energy is stored within the interatomic interactions of lithium and its chemical hosts. 

Interfacial reactions transform this chemical potential energy into kinetic electric en-

ergy, supplying energy in the discharge process or absorbing energy in the charge 

process. In the study of electrochemistry, these phenomena are measured along di-

mensions of electrical properties. 
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Measuring Electrochemistry 

The extent of electrochemical processes — measured as transported electrons — 

is quantified by electrical properties of charge, current, and voltage [12]: 

• Charge q is the electric property describing sensitivity to electric or charged 

phenomena. Charge is the fundamental unit of electron transport; it is the 

electric analog of position and mass, the fundamental units of momentum and 

mass transport. An entity with greater charge implies greater susceptibility to 

electron transport. Total charge transported Δq through an electrochemical 

process is equal to the difference between charge in initial q0 and final q states: Z 
Δq = dq = q − q0 (3.1) 

Charge is a positive (e.g., polarity: cation, free proton) or negative (e.g., anion, 

free electron) magnitude measured in Coulombs, a quantity of charged species 

equivalent in susceptibility to 6.242 · 1018 protons. 

• Current I is the electric property describing the rate of charge transport. In 

electron transport, electric current exists between electronic endpoints: the 

source and destination for transported electrons. Greater current implies greater 

charge transferred per unit time. It is equal to the change in charge Δq with 

respect to time Δt: 

dq Δq
I = = (3.2)

dt Δt 

Current is a positive or negative (e.g., polarity) magnitude measured in Am-

peres, a quantity of current which transports 1 Coulomb in 1 second. 

• Voltage E, or potential difference, is the electric property measuring the strength 

of electron transport. It is a relative measure, describing transport strength of 

the electron destination relative to the source. Broadly, voltage is the electric 

variety of transport strength: pressure quantifies the strength of momentum 
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transport, concentration describes mass transport, temperature describes inter-

nal energy transport, and voltage describes electron transport. But voltage, 

unlike its analogues, must be a relative measurement distinct for a given volt-

age reference. Voltage references are not universal because voltage only exists 

between current endpoints which vary among electric systems (therefore, sys-

tems with identical voltage references can be compared). Regardless, greater 

voltage implies greater available energy for electron transport, permitting either 

faster electron transfer or more transported electrons. Voltage depends upon 

the available free energy ΔG, electron stoichiometry z, and Faraday constant 

F : 

ΔG 
E = − (3.3)

zF 

Voltage is a positive or negative (e.g., polarity) magnitude measured in Volts, a 

quantity of voltage which imparts 1 Joule on 1 Coulomb. Equivalently, voltage 

can be defined as Coulombic free energy, the energy acting on unit charge. This 

definition is derived from electrochemical thermodynamics (Chapter 1). 

In an electrochemical system, voltage causes electric current [6]. This implies that, 

provided adequate infrastructure for charge transfer, voltage can exist without acting 

current — but current cannot exist without voltage. Together, voltage and current 

dictate energy and power, the practical performance metrics for rechargeable batter-

ies: 

• Energy is a measure of the ability to perform electric work (Chapter 1). The 

total energy transferred into or out of the battery is the integral sum of voltage 

E and current I over time t: Z 
ΔU = IE dt (3.4) 

t 

• Power is rate of electric energy transfer (Chapter 2). Power is the product of 

voltage E and current I: 

P = IE (3.5) 
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In rechargeable lithium batteries, the cationic properties are stoichiometrically equiv-

alent in magnitude but of opposite polarity. 

Compiling Electrochemistry 

A single lithium–ion battery is an electrochemical cell [12], the simplest system 

that enables electrochemical charge transport. When energy is transferred, lithium 

atoms are ionized, or separated into positive and negative charges: negative electrons 

shuttle through the electronic conductor and positive lithium cations shuttle through 

the ionic conductor. All batteries supply energy through the discharge, or galvanic, 

process in which charged species are spontaneously transported to the thermodynam-

ically stable electronic endpoint. Rechargeable batteries also store energy through the 

charge, or electrolytic, process in which charge species are forcibly transported to the 

thermodynamically unstable electronic endpoint. To support these energy transfer 

processes, a battery requires four primary components (Fig. 3.1) [8, 12]: 

• The positive and negative electrodes are chemical surfaces that interact with 

electrons and lithium cations. The electrodes are labeled according to the po-

larity of the battery terminal in direct electrical contact. This distinction is 

cosmetic, but both electrodes are required as electronic endpoints (viz., elec-

tron source and destination) to create electrochemical voltage. During energy 

transfer, the electrochemical reactions occurring at the positive and negative 

electrodes are determined by the direction of electron transport (Table 3.1). 

Electrochemical oxidation occurs at the anode because oxidation state increases 

as electrons are transported away from this electrode. In compliment, electro-

chemical reduction occurs at the cathode because oxidation state decreases as 

electrons are transported to this electrode. Measured relative to a common ref-

erence, the voltage of the positive electrode is greater than that of the negative 

electrode. The magnitude of voltage decreases in the discharge process, and 

increases in the charge process. The electrode of interest — the subject of elec-
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Figure 3.1. Overview of the rechargeable lithium-ion battery. The 
rechargeable lithium-ion battery features two electrodes in an ion-
conductive electrolyte separated by an electron-insulating separator. 
Electrons are forced through an external circuit between electrodes 
during charge and discharge. 

trochemical study — is specified as the working electrode. The appropriately-

termed counter electrode serves as the opposite electronic endpoint [12]. 

• The electrolyte [46] is a physical medium with great ionic conductance and poor 

electronic conductance. The electrolyte is typically a liquid or solid medium 

placed between the electrodes to maximize electrode–electrolyte interfacial con-

tact. Because of these properties, the electrolyte serves as an ionic conductor 

that transports lithium ions between electrodes. 
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Table 3.1. 
Rechargeable battery electrode convention. The definitions of anode 
and cathode change for the charge and discharge processes. 

Negative electrode Positive electrode 

Anode Cathode 
Discharge process 

oxidation, delithiation reduction, lithiation 

Cathode Anode 
Charge process 

reduction, lithiation oxidation, delithiation 

• The separator [47, 48] is a physical separation intended to isolate electrodes 

from electron transport. Means of separation are determined by the physical 

construction of the cell. For example, separation is accomplished in rechargeable 

lithium–ion batteries as an inert porous membrane between the electrodes that 

does not significantly reduce ionic conduction, and in lead acid batteries as 

physical distance maintained by rigid electrode placement and support. 

Two additional components are required for practical utilization of an electrochemical 

cell: 

• Energy is drawn from the cell by an external electronic conductor that connects 

the electrodes. Complementary to the electrolyte, the electronic conductor is a 

great electronic conductor and poor ionic conduction. 

• The shell of the electrochemical cell is an inert container designed to isolate 

the cell components from external mass transfer. Conductive leads or terminals 

connect the working and counter electrodes to the external circuit without sig-

nificantly reducing electronic or ionic conductivity. A physically rigid electronic 

insulator separates the terminals themselves from directly connecting the elec-

trodes without passing through the external load. The requirement of a physical 
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shell is dependent on the electrochemistry: some electrochemical systems are 

sensitive to oxygen and moisture in ambient air. 

Assembled, the electrochemical cell (Fig. 3.2) contains two active electrodes, con-

nected to the corresponding positive and negative terminals of an external circuit, 

in optimal, physical separation. The separation is filled with an electrolyte (and if 

required, a porous membrane) that is a good ionic conductor and poor electronic con-

ductor. When an energy load is applied through the external circuit, voltage between 

the two electrodes motivates an electric current that transports electrons between 

electrodes accordingly. Passage of charge from the negative to positive terminal is 

the discharge process; passage of charge from positive to negative is the inverse charge 

process. 

Figure 3.2. Coin cell configuration for rechargeable batteries. The 
CR2032 coin cell configuration for rechargeable batteries consists of 
an external casing that isolates electrochemically–active electrolyte 
and electrodes from ambient air. 
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Altogether, energy and power are practical considerations for rechargeable batter-

ies that determine the most useful application of a particular electrochemistry. An 

equally important consideration is the lifetime of the energy storage device; that is, 

how many times can the device be reliably used. This is quantified by the reversibility 

of the electrochemical mechanism. 

3.2 Reversibility of Materials 

Mechanisms and materials determine the extent of reversible lithium storage in 

rechargeable batteries. Rechargeable lithium–ion batteries, available commercially, 

utilize an electrochemical couple of lithium metal oxide cathode (e.g., lithium cobalt 

oxide) and graphite anode. Both lithium cobalt oxide and graphite are examples 

of intercalation materials, in which lithium and the material interact according to 

physical insertion mechanisms [49]. Elemental sulfur is an an example of a conversion 

material, in which lithium binds with the material to form different chemical phases 

(Fig. 3.3) [50]. 

Intercalation electrodes feature the lithium intercalation mechanism: lithium trans-

lation and storage occur in large channels that exist throughout the material [40]. 

Lithiation or delithiation of intercalation electrodes constitute physical changes to 

the material crystal lattice; chemical change to the phase of the material does not 

occur [51]. The extent of intercalation determines capacity storage in the material. 

Typical intercalation materials in commercial lithium-ion batteries include lithium 

cobalt oxide and graphite. At the microscale, lithium cobalt oxide and graphite are 

layered structures with large interplanar channels which enable lithium to reach active 

sites throughout the active material [49]. During charge, lithium enters the interpla-

nar spacing of adjacent crystal planes and binds to available active sites. During 

discharge, intercalated lithium separates from active sites and the host electrode. 

Lithium cobalt oxide supports intercalation at voltage 3.8 V vs. Li+/0 with gravimet-

ric capacity 274 Ah kg-1; however, practical capacity ca. 130 Ah kg-1 is reversible due 

to stability limits of the lithium deficient cobalt oxide structure [49,52,53]. Graphite 
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Figure 3.3. Electrochemically active materials for rechargeable lithium 
batteries. Intercalation materials, including graphite and lithium 
cobalt oxide, support reversible lithium interaction into their crystal 
structure. Conversion materials, such as elemental sulfur, support re-
versible lithium interaction which results in multiple electron transfer 
mechanisms. 

supports intercalation at 0 V vs Li+/0 with gravimetric capacity 372 Ah kg-1 [8,54,55]. 

Their electrochemical couple produces ca 0.3 V potential loss and practical capacity 

ca 130 Ah kg-1 [49]. 

Conversion electrodes feature the lithium phase conversion mechanism, in which 

lithium translation and interaction result in chemical binding and phase transfor-

mation [51]. Like intercalation electrodes, conversion electrodes enable microscale 

lithium ion diffusion through crystal spaces. However, binding of lithium to active 

sites results in structural and chemical change. The accompanying phase transition 

enables multiple lithium atoms to interact per mole of active material. Elemental 
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sulfur supports lithiation reaction at mean voltage 2.2 V vs Li+/0 with gravimetric 

capacity 1672 Ah kg-1 [56]. Compared to the intercalation mechanism of lithium 

cobalt oxide, the conversion mechanism of elemental sulfur enables greater energy 

storage due to multi–electron transfer (Fig. 3.4). 

As advances in traditional intercalation electrodes approach theoretical limits, 

research in conversion materials has rapidly grown. The principle challenge of con-

version materials lies in their structural stability: phase transitions result in excessive 

volumetric change (e.g., 80 % vol. for elemental sulfur) that accelerates electrode 

pulverization and degradation. In the case of elemental sulfur, additional challenges 

arise from polysulfides, parasitic chemical intermediates that dissolve and obstruct 

sulfur behavior. 
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Figure 3.4. Intercalation and Conversion mechanisms for reversible 
lithium interaction. Depending on mechanism, loss or gain of lithium 
(green) corresponds to changes in binding, crystal structure, or phase. 
Lithium cobalt oxide in the lithiated state (top view a, side view e) 
limits lithium contributions to maintain structural stability in the 
de-lithiated state (c, g). Elemental orthorhombic sulfur in the de-
lithiated state (b, f) reorganizes into separate lithium disulfide species 
in the lithiated state (d, h). 
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3.3 Lithium Sulfur: The Problem of Polysulfides 

Lithium sulfur batteries operate on the reversible storage of lithium via chemical 

reaction with sulfur (Fig. 3.5). Lithium sulfur electrochemistry enables 1672 Ah kg-1 

Li+/0gravimetric capacity at mean voltage ca. 2.2 V vs. , with mean gravimetric 

energy ca. 3511 Wh kg-1 [50, 56, 57]. Furthermore, sulfur is abundantly available 

throughout the natural world and a reclaimable by–product of petroleum refining 

processes. Despite the appealing electrochemistry and sustainability of the Li-S sys-

tem, it has not yet been realized due to several formidable challenges. The primary 

material challenge of sulfur and lithium sulfide is their low electrical conductivity 

on the order of 10−17 S cm-1 , indicating poor electrical and ionic conductivity that 

introduce high impedance to the cell. 

Physical isolation of sulfur species by electrolyte dissolution unerlies the short 

life cycle of lithium sulfur batteries [56]. With extended lithiation, sulfur particles 

experience physical changes and degradation due to chemical and structural rear-

rangement [57]. Transformation between elemental sulfur S8 and lithium sulfide Li2S 

causes volume change ca. 22 % and induces mechanical strain and weakening of inter-

facial electrochemical contact [56]. Particularly during lithium sulfide precipitation 

and polysulfide dissolution, changes in lithiation state lead to active material swelling 

and pulverization. Cyclic expansion and contraction of sulfur results in eventual sep-

aration from the cathode and dissolution into the surrounding organic electrolyte. 

Loss of electrical contact between active sulfur and cathode substrate precludes low 

gravimetric capacity and battery failure. 

Metallic lithium as counter electrode presents safety hazards for consumer usage. 

While lithium metal is the ideal anode due to low potential and high specific capac-

ity, its high reactivity results in continual lithum deactivation and irregular interfacial 

transfer. Repeated lithiation and delithiation cause irregular lithium deposition, en-

couraging the growth of irregular depositions known as dendrites. Fully–formed den-

drites enable direct contact between anode and cathode, causing battery failure and, 
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Figure 3.5. The rechargeable lithium-sulfur battery. The reversible 
interaction of lithium and sulfur causes high specific energy. However, 
chemical intermediates called lithium polysulfides result in premature 
degradation and rapid capacity fade. 

at worst, fires or explosions. In addition, lithiation of native lithium metal prodcues 

a passivating interfacial film known as a solid electrolyte interlayer (SEI) [8,54]. This 

amorphous solid film forms due to electrostatic instability of electrolyte components 

at the voltage of lithium ionization; this results in electrolyte decomposition on the 

electrode surface that reduces active lithium inventory. Though SEI stabilizes once 

effective thickness prevents further electron transfer and electrolyte decomposition, 

irregular interfacial deposition and ionization expose new surfaces to SEI decomposi-

tion. Significant lithium loss results in poor efficiency and cycle life. 
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The technical issues of the lithium sulfur battery manifest due to the polysulfide 

shuttle mechanism: a phenomenon in which the formation of polysulfide intermediates 

during cycling inhibits sulfur electrochemistry. With respect to the electrode interface, 

the polysulfide shuttle mechanism involves dissolved polysulfide species that freely 

move throughout the battery and are difficult to characterize [56]. During sulfur 

lithiation, sulfur exists within an orthorhombic crystal lattice as α-sulfur, the stable 

room temperature sulfur allotrope [58], and proceeds to reversibly oxidize to lithium 

sulfide Li2S according to a series of elementary reactions: 

S8(s) + 2 Li+ + 2 e −)−−* Li2S8(l) (3.6) 

3 Li2S8(l) + 2 Li+ + 2 e −)−−* 4 Li2S6(l) (3.7) 

2 Li2S6(l) + 2 Li+ + 2 e −)−−* 3 Li2S4(l) (3.8) 

Li2S4(l) + 2 Li+ + 2 e −)−−* 2 Li2S2(l) (3.9) 

Li2S2(l) + 2 Li+ + 2 e −)−−* 2 Li2S(s) (3.10) 

In this mechanism, the intermediates are polysulfides of known composition Li2Sx 

where x indicates the number of sulfur atoms. Long chain polysulfides (viz., sto-

ichiometry 3 ≤ x ≤ 8) are highly soluble in organic electrolytes, but small chain 

polysulfides (viz., stoichiometry 1 ≤ x ≤ 2) are not soluble [56]. The smaller polysul-

fide chains deposit along the surface of the anode and within insulated regions of the 

cathode, disqualifying them from further electrochemical participation in the charge 

and discharge cycle. This uncontrolled, cyclic pattern of dissolution and deposition 

of active polysulfides results in low sulfur utilization, poor cycle life, low efficiency, 

and irreversible loss of active material. This phenomenon is observed in electrochem-

ical testing as rapid capacity fade and continuous self–discharge upon storage [56]. 

The active pathway of sulfur reduction is expected to be a function of supporting 

electrolyte (Fig. 3.6) [56, 59–61]. 
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Figure 3.6. The Polysulfide Shuttle Mechanism. Polysulfides are 
chemical intermediates that are soluble in organic electrolyte. Ele-
mentary reduction of orthorhombic sulfur to lithium sulfide is non– 
sequential and dependent on electrolyte properties. 

Summary 

As a consequence of the polysulfide shuttle mechanism, technical challenges of 

lithium–sulfur batteries hinder their widespread application and commercialization. 

Various approaches symptomatically address performance aspects with lithium poly-

sulfides. The morphology approach, discussed in Chapters 4 and 5, emphasizes the 

significance of microstructure — particularly sulfur distribution and substrate con-

ductivity — in control of impedance reduction and polysulfide dissolution. The elec-

trolyte approach, discussed in Chapter 5, inhibits excessive chemical solvation of poly-

sulfides to reduce degradation effects. Applications of synthesized carbons as sulfur 

substrates prompts characterization of health and environment risks during synthesis 

processing in Chapters 6 and 7. Finally, electrochemical applications of amorphous 

carbon spheres and lithium metal as anode materials are studied in Chapter 8 and 

9. An X–ray micro–tomography characterization method is developed in Chapter 9 

encompassing experimental characterization and digital image processing. 



PART I 

POLYSULFIDES & CARBON CATHODES 

Energy is liberated matter, matter is 

energy waiting to happen. 

— B. Bryson, 2003, A Short History of Nearly Everything 
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CHAPTER 4: AUTOGENIC SYNTHESIS OF CARBON 

SULFUR COMPOSITE CATHODES 

In lithium sulfur batteries, morphology approaches enable physical constraint of poly-

sulfides within the microstructure of a conductive substrate or host. Elemental sulfur 

remains in effective electrochemical contact with the cathode substrate, increasing 

capacity retention across extended cycles. Effective carbon sulfur cathodes utilze car-

bon substrates that feature [56]: (1) small pores that inhibit polysulfide solvation and 

migration, and (2) great bulk conductivity to offset poor conductivity of elemental 

sulfur. In this context, KETJEN BLACK — a carbon black with high surface area, 

bimodal porosity, and great conductivity – is the substrate for electrochemically active 

sulfur. Composites of carbon black and sulfur were synthesized using the pressurized 

autogenic process to facilitate uniform sulfur deposition. 

Carbon sulfur composite synthesis, material characterization, electrochemical test-

ing, and manuscript preparation were performed by Arthur D. Dysart and Neal A. 

Cardoza. Synchrotron X–ray diffraction was performed by Saul H. Lapidus at Ar-

gonne National Laboratory. 

Abstract 

The role of physically restrained, non–crystalline sulfur species in rechargeable 

lithium sulfur batteries is examined by electrochemical and high resolution mate-

rial characterization. Synthesized by the autogenic process, non-crystalline sulfur 

cathodes demonstrate high specific capacity ca. 1000 Ah kg–1 after 100 cycles with 

gravimetric current 557 A kg–1 . Interestingly, this high performance sulfur allotrope 

lacks long–range structural order: high–resolution X–ray diffraction, performed at the 

Advanced Photon Source, indicate the lack of crystalline (i.e., orthorhombic or mono-
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clinic) sulfur in the nanoscale domain. Electrochemical and material characterization 

suggest non–crystalline sulfur is a consequence of synthesis, and does not necessarily 

evidence electrochemical efficacy; high rate capacity depends on sulfur distribution, 

in turn, controlled by synthesis pathway. At higher sulfur content, the performance of 

carbon sulfur composites is limited by available surface area in which crystalline sulfur 

coincides with reduced gravimetric capacity and greater charge transport impedance, 

suggesting suboptimal sulfur containment. 

4.1 The Autogenic Synthesis Method 

Advancing electric vehicles and portable electronics necessitate better energy stor-

age. In particular, petroleum–free electric vehicles require gravimetric energy ca. 350 

Wh kg–1 [56], unachieved by modern commercial batteries operating with lithium 

cobalt oxide and graphite electrochemistry. In response, there has been increasing 

interest and research upon the rechargeable lithium sulfur battery, whose theoretical 

gravimetric energy 2509 Wh kg–1 and practical estimate 502 Wh kg–1 exceeds viabil-

ity requirements for electric vehicles [44]. Yet, the lithium sulfur battery remains in 

the research sector due to inherent challenges of its multistage electrochemistry and 

inherent resistivity. 

The lithium sulfur battery operates on reversible electrochemistry between el-

emental sulfur and lithium. During discharge, orthorhombic crystalline sulfur S8 

reduces to dilithium sulfide Li2S through chemical intermediates known as lithium 

polysulfides [60, 62]. Conventional glyme electrolytes solvate these inorganic species: 

inadequate long-term performance and battery life result from unrestricted polysul-

fide dissolution and migration. Recent advances suggest the full redox mechanism is 

an intricate network of elementary steps dependent on local thermodynamic prop-

erties. With this knowledge, reported approaches to polysulfide suppression include 

morphology control [62], electrolyte control [60], or macroscale inhibition [56, 62]. 
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Morphological control utilize engineered substrates that increase effective cath-

ode conductivity and suppress polysulfide migration away from the cathode. Various 

morphology approaches have been demonstrated in the literature: the work of Ji 

et al. [57] demonstrate microporous carbon substrate CMK-3 effectively restrains 

polysulfide migration, with high gravimetric capacity and long term cycling perfor-

mance [63]. Similarly, Li et al. [64] demonstrate great gravimetric capacity ca. 800 

Ah kg–1 using high temperature heating synthesis. 

In this context, the autogenic process is applied to synthesize carbon-sulfur com-

posites with non-crystalline sulfur. Autogenic synthesis, studied by Pol et al. [65], en-

ables chemical processes through thermal pressurization of isochoric reactor volumes. 

Typical applications of the autogenic process include synthesis of inorganic nanoparti-

cles (i.e., vanadium oxide [66]), amorphous carbons (polyethylene–derived carbon nan-

otubes [67]), and bi–phase composites (i.e., silicon carbide nanospheres [68]). In this 

work, autogenic heating drives homogeneous distribution of sulfur throughout carbon 

substrate KETJEN BLACK, a high conductivity and high surface area carbon black. 

Autogenic carbon sulfur composites demonstrate great gravimetric capacity at high 

gravimetric current C/3, values almost twice that of their mechanically synthesized 

counterpart. High-resolution X–ray powder diffraction and scanning transmission 

electron microscopy of non–crystalline sulfur species suggest electrochemical perfor-

mance is determined by the efficacy of sulfur distribution throughout the composite, 

not necessarily the presence of non-crystalline sulfur. 

Experimental Methods 

Synthesis of Autogenic Carbon Sulfur Composites 

Carbon sulfur composites were produced using the autogenic synthesis process 

(Fig. 4.1) [67]. All autogenic reactor preparation was performed within a high purity 

glovebox (Nexus II, Vacuum Atmospheres Co.) filled with 99.999 % argon gas (In-

diana Oxygen Co.). In given mass ratio, orthorhombic sulfur (Sigma Aldrich Corp.) 
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Figure 4.1. Autogenic synthesis of carbon sulfur composites. Carbon-
sulfur composites are synthesized by controlled deposition of sulfur 
vapor. Heating carbon and sulfur within the autogenic reactor dis-
tributes sulfur vapor throughout the carbon substrate. Upon cooling, 
solid sulfur deposits on available surface area of the carbon substrate. 

and KETJEN BLACK carbon (Akzo Nobel N.V.) precursors were gently homogenized 

using a mortar and pestle. The stainless steel autogenic reactor (reactor volume ca. 

5 mL) was loaded with the carbon-sulfur mixture and sealed under argon atmosphere 

(Indiana Oxygen Co.). The loaded autogenic reactor was placed within a horizontal 

steel tube furnace (MTI). The furnace chamber was heated at constant temperature 

rate 5 C◦ min-1 to specified dwell temperatures then cooled to room temperature at 

rate ca. –5 C◦ min-1 . Heating profiles included temperatures of 155 or 445 ◦C for 

total dwell time of 7 hours. The collected products, termed autogenic carbon sulfur 

composites, were utilized in the succeeding procedures without further treatment. 

Synthesis of Mechanical Carbon Sulfur Composites 

Mechanically–synthesized carbon sulfur composites were produced using a vibra-

tion ball mill (Quantachrome Instruments). All reactor preparation was performed 

within a high purity glovebox (Nexus II, Vacuum Atmospheres Co.) filled with 99.999 



59 

% argon gas (Indiana Oxygen Co.). In given mass ratio, orthorhombic sulfur (Sigma 

Aldrich) and carbon KETJEN BLACK carbon (Akzo Nobel) precursors were gently 

homogenized using a mortar and pestle. The stainless steel milling jar (reactor volume 

ca. 50 mL) was loaded with the carbon sulfur mixture and stainless steel ball (Quan-

tachrome) then sealed under argon atmosphere (Indiana Oxygen Co.). The loaded 

milling jar was placed within the vibrating ball mill and processed for 7 hours at 

vibration frequency 10 Hz. The collected products, termed mechanical carbon sulfur 

composites, were utilized in the succeeding procedures without further treatment. 

Battery Fabrication and Assembly 

A viscous mixture of 85 % -wt. carbon-sulfur composite and 15 % -wt. polyvinyl-

pyrrolidone (Sigma Aldrich) was prepared with Type 1 water (Thermo Fisher Corp.). 

Homogenization was performed in closed polypropylene cups (Flacktec Inc.) with zir-

conium oxide mixing balls (MTI) agitated using a planetary mixer (Thinky Corp.). 

The mixture was laminated onto carbon-coated aluminum foil (18 µm thick, bat-

tery grade, MTI) using a film applicator (Gardco Inc.) with the assistance of an 

automatic film coater unit (MTI). The resulting thin film lamination was dried at 

temperature 30 ◦C for at least 12 hours. Electrodes were cut from the dried laminate 

using an arch punch (0.25 in. dia., General Tools Co.) and installed into stainless 

steel CR2032 (MTI) coin cells. The electrolyte utilized in all cells consists of 1.0 M 

bis(trifluoromethane)sulfonimide lithium salt (LITFSI, Sigma Aldrich) in a solution 

of 1,3-dioxolane (DOL) and 1,2-dimethoxyethane (DME). A reference electrode of 

lithium metal (MTI) and polypropylene separator (Celgard 2500, Celgard LLC) were 

also utilized. Battery cells were hermetically sealed using a hydraulic pressure of ca. 

1000 lb in-2 (MTI). All battery assembly and crimping was performed within a high 

purity glovebox (Nexus II, Vacuum Atmospheres Co.) filled with 99.999 % argon gas 

(Indiana Oxygen Co.). 
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Electrochemical Characterization 

Following fabrication, battery cells were tested galvanostatically using a multi-

channel battery cycler (Arbin Instruments Inc.). Prior to galvanostatic cycling, fab-

ricated cells were left at rest for ca. 12 hr (viz. open circuit configuration) to improve 

electrode wetting. All cells were tested in the cutoff voltage domain 2.6 - 1.7 V 

without additional conditioning. 

Electrochemical impedance spectroscopy (EIS) was performed using a combina-

tion potentiostat and galvanostat with direct digital synthesis circuitry (Reference 

600, Gamry Instruments). Potentiostatic impedance spectroscopy was performed in 

the frequency range of 0.01 - 20,000 Hz. Reported impedances are spatially normal-

ized relative to electrode area A and active material coating thickness λ according to 

the Pouillet law [69]: 

A 
Znorm = Z (4.1)

λ 

The definition of the “charge” and “discharge” process is taken with respect to 

the reference electrode: discharge is defined as lithiation of sulfur (viz., potential 

approaches 1.7 V), while charge is defined as delithiation of sulfur (viz., potential 

approaches 2.6 V) [56, 57]. All reported gravimetric variables (i.e., specific capacity, 

specific current) were determined with basis or reference to the sulfur mass. All 

voltages or potential differences are reported relative to the ionization potential of 

lithium metal (viz., versus Li0/+). 

Characterization of Carbon Sulfur Composites 

High resolution X–ray diffraction (XRD) experiments were performed at beamline 

11–BM of the Advanced Photon Source (APS). Approximately 2 mg of sample was 

loaded into polyimide capillaries (Kapton, 3M Corp.) mounted into custom aluminum 

sample holders. Diffraction patterns were produced using a hard X-ray beam with 

energy range ca. 15 – 35 keV. Spectral patterns were produced in the 2 θ scattering 

range 2 - 50 ◦ at a scanning rate of 0.5 ◦ min-1 . Reported spectral patterns are not 
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smoothed or reduced for background. Control materials (viz., carbon and sulfur) 

and reference standards (viz., polyimide sample holder, aluminum sample mount, air 

scattering) were performed or reproduced from beamline 11–BM. Reference standards 

were not corrected for experiment-specific calibration. 

Thermogravimetric Analysis (TGA) was performed using a simultaneous thermal 

analyzer (Q600, TA Instruments Inc). Approximately 4 mg zinc acetate dehydrate 

were loaded into a cylindrical aluminum oxide crucible (TA Instruments). The weight 

of the crucible was tared prior to sample loading. The loaded crucible was placed 

inside the horizontal furnace chamber under continuous compressed air flow at rate 

100 mL min-1 . Sample mass was recorded during heating at uniform temperature 

rate 10 C◦ min-1 to temperature 1000 ◦ C. Synthesis efficiency fsynthesis is calculated 

as the ratio of the precursor sulfur mass fraction f0 and product sulfur mass fraction 

ff : 

ff
fsynthesis = (4.2)

f0 

Scanning Electron Microscopy (SEM) was performed using a scanning electron 

microscope (Nova 200 DualBeam, FEI Co.). Double-sided carbon tape (3M Corp.) 

was used to adhere samples to an aluminum sample stage. Approximately 5 mg 

of sample were evenly dispersed onto the exposed surface of the carbon tape. The 

loaded sample stage was placed inside the microscope chamber and evacuated to high 

vacuum (i.e., < 2.6 nbar). Micrographs were recorded at various magnifications after 

thorough optimization of electron beam alignment, stigmation, focus, brightness, and 

contrast. Energy dispersive X–ray spectroscopy (EDXS) was performed using an 80 

mm2 area silicon drift detector (Oxford Instruments PLC) at energy level 10 keV. 

Electron pixel maps were produced using the AZTEC analysis software suite (Oxford 

Instruments). 

Scanning Transmission Electron Microscopy (TEM) was performed using an en-

vironmental transmission electron microscope (Titan, FEI). To prepare the sample, 

approximately 5 mg of sample was dispersed in anhydrous ethanol (Decon Labs). In 

the presence of a 200-mesh carbon TEM grid (Pelco, Ted Pella Inc.), ethanol solvent 
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was allowed to evaporate at temperature of 30 ◦C. The sample-loaded grid was then 

loaded into the specimen chamber, which was then evacuated to high vacuum (i.e., 

< 2.6 nbar). Micrographs were recorded at various magnifications after thorough 

optimization. Electron beam alignment, stigmation, focus, brightness, and contrast 

were optimized for each magnification. 

Nitrogen gas adsorption and desorption isotherms were measured using a surface 

area and pore size analyzer (Nova 2200e, Quantachrome). Approximately 20 mg of 

sample were loaded into a dehydrated quartz sample tube cell. The loaded cell was 

placed into a heating mantle and outgassed at temperature 300 ◦C for 24 hr in vacuo. 

The loaded sample cell, cooled by a dewar bath of liquid nitrogen, was subsequently 

loaded into the gassing chamber for sorption measurements. Measurements were 

recorded in the relative pressure range 0.005 - 0.999 with minimum equilibration time 

60 s. Masses of the quartz sample tube cell, both with and without sample, were 

measured using an analytical balance (Sartorius). 

4.2 The Curious Case of Sulfur State 

Influence of Synthesis on Material Properties of Carbon Sulfur Composites 

Sulfur distribution and structural order in carbon sulfur composites depend on 

applied synthesis method. With high porosity carbon substrates at moderate sulfur 

loading ca. 40 %-wt., autogenic and mechanical synthesis processes produce com-

posites with non-crystalline sulfur. In their composite products, the autogenic and 

mechanical processes differ according to sulfur mass percentage and physisorption 

surface area. These differences suggest more homogeneous sulfur distribution in the 

autogenic composite compared to that in its mechanically produced counterpart (Fig. 

4.2). 

Autogenic synthesis produces non–crystalline sulfur composites by pressurizing 

the vapor phase of the heated isochoric reactor. In the first step, carbon and sulfur pre-

cursors are heated within the isochoric autogenic reactor under inert atmosphere [64]. 
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Figure 4.2. Sulfur distribution in carbon sulfur composites. Deposition 
of fluid sulfur phases encourages homogeneous sulfur distribution. In 
the autogenic process, sulfur vapor can access and deposit onto the 
large surface area of small carbon micropores. In the mechanical 
mixing process, solid sulfur species are unable to penetrate or access 
pores beyond particle surfaces. 

During heating, local temperature governs phase transitions of the precursor mixture. 

At atmospheric pressure, high purity carbon does not experience significant phase 

transition at temperatures below 4800 K [70]. In contrast, orthorhombic sulfur expe-

riences three phase transitions [58]: orthorhombic-monoclinic solid phase transition 

at temperature 373 K, monoclinic solid-liquid phase transition at 388 K, and liquid-

vapor phase transition at 723 K. The extent of heating at solid-liquid and liquid-vapor 

transition temperatures control fluid sulfur viscosity and, subsequently, sulfur distri-

bution within carbon substrates. In the second step, sulfur vapor fuses or deposits 

as solid sulfur upon cooling to room temperature ca. 300.15 K [58]. Within carbon 

micropores, sulfur deposits or fuses as non-crystalline species. Interestingly, sulfur 

does not recrystallize after prolonged storage. 

Product sulfur mass fraction is sensitive to applied synthesis pathway. Thermo-

gravimetric analysis (Fig. 4.3), heating in an advective inert gas stream, measures 

composition of carbon-sulfur products. Here, synthesis efficiency measures sulfur mass 
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Figure 4.3. Controlled sulfur loading for autogenic carbon sulfur com-
posites. (a) As sulfur-carbon precursor ratio increases, the efficiencies 
of sulfur loading for the autogenic and mechanical mixing processes 
converge toward unity. (b) While it is constant for mechanical process, 
synthesis efficiency for the autogenic process is a monotonic function 
of final sulfur mass percent. 

conservation; greater efficiency implies greater sulfur retention through the given syn-

thesis pathway. For the autogenic pathway, synthesis efficiency increases toward unity 

as sulfur mass faction increases. For the mechanical pathway, synthesis efficiency is 

constant ca. 96 %-wt. sulfur and generally independent of sulfur mass fraction. Ef-

ficiency differences among autogenic and mechanical synthesis are attributed to the 

underlying pathway mechanism. Autogenic synthesis employs thermal pressurization 

to mobilize sulfur and homogenize distribution in the composite. With significant 

vaporization, a fraction of sulfur vapor may remain thermodynamically stable in the 

vapor phase and not deposit in the composite. In contrast, mechanical synthesis op-

erates on inelastic collisions with stainless steel surfaces to combine precursors. This 

process does not induce appreciable vaporization, permitting synthesis efficiencies 

very close to unity. 
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Structural disorder of the bulk sulfur phase occurs in both the autogenically and 

mechanically derived composites. Hard X–ray diffraction (Fig. 4.4a), performed at 

the Advanced Photon Source, enables long penetration depth (i.e., mean X–ray en-

ergy ca. 30 keV) and resolution (i.e., differential vector magnitude 2 · 10−4): ideal 

facilities for crystallinity measurements at the nanometer scale. Interestingly, carbon 

sulfur composites exhibit diffractogram features of disordered carbon but not those 

of crystalline sulfur. For bare carbon, low intensity and significant breadth of diffrac-

togram features suggest short-range structural order as nano–crystallites [71] and 

long-range disorder. Bare carbon exhibits diffractogram bands [72] at scattering an-

gles ca. 6.38, 11.32, and 19.74 ◦ corresponding to principle reflections of the 002, 100, 

and 110 carbon lattice facets, respectively. Crystalline orthorhombic sulfur exhibits 

several high intensity and narrow diffractogram bands in scattering angle range ca. 3 

- 20 ◦ . Rigorous diffractogram accuracy, afforded by high-energy Synchrotron X-rays, 

confirms long-range disorder in synthesized composites in composites containing ca. 

40 %-wt. sulfur and KETJEN BLACK carbon. 

Additionally, diffractograms exhibit additional intensity features not associated 

with carbon or sulfur; these features are caused by experimental artifacts (Fig. 4.4b). 

Typically, diffractogram features of experimental artifacts are negligible when com-

pared to those of ordered materials (e.g., orthombic sulfur; Fig. 4.4a) [73]. However, 

artifact features and disordered materials produce diffractogram features of compara-

ble intensity. There are three principle diffraction artifacts observed across the studied 

materials. In all diffractograms, ambient air produces the diffuse band between 0 -

10 ◦ . This broad feature occurs at low scattering angle due to air molecules [74]. In 

the autogenic, mechanical, and bare carbon diffractograms, the polyimide capillary 

produces features between ca. 5 - 9 ◦ . Polyimide films exhibit scattering bands at 5.1 

and 6.9 ◦ corresponding to intrachain polymide reflections, and diffuse bands between 

10.9 - 26.8 ◦ corresponding to interchain reflections [75]. In the mechanical composite, 

narrow features in scattering range ca. 11.1 - 37 ◦ are attributed to the aluminum 

sample mount [76]. The relative intensities of features centered at 10.6, 15.0, 18.5, 
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Figure 4.4. High resolution X-ray powder diffraction of autogenic car-
bon sulfur composites. (a) The characteristic diffraction features of 
orthorhombic sulfur (green) are absent in diffractograms of carbon 
sulfur composites. (b) Diffractogram features not associated with 
amorphous carbon are likely attributable to experimental artifacts. 

and 28.4 ◦ match the relative peak intensity profile of the diffractometer reference. 

Overall, experimental artifacts well describe the appearance of intense diffractograms 

features unrelated to bare carbon or synthesized composites. Therefore, high res-

olution hard X–ray diffraction justifies the absence of orthorhombic sulfur in high 

porosity carbons. 
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The autogenic method produces more homogeneous carbon sulfur composites than 

the mechanical method. Following synthesis, change in material surface area quan-

tify sulfur distribution. Isothermal nitrogen sorption (Fig. 4.5) measures physisorp-

tion surface area before and after synthesis [77]. Differences in surface area sug-

gest autogenically–deposited sulfur does not greatly obstruct nitrogen sorption while 

mechanically–deposited sulfur significantly hinders subsurface porosity access. Auto-

genic synthesis produces composite with gravimetric surface area 263 m2 g–1 , while 

mechanical synthesis produces composite with gravimetric surface area 10 m2 g–1 . 

Prior to synthesis, bare carbon black exhibits high gravimetric surface area 1338 m2 

g–1 . Modal micropore radiuses, calculated using non-linear density functional theory, 

of the bare carbon substrate are 3.63 and 1.18 nm; the autogenically-derived com-

posite are 3.79 and 1.23 nm; and the mechanically-derived composite is 4.15 nm. For 

each material, gravimetric surface area is proportional to differential volume at modal 

micropore radiuses. Low differential volume and singular modal pore radius in the 

mechanically-derived composite evidence micropore blockage. 

Figure 4.5. Isothermal nitrogen sorption of autogenic carbon sulfur 
composites. (a) The characteristic diffraction features of orthorhom-
bic sulfur (green) are absent in diffractograms of carbon sulfur com-
posites. (b) Diffractogram features not associated with amorphous 
carbon are likely attributable to experimental artifacts. 
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Homogeneous sulfur distributions are further supported. Electron microscopy 

(Fig. 4.6) further suggests homogeneous distribution of sulfur throughout autogeni-

cally synthesized carbon-sulfur composites. Scanning electron micrographs show a 

large sample of autogenically derived carbon sulfur composites show carbon and sul-

fur distributed throughout the composite. At deeper magnification, scanning trans-

mission electron micrographs (Fig. 4.7) show great morphological similarity of the 

carbon coated sulfur and bare carbon black. The particle geometry appears branched, 

without significant change in particle morphology before or after sulfur loading. Even 

after optimization, the sulfur loaded carbon shows poor contrast, likely attributable 

to the loaded sulfur. 

Figure 4.6. Scanning electron micrographs of autogenic carbon sulfur 
composites. Autogenic carbon sulfur composites (left) show carbon 
(middle) and sulfur (right) species distributed throughout the com-
posite. 

In summary, high resolution characterization demonstrates that sulfur lacks long-

range order when loaded into microporous carbon. Ultimately, applied synthesis 

pathway controls sulfur efficiency – that is, the final sulfur mass loading and spa-

tial arrangement. While both synthesis routes produce non-crystalline sulfur, the 

distribution of sulfur is less obstructive to molecular probes in the autogenic compos-

ite. This critical feature has significant implications on rate-dependent gravimetric 

capacity and effective impedance of these amorphous sulfur-containing composites. 
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Figure 4.7. Scanning transmission electron micrographs of autogenic 
carbon sulfur composites. Pure carbon (a, c) and autogenic composites 
(b, d) generally appear the same in scanning transmission microscopy. 
Lower clarity at low magnification may be due to low conductivity of 
loaded sulfur. 
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Influence of Synthesis on Electrochemical Performance of Carbon Sulfur Composites 

Material characterization of autogenic and mechanically derived carbon-sulfur 

composites suggest non-crystalline sulfur allotropes are thermodynamically stable in 

microporous carbons. The chemical storage of non-orthorhombic sulfur is seemingly 

independent of synthesis method, producible in carbon sulfur composites synthesized 

by all studied synthesis methods. Though all materials contain autogenic sulfur, the 

electrochemical performance of autogenically-derived composites surpasses that of its 

mechanically-derived counterpart. 

Between the autogenic and mechanically derived composites, gravimetric surface 

area is directly proportional to gravimetric capacity. Gravimetric capacity ca. 1000 

Ah kg–1 is measured after extended gravimetric cycling of the autogenically-derived 

carbon sulfur composite with 40 %-wt. sulfur loading (Fig. 4.8). The performance 

of a conventional sample derived via ball milling is shown for comparison. When cy-

cled at various cycling rates, the autogenically–derived carbon sulfur composite shows 

greater capacity around 1100 Ah kg–1 after extended cycling. However, all materials 

demonstrate unstable Coulombic efficiency, in which gravimetric capacity decreases 

to ca. 700 Ah kg–1 following 100 cycles at rate C/3. In comparison, the ball milled 

composite shows much lower capacity ca. 300 Ah kg–1 at similar rates. When analyz-

ing the Coulombic efficiency, the autogenic composite demonstrates better uniform 

efficiency across all rates near unity (ca. 100 %) in comparison to the ball milled 

composite which shows low efficiencies down ca. 20 % at C/3 rate. Furthermore, the 

autogenic composite shows efficiencies much more uniformly centered near unity (ca. 

100 %) while the ball milled composite shows efficiencies centered far from unity in 

the same range of cycles. 

Following testing at fast 2C and slow C/20 cycling rates, Chronopotentiograms 

of carbon sulfur composites show improved capacity profiles compared to mechani-

cal mixing (Fig. 4.9). In cycle 130, all autogenic composites show voltage profiles 

with great specific capacity and less hysteresis than the mechanically mixed com-
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Figure 4.8. Extended galvanostatic cycling of autogenic carbon sulfur 
composites. Autogenic carbon sulfur composites, under various extent 
of vaporization time at temperature 445 ◦C, demonstrate high specific 
capacity compared to mechanical mixing synthesis. 

posite. Interestingly, voltage profiles show two characteristic sulfur voltage plateaus: 

the high voltage plateau near 2.3 V and the low plateau near 2.1 V. The presence 

of the high voltage plateau during discharge suggests reduction of high order poly-

sulfides to species of form Li2S6, which eventually transition to reduction into low 

order polysulfides and lithium sulfide Li2S. The sloping transition and activation 

overpotential observed at approximately 350 Ah kg-1 are due to high order poly-

sulfide solvation [50]. Note the overpotential feature which occurs during charging 

is negligible in the autogenic materials but prevalent in the mechanically–derived 

composite. This overpotential feature is attributed to activation barriers for lithium 

sulfuide dissolution [78]. 
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Figure 4.9. Chronopotentiograms for autogenic carbon sulfur compos-
ites. After cycle 130 at rate 2 C (a) and cycle 160 at rate C/20 (b), 
autogenic carbon sulfur composites demonstrate high capacity and 
greater energy efficiency than mechanically synthesized composites. 

Electrochemical impedance spectroscopy (Fig. 4.10) suggests autogenic carbon 

sulfur composites demonstrate less impedances compared than the mechanically– 

formed composite. The spatially normalized impedance of all autogenic materials 

show a principle high frequency arc and low frequency diffusion curve. The charge 

transfer resistance – represented by the diameter of the low frequency arc – is less for 

all autogenically-derived materials compared to the mechanically milled case. The 

diffusion tail of the mechanically mixed case also shows lower phase angle than in au-

togenic cases, suggesting diffusion through the effective sulfur layer has a considerably 

longer path length than in the autogenically–derived cases. In addition, the physi-

cally mixed composite shows a diffuse impedance arc at moderate frequency, that is 

between the high frequency arc and the low frequency arc. The appearance of this arc 

is not well characterized for carbon-sulfur composites. In bare carbons, Aurbach et 

al. [54, 79] attribute the appearance of this feature to heterogeneous material factors 

including non-uniformity of the superficial electrode surface area, drastic disparity in 

conductivities of the bulk electrolyte and active material phases, significant poros-
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ity. Of these possibilities, significant heterogeneities (1) on the superficial electrode 

surface and (2) in drastic conductivity differences between the external sulfur layer 

and bulk electrolyte are probable causes. These impedance differences, consistent 

with material characterization, suggests an effective sulfur layer much thicker in the 

mechanically mixed phase relative to the autogenic materials in which this hump is 

very much absent. 

Figure 4.10. Impedance spectroscopy for autogenic carbon sulfur com-
posites. After cycle 130 at rate 2 C (a) and cycle 160 at rate C/20, 
autogenic carbon sulfur composites demonstrate high capacity and 
greater energy efficiency than mechanically synthesized composites. 

4.3 Advantages of Homogeneous Sulfur Composites 

Homogeneity of sulfur distribution, within carbon substrates supporting morpho-

logical polysulfide control, dictates electrochemical performance and lifetime of car-

bon sulfur composites. This property is most sensitive to synthesis pathway rather 

than structural order of the sulfur phase. The effective interfacial surface area (e.g., 

measured by isothermal nitrogen sorption) of the bare carbon substrate governs the 

maximum sulfur loading in which morphological polysulfide control can apply. Elec-

trochemical experiments suggest available surface area governs the maximum extent 
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of constrained sulfur loading, in which high sulfur loading approaches the electro-

chemical performance of mechanically-synthesized composites with less sulfur. 

The pathway of synthesis determines the electrochemical performance of carbon 

sulfur composite performance. Synthesis methods which encourage homogeneous dis-

tribution of sulfur (i.e., with thinner effective sulfur coating thickness) produce com-

posites with better electrochemical performance and less resistance features. In par-

ticular, specific capacity and capacity retention was found to increase for composites 

as homogeneity of sulfur distribution via the production process. 
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CHAPTER 5: MICROSTRUCTURE, ELECTROLYTE, & 

MULTISCALE MODELS WITH SULFUR CATHODES 

In Chapter 4, autogenic synthesis was shown to produce sulfur and KETJEN BLACK 

composites with greater gravimetric capacity than its mechanical counterpart. Like 

synthesis pathway, carbon microstructure or morphology and electrolyte enhance 

electrochemical performance: sparingly–solvating electrolytes [80] and nanoporous 

microstructures reduce polysulfide solvation and reduce polysulfide shuttle expres-

sion. Both electrolyte and microstructure are studied using the synthesized carbon 

compartments, produced by pyrolysis of commercial wheat flour. 

The original publication of this work appears in the Journal of the Electrochemical 

Society, volume 163, issue 5, A730 – A741. Compoiste synthesis, material character-

ization, electrochemical characterization, data analysis, and manuscript preparation 

was performed by Arthur D. Dysart, Juan C. Burgos, Aashutosh Mistry, , Chien-Fan 

Chen, and Zhixiao Liu. Modeling work was performed by Juan C. Burgos, Aashutosh 

Mistry, Chien-Fan Chen, Zhixiao Liu, Prof. Perla B. Balbuena, and Prof. Partha P. 

Mukherjee. 

Abstract 

In this work, a heterofunctional porous carbon, termed the carbon compartment 

(CC), is utilized as a sulfur host within a lithium-sulfur battery cathode. A multi-scale 

model explores the physics and chemistry of the lithium-sulfur battery cathode. The 

CCs are synthesized through a rapid, low cost process to improve electrode-electrolyte 

interfacial contact and accommodate volumetric expansion associated with sulfide for-

mation. The CCs demonstrate controllable sulfur loading and ca. 700 mAh g-1 (at 

47%-wt. S) reversible capacity with high Coulombic efficiency due to their unique 
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structures. Density functional theory and ab initio molecular dynamics characterize 

the interface between the C/S composite and electrolyte during the sulfur reduction 

mechanism. Stochastic realizations of 3D electrode microstructures are reconstructed 

based on representative SEM micrographs to study the influence of solid sulfur load-

ing and lithium sulfide precipitation on microstructural and electrochemical proper-

ties. A macroscale electrochemical performance model is developed to analyze the 

performance of lithium-sulfur batteries. The combined multi-scale simulation stud-

ies explain key fundamentals of sulfur reduction and its relation to the polysulfide 

shuttle mechanism: how the process is affected due to the presence of carbon sub-

strate, thermodynamics of lithium sulfide formation and deposition on carbon, and 

microstructural effects on the overall cell performance. 

5.1 Synthesis & Simulation with Amorphous Carbon Compartments 

The goal of developing new and efficient renewable energy technologies from in-

termittent energy sources, such as solar and wind, necessitates the need for effective, 

economical, and safe energy storage. [81–83] While batteries and supercapacitors have 

been considered the best options to address this issue, their progress is staggered by 

both challenging synthesis problems and a continually-developing understanding of 

their fundamental electrochemistry. [84] Currently, lithium-ion batteries dominate the 

market for portable electronic devices; however, their cost and relatively low energy 

density prevents them from being used in electrical vehicle applications at this junc-

ture. [84, 85] Going beyond lithium-ion chemistry, lithium-sulfur and lithium-air are 

among the most promising battery technologies that can potentially meet the re-

quired target of about 1,000 Wh kg–1 energy density needed to improve the viability 

of electrical vehicles. 

The appeal of a sulfur-based cathode lies in its high theoretical capacity that 

is about one order of magnitude higher than current metal oxide-based ones. Sul-

fur is also cheaper and more environmentally-friendly than commercially available 

cathode materials. [86] Low density and natural abundancy imply that the manu-
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facturing of Li-S batteries from elemental sulfur will be cost effective and have low 

environmental impact. [87] Thus, Li-S batteries hold significant promise due to their 

high theoretical specific energy density (2567 Wh kg–1), [57] assuming the complete 
– electrochemical reduction of α sulfur to S2 (i.e., without the formation of lithium 

polysulfide). Altogether, these properties suggest promising implementations of the 

Li-S electrochemistry in transportation applications. 

However, the Li-S system is known for its complex and highly-interconnected 

chemistry, [38] which gives rise to various problems throughout the battery. An an-

ode of lithium (Li) metal, due to its extreme reactivity, results in the well-known 

phenomena of dendrite formation and brings about several safety issues. [38] Sim-

ilarly, other high energy density anodes compatible with the sulfur cathode afford 

their own unique challenges. [38] With respect to the electrode interface, the polysul-

fide shuttle mechanism involves dissolved polysulfide (PS) species that freely move 

throughout the battery and are very difficult to characterize. [38, 57] Furthermore, 

these reactions may result in the formation of an insulating lithium sulfide Li2S or 

lithium disulfide Li2S2 film on the anode surface. [88] The solid sulfur cathode also has 

specific issues of its own, including low electronic and ionic conductivities and cumu-

lative mechanical damage during cycling that results from volume changes associated 

with precipitation. Structural changes occur during lithium sulfide precipitation and 

PS dissolution leading to swelling and pulverization. 

Although interesting solutions have been proposed and successfully implemented, 

such as the use of nanostructured composite sulfur-carbon compounds with reversible 

capacities up to 1320 Ah kg–1 , [60] the development of a Li-S couple into a commercially-

viable battery has, however, been hampered by poor reversibility during discharge 

and subsequent recharge cycles. This is due to the combination of the previously 

described issues, and the interrelated chemistries that connect the cathode, anode, 

and electrolyte reactions. 
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This work demonstrates the first use of carbon compartments (CCs), conductive 

3D carbon mesostructures that possess macro and meso-pores that allow high loading 

of sulfur nanoparticles and enhanced electrolyte-sulfur contact. CCs are fabricated 

using a scalable, single-step, inexpensive, and solid-state synthesis. The developed 

3D carbon architectures provide a conductive backbone for non-conducting sulfur 

particles and effectively accommodate volume expansion during Li2S formation. After 

loading with sulfur, the remaining pore openings in the CCs are sealed by carbon 

black that is added during electrode preparation. The obtained CC 3D architecture 

is observed to be filled and/or decorated with functional nanosized sulfur cathode 

particles. Recently, an ultrasound-mediated [89] aqueous synthetic route was shown 

to produce a porous carbon-sulfur electrode in one pot synthesis. This procedure is 

extended to this work for loading of nanosulfur in CCs. 

Furthermore, this work reports the synthesis, characterization, electrochemical 

performance, and modeling of a nanosulfur-loaded compartmented carbon substrate 

as a novel cathode material for Li-S batteries. This work provides new elucidating mi-

croscopic details which are used to explain the observed macroscopic electrochemical 

performance and discuss potential alternatives. The theoretical analysis uses a com-

bination of density functional theory (DFT), ab initio molecular dynamics (AIMD), 

and mesoscopic modeling to investigate the role of carbon on sulfur reduction, solu-

bility, and stability of PS products during the discharge reactions. In addition, the 

influence of sulfur loading and that of the carbon substrate on the microstructure, 

electrochemical properties, and overall performance are also examined. 

Experimental Methods 

Solid-state Synthesis of Nanostructured 3D Carbon Compartments 

This work reports the first use of CCs, produced by an inexpensive process, to 

create a 3D carbon mesostructure that serves as a conductive substrate for elec-

trochemic ally-active sulfur. In a typical synthesis, ultrasonic irradiation facilitates 
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reaction between dilute hydrochloric acid solution and an aqueous sulfur precursor of 

sodium thiosulfate in the presence of CCs yield a composite of CC carbon with pure 

nanosized sulfur (CCs/S composite) with a water-soluble byproduct of sodium chlo-

ride NaCl. This new process avoids the widely used, less energy efficient “melt-down” 

approach, which requires heating sulfur to a liquid that permeates non-homogeneously 

into a porous substrate. The fabricated CCs/S cathode architecture yielded stable 

cycling performance and high cycling efficiency with a fluorine-containing electrolyte. 

The Coulombic efficiency in the new DOL/D2/LiTFSI electrolyte is greater than 96% 

for 100 cycles; a far superior value to those found in existing reports for the numerous 

known electrolyte formulations. [89] 

In our earlier work, commercial-grade mesoporous carbon was used for deposition 

of sonochemically-synthesized sulfur nanoparticles. [89] The 10 nanometer pore size 

of the utilized commercial porous carbon is believed to limit the extent of effective 

sulfur nucleation and loading. Furthermore, this grade of porous carbon is expensive 

and has been discontinued. Recently, the production of novel micro/meso-porous 

CCs has been demonstrated with a cost-effective and scalable synthesis. To mediate 

the previous concern, this work proposes the use of CCs as the conductive carbon 

substrate and implements CCs to create an industrially-viable and high performance 

carbon-sulfur (C/S) composite. 

The CCs are distinct from todays commercial carbons due to the presence of 

small and large cavities that enhance electrolyte contact and conductivity of the C/S 

composite. CCs are synthesized via pyrolytic heat treatment of starch precursors 

within an inert atmosphere. As a carbohydrate, starch is comprised of long chains of 

organic glucose monomers. Of particular importance, decomposition of the hydrogen-

containing functional groups within the starch are thought to facilitate a reductive 

atmosphere to encourage reduction into amorphous carbon. Thus, the controlled 

heating of starch under inert atmosphere facilitates pyrolytic decomposition into a 

carbonaceous mass due to the presence of intrinsic reducing agents. Post-processing 

or refining of this carbon substrate is not required. During pyrolysis, the formation 



80 

of aerosol byproducts, including water vapor or steam, are observed and assist in the 

generation of cavities. It is observed that the graphitic nature of CCs is dependent 

upon the heating profile during pyrolysis: higher carbonization temperatures improve 

graphitization while lower temperatures yield a more amorphous material. 

The synthesis of CC particles is described as follows. Starch precursor was loaded 

into a covered alumina crucible and placed inside a high-temperature tube furnace 

(MTI OTF-1200X). The heating chamber was thoroughly purged using high purity 

argon gas (99.999% purity, Indiana Oxygen Company). Operating under continuous 

gas flow, the precursor was heated at a rate of 10 ◦C min–1 from room temperature to 

900 ◦C with a dwell time of 120 min and cooling rate of 10 ◦C min–1 . The resulting 

carbon pellet was then pulverized using a mortar and pestle into a fine powder to 

create CCs particles. The CCs are characterized for porosity and surface area before 

implementation into the carbon-sulfur composite. 

Characterization of Sulfur Carbon Composite Nanostructures 

Scanning Electron Microscopy (SEM) and Energy-Dispersive X-ray Spectroscopy 

(EDS) were performed using a FEI Nova 200 NanoLab DualBeam SEM/FIB and Ox-

ford Instruments X-Max Silicon Drift Detector, respectively. X-ray diffraction (XRD) 

was performed using a Rigaku Smartlab X-ray diffraction system with a scan rate of 

10 ◦ min–1 . Thermogravimetric analysis (TGA) was performed using a TA Instru-

ments Q500 Thermogravimetric analyzer (TGA). For TGA analysis, the carbon-sulfur 

composite, after thorough homogenization, is heated under a continuous atmosphere 

of high purity inert gas (Helium, 99.999%, Indiana Oxygen Company) at a heating 

rate of 10 ◦C min–1 from 30 ◦C to 600 ◦C. 
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Electrochemical Testing of the Carbon Sulfur Composite 

The cathode material is comprised of 70 %-wt. carbon sulfur-composite (45 %-

wt. S and 25 %-wt. C), 20 %-wt. carbon black additive (TIMCAL Super P Li), 

and 10 %-wt. polyvinylidene fluoride (KYNAR HSV900, Arkema Inc.) binder. The 

cathode was prepared by homogenization of these materials in N-methylpyrrolidone 

(NMP) using a planetary mixer (THINKY AR-100) at a constant speed of 8500 rpm 

for 20 minutes. The resulting slurry was coated onto battery-grade aluminum foil 

using an MTI laminate coater. All materials were tested in CR2032 coin cells (MTI 

Corp.) assembled in an inert atmosphere glovebox (NEXUS II Vacuum Atmospheres 

Co.). The working environment was filled with high purity argon gas (99.999%, Indi-

ana Oxygen Company) with moisture and oxygen content both less than 1 ppm. A 

lithium metal chip (MTI Corp) is used as the anode. The DOL/D2/LiTFSI electrolyte 

was composed of 50% 1,3-dioxolane (DOL) solvent, 50% 1,1,2,2-tetrafluoro-3-(1,1,2,2-

tetrafluoroethoxy)-propane (D2) solvent, and 1 M Lithium bistrifluoromethanesulfon-

imidate salt (LiTFSI, Sigma Aldrich). The separator was cut from glass fiber filter 

paper (Whatman). Cells were crimped at a constant pressure of 1000 psi. Electro-

chemical tests upon the completed CR2032-type coin cells were performed using a 

BT-2043 Arbin Battery Testing System. All cells were cycled at different current 

rates in the voltage interval of 1.5 V - 3.0 V. All capacity values were calculated 

according to the mass of the sulfur active material. 

Atomistic Simulations 

CCs prepared at 900 ◦C produce a morphological structure somewhat similar to 

multilayer graphene. Hence, graphene models were employed to mimic the carbon 

environment in contact with nanosulfur. The composite material for Li-S cathodes 

was modeled as graphene flakes with sulfur. [90] The carbon-sulfur interface is mod-

eled as a porous graphitic cathode with two orthorhombic sulfur rings S8 at the edge 

of the pore. The pore was built by placing finite graphene layers at the bottom of 
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an orthorhombic cell, with each layer parallel to both one another and to the z-axis. 

The free volume was filled with organic solvent (DOL) and 16 Li atoms, which yields 

a lithium concentration range of 0.007 – 0.013 mol cm–3 , with the actual value depen-

dent upon the size of the system (i.e., sulfur percentage). The size of the pore was 

fixed by placing either one or two graphene layers at the bottom of the cell, which 

results in pore sizes of 2 nm or 1 nm, respectively. Similarly, the sulfur percentage 

relative to carbon was fixed by modifying the height of the graphene layers. 

Analyses of adsorption energies were carried out with DFT [91,92] within the plane 

wave basis set approach. [93, 94] The Kohn-Sham equations were solved as imple-

mented in the Vienna ab initio simulation package (VASP). [95,96] Here, electron-ion 

interactions are described by the projector augmented wave (PAW) method. [97, 98] 

Additionally, the electron-electron exchange correlation is framed using the gener-

alized gradient approximation (GGA) of the Perdew-Burke-Ernzerhof (PBE) func-

tional. [99] The energy cut-off of the plan wave basis set was set to 400 eV. A 3–by–3 

graphene supercell with 16 Å vacuum was used to simulate Li2S/graphene interaction 

with the corresponding k-point grid generated by the Monkhorst-Pack technique [100] 

for the Brillouin zone sampling. Both van der Waals (vdW) vdW-D3 [101] and vdW-

D3(BJ) corrections [101,102] were considered in the present study due to the impor-

tant role of the van der Waals interaction in these systems. [103] 

Ab initio molecular dynamics (AIMD) simulations of CCs/S cathode systems were 

performed following the Born-Oppenheimer procedure [104] to describe the classical 

motion of ions as implemented in VASP 5.3.5. The GGA-PBE25 functional was used 

with a plane wave energy cut-off of 400 eV. The time step was set to 1 femtosecond 

(fs), and the systems were allowed to run for ca. 3 picoseconds (ps) to adequately 

allow for a high degree of sulfur reduction to short PS chains, or stabilization of the 

PS species (i.e., without further reduction). Parrinello-Rahman dynamics [105, 106], 

at constant parameters of number of particles, pressure, and temperature (NPT), 

were chosen in order to account for possible volume expansions due to PS reduction. 

The temperature was set to 330 K using the Langevin thermostat [107, 108], and 
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all Langevin friction coefficients for relevant atoms present in organic solvents (i.e., 

carbon, oxygen, hydrogen) were set to 5.0 ps–1 . The friction coefficient and the 

fictitious mass for Parrinello-Rahman lattice degrees of freedom were set at 5.0 ps–1 

and 20 amu, respectively. The convergence criterion for the electronic self-consistent 

loop performed for each dynamic step was fixed to 10−4 , whereas a 1–by–3–by–1 

Monkhorst-Pack grid[26] was used for the Brillouin zone integrations carried out over 

the system. The partial occupancies were set to each orbital following the Gaussian 

smearing method[35] with a smearing width of 0.05 eV. 

Cathode Microstructure Reconstruction 

Chemical reactions (e.g., dissolution, precipitation) alter the cathode microstruc-

ture. A simulation method was used to investigate the consequence of microstructural 

changes in terms of the modified electrochemically active area and effective transport 

properties. Virtual 3D microstructures were used to investigate the effect of sulfur 

loading and Li2S precipitation on electrochemical properties. The current model as-

sumes a uniform film of solid S8 or Li2S. The microstructural characteristics are a 

function of empty (pore) volume and complexity of the pore network. Thus, in the 

context of uniform film growth, cathode properties can be quantified based on initial 

carbon structure and film thickness; that is, data for solid S8 is equally applicable to 

Li2S film growth. 

Virtual 3D microstructures were utilized to investigate the effect of sulfur load-

ing on the electrochemical properties (e.g., ionic conductivity). The virtual 3D mi-

crostructure was reconstructed according to the SEM image of the experimental car-

bon framework, with primary components in the Li-S cathode microstructure of the 

carbon substrate and the loaded solid sulfur. [109] The carbon framework substrate, 

the porous structure that stores solid sulfur and provides pathways for ionic transport, 

was artificially generated by using a stochastic method. [110–113] During the recon-

struction process, the spherical pores were randomly distributed within the carbon 

substrate, with the actual pore size distribution assigned in accordance with our ex-
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perimentally fabricated carbon framework. Here, the spherical pores were permitted 

to overlap with one another. The solid sulfur was then added at the interface between 

pore space and carbon substrate. Effective electrochemical properties were calculated 

by simultaneously solving the concentration gradient inside the microstructure and 

the Bruggeman relation. [114] 

Macroscale Performance Model 

Though the cathode and separator are porous components, permitting species 

to travel through their internal networks of interconnected pores, the mathematical 

description can be significantly simplified by statistical operations over a sufficient 

number of pores. This simplification leads to porous electrode theory. The length 

scale of applicability of this model is much larger than pore dimensions. The mi-

crostructure effect is reflected through effective properties like porosity, tortuosity, 

and effective transport properties (e.g., ionic conductivity). 
2– 2– 2– The mathematical model involves species balances (i.e., Li+ , S8, S8 , S6 , S4 , 

S2
2– , and S2– ) to quantify changes in species (both charged and neutral) concen-

trations and in volume fractions of solid sulfur, solid lithium sulfide salt Li2S and 

electrolyte space (i.e., porosity). For slow discharge rates, the species concentra-

tion gradients across both the separator and cathode are negligible. Therefore, cell 

operation non-ideality was attributed to activation overpotential and concentration 

overpotentials, and transport resistance was treated as negligible. Then, any change 

in species concentrations and volume fractions is considered a result of chemical re-

actions (e.g., electrochemical oxidation of lithium metal, reduction of dissolved sulfur 

to various polysulfide ions, dissolution of solid sulfur, precipitation of lithium sulfide 

salt). The electrochemical kinetics was described by the Butler-Volmer equation while 

usual forward-backward reaction kinetics was assumed for the remaining chemical re-

actions: 
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= ri ∀ i ∈ Li+, S8(l), S
2− , S2− , S2− , S2− and S2− (5.1)8(l) 6(l) 4(l) 2(l), (s)dt 

dεk � 
= Qk ∀ k ∈ S8(l), Li2S(s), and electrolyte (5.2)

dt 

The resulting set of 7 species equations and 3 volume fraction equations is a set 

of differential equations. The source terms are related to reaction kinetics. 

From these calculations, the terminal cell voltage at each step is computed ac-

cording to overpotential: 

ηcell = Ecathode − Eanode (5.3) 

Various sulfide ions (i.e., Sx 
2– ) can react with lithium ions coming from the anode 

to produce lithium polysulfides. Our current atomistic analysis indicates that Li2S 

is a dominant species. Therefore, only Li2S precipitation is considered in the electro-

chemical formulation. 

5.2 Electrochemistry and Microscale models 

Sonochemical Synthesis of Sulfur Carbon Composites 

Sonochemistry is the application of ultrasound waves to produce nano-materials 

via acoustic cavitation (Fig. 5.1). [115] In sonochemical synthesis, high frequency 

vibrations are generated by a piezoelectric probe and transferred into an aqueous 

reaction volume. This action causes diffusion of soluble vapor to create nano-sized 

vapor pockets that move in high velocity jet-streams. These vapor bubbles have a 

diameter of 1 nanometer (nm) and a lifetime of 1 nanosecond (ns). Upon implosive 

collapse, these bubbles release high temperature (4000 K), pressure (1000 atm), and 

heating rates (1011 K s–1) that encourage accelerated reaction kinetics. [116] Instan-

taneous kinetics brought about by the short bubble lifetime and high cooling rates 

prevent the growth of particles larger than a few nanometers. Generally, the resulting 

sulfur particles are amorphous in the presence of volatile solutes, or crystalline in the 

presence of non-volatile solutes. 
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Figure 5.1. Synthesis of sulfur composites with carbon compartments. 
Schematic describing the ultrasonic synthesis of the CCs/S compos-
ite. (Top) Graphical representation of the CCs synthesis process and 
the sonochemical sulfur loading technique. (Bottom) (a) SEM micro-
graph of a porous CC particle without sulfur. (b) SEM micrograph 
of the carbon-sulfur composite produced via the sonochemical sulfur 
deposition process. (c) Elemental mapping of the carbon-sulfur com-
posite by EDS color pixel-mapping. Sulfur is highlighted in green, 
while carbon is highlighted in red. 

In this experiment, 1 gram (g) CCs and 4.9 g sodium thiosulfate (Sigma-Aldrich) 

were combined in an open-atmosphere vessel containing 100 milliliters (mL) of Type 

1 water. The mixture was homogenized using 40 % power ultrasonic irradiation 

intensity provided by a Sonics Ultrasonic Processor (20 kHz, 750 W) for 1 minute. In 

a separate container, 10 mL hydrochloric acid (37%, Sigma-Aldrich) is combined with 

10 mL Type 1 water. Upon addition of the prepared hydrochloric acid, the carbon-

thiosulfate solution was immediately sonicated for up to 15 minutes. The hydrochloric 

acid solution was added dropwise to the carbon-thiosulfate aqueous slurry across the 
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duration of sonication. The produced C/S composite was then purified by three 

centrifuge-assisted washes, two with Type 1 water and one with ethanol, followed by 

drying in an oven at 100 ◦C for less than 1 hour. 

Before loading sulfur (Fig. 5.1a), the as-prepared CCs exhibit small and large 

cavities that permit sulfur loading while retaining an intimate electronic pathway. 

The CCs demonstrated here are synthesized via a separate, single-step pyrolytic heat 

treatment of a starch precursor. Nitrogen sorption isotherms of CCs only (Fig. 5.2a) 

demonstrate an appreciable specific surface area of 273.900 m2 g-1 available for sulfur 

loading, with a modal pore width of 1.289 nm. The specific surface area and average 

pore size were calculated according to the DFT method. The CCs primarily contain 

micro and meso-pores according to the isotherm shape as type II according to the 

suggested IUPAC classification standards [77]. The hysteresis observed between the 

adsorption and desorption isotherms are characteristic of sorption complications due 

to microporosity. 

Figure 5.2. Isothermal nitrogen sorption of sulfur-carbon compart-
ment composites. Nitrogen sorption isotherms of CCs and the CCs/S 
composite demonstrate a 269.26 m2 g-1 loading of sulfur on available 
carbon surfaces. Nitrogen isotherms of CCs alone demonstrate a spe-
cific surface area of 270.788 m2 g-1 . 
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After applying ultrasonic irradiation, the CC particles serve as a conductive sub-

strate for sulfur and create a hybrid composite (Fig. 5.1b). Nano-sulfur is formed via 

the action of acoustic cavitation in aqueous solution. Nucleated sulfur is loaded into 

the cavities via sonochemical microjets to produce a homogeneous and conductive 

CCs/S composite. Elemental pixel mapping (Fig. 5.1c) shows that CCs can accom-

modate sulfur upon the available compartments. Nitrogen sorption isotherms of the 

CCs/S composite (Fig. 5.2a) demonstrate a drastic reduction in specific surface area 

to 1.527 m2 g-1 . In comparison to the isotherms for carbon compartments alone, the 

isotherms for the CCs/S composite imply that most available carbon surfaces contain 

deposited sulfur. X-ray powder diffraction (XRD, Fig. 5.3) identifies the crystal struc-

ture of the loaded sulfur in CCs as an orthorhombic allotrope of sulfur known as α 

sulfur, [117] the most stable allotrope at room temperature. The amorphous structure 

of pristine CCs is further studied by Raman spectroscopy and X-ray diffraction and 

will be reported in an upcoming publication. Thermogravimetric analysis (TGA, Fig. 

5.4) of the CCs/S composite indicated significant mass loss between 100 and 200 ◦C 

confirming 47.64%-wt of sulfur loading. Additional experiments have demonstrated 

up to 65%-wt sulfur loading: the high degree of nano-sulfur loading is manifested 

through the deposition of sulfur within the pores and micro-size compartments. 

Electrochemical Performance of Sulfur Carbon Composites 

The electrochemical performance of the novel CCs/S composite electrode vs. Li 

metal is demonstrated in Fig. 5.5 with the DOL/D2/LiTFSI electrolyte. The hybrid 

electrode comprising 47%-wt sulfur (0.36 mg cm-2 , sulfur per electrode area) shows 

stable performance during rate studies. Hysteresis is shown to increase as the specific 

current is increased. The upper voltage plateau in the charge curve is seen to be con-

stant. In the presence of a fluorinated electrolyte containing 1,1,2,2-Tetrafluoroethyl 

2,2,3,3-tetrafluoropropyl ether (D2), it is observed that there is a shift in the volt-

age at which the reduction or oxidation of sulfur compounds occurs. [61, 118] The 

voltage profiles of the CCs/S composite under different specific currents are shown in 
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Figure 5.3. X-ray diffraction of sulfur-carbon compartment compos-
ites. X-Ray Powder Diffraction demonstrates that the CCs/S compos-
ite contains nano-size orthorhombic sulfur. The experimental spec-
trum (red) produced by X-ray treatment of the CCs/S composite 
shows high similarity to the reference spectrum (blue) for orthorhom-
bic sulfur. The reference spectrum reproduced from Downs and Hall-
Wallace. [117] 

Figure 5.4. Thermogravimetric analysis of sulfur-carbon compartment 
composites. Thermogravimetric Analysis of the CCs/S composite 
shows significant mass loss of 47.64%-wt attributed to the melting 
and vaporization of sulfur within an inert gas atmosphere. 
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Fig. 5.5a. Our current theoretical analysis of the solid-electrolyte interphase (SEI) 

reactions on the Li metal surface indicates that D2 solvent is highly susceptible to 

decomposition into lithium fluoride (LiF) and other organic fragments, unlike the 

greater stability of 1,3-dioxolane (DOL) and dimethoxyethane (DME). The presence 

of LiF may be responsible for the formation of a more stable and passivating SEI 

while also stabilizing the rapid PS decomposition. [119] When cycled at a constant 

specific current of 112 mA g-1 , the carbon-sulfur composite demonstrates an average 

capacity of ca. 650 mAh g-1 and minimum 96% Coulombic efficiency. This can be 

attributed to the effective sulfur accommodation in the CCs/S composite cathode. 

However, some consistent capacity fade is seen across the 100 cycles. 

Figure 5.5. Electrochemical performance of sulfur carbon compartment 
composite. With fluorinated electrolyte, there is significant capacity 
retention at various applied currents. (a) Voltage profile for rate study 
at four representative specific currents. (b) Rate performance at four 
representative specific currents. 

Cathode & Electrolyte Chemistry 

It is important to consider the effect of varying sulfur-to-carbon (S/C) loading 

ratios upon the overall battery performance. From experimental results, it is observed 

that the high S/C ratio causes dramatic capacity fade. One possible reason for such 
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capacity fade is the deposition of Li2S [120] on both carbon and sulfur surfaces leading 

to isolation of sulfur particles and subsequent capacity reduction. To test this, a DFT 

analysis was implemented to investigate the Li2S deposition on carbon surfaces, and 

the results were compared to those of Li2S crystal growth. The Li2S adsorption 

structures on a graphene layer and the electronic charge differences upon adsorption 

are shown in Fig. 5.6. 

Figure 5.6. Structure of lithium polysulfide adsorption on graphene. 
Atomic structures of (a) Li2S and (b) Li2S2 molecules adsorbed on 
graphene depend on molecular stability. 

Detailed geometric parameters and energies (Table 5.1) describe the strength of 

graphene-polysulfide adsorption structures. Adsorption energy Eads depends on to-

tal energy of graphene-adsorbed polysulfide ELi2Sx−G, energy of isolated graphene 

monolayers EG, and energy of isolated polysulfides ELi2Sx : 

Eads = ELi2Sx−G − (EG + ELi2Sx ) (5.4) 

A slight difference in the adsorption energies favors the adsorption of Li2S on graphene 

over that of Li2S2; however, the values are comparable. In our earlier work, it was 

determined that the Li2S adsorption energy on the Li2S (111) surface is 1.78 eV with-

out the vdW dispersion correction. [121] However stronger adsorption values of 2.25 

eV and 2.40 eV are obtained with the vdW-D3 [101] and vdW(BJ) [102] approaches, 

respectively. Comparing these values with the adsorption energies on graphene (Table 

5.1), molecular adsorption of Li2S in the absence of electrolyte is almost three times 
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more favorable on crystalline Li2S comparted to graphene. Geometric parameters for 

adsorbed Li2S (Table 5.1) are very similar to those of the molecular adsorption on the 

Li2S (111) surface. [121] Even when the Li-C distance is larger than that of Li atoms 

adsorbed in graphene, [122] there is an electron transfer from the Li2S molecule to the 

substrate C atoms. This results in a region of electron accumulation at the interface 

(Fig. 5.6) and formation of Li-C bonds. 

Beyond molecular adsorption, the formation of molecular films of the Li2S insol-

uble polysulfides on carbon surfaces, modeled as a 3–by–3 graphene supercell, was 

investigated. It was found that the Li2S film can be arranged in three different struc-

tures. In Structure-I, the Li-S bond length (Table 5.2) is 0.27 Å shorter than the Li-S 

bond in the Li2S crystal. [121] The length of the short S-S bridge DSS in Structure-I is 

0.35 ˚ A in typical Li2S (110) layer. The variation A shorter than the S-S distance 4.05 ˚ 

of these geometric parameters is attributed to the lattice parameter differences be-

tween graphene and the Li2S (110) layer. On the other hand, the S atom arrangement 

in Structure-II is hexagonal, which is similar to that in the Li2S (111) layer. Each S 

atom coordinates with four Li atoms, and the S atom at the center of the hexagonal 

arrangement is not present in the Li2S (111) surface. Details of these structures will 

be reported elsewhere. Hence, Structure-II is a defective Li2S (111) surface with S 

vacancies. The interaction energies in Table 5.2 demonstrate that Structure-I would 

be the most favorable adsorption on a graphene layer. Interaction energy Eint is a 

function of total energy of the system E(Li2S) @G, energy of substrate EG, and energy 
n 

of the Li2S layer E(Li2S) : n 

Eint = E(Li2S) −G − (EG + E(Li2S) ) (5.5)
n n 

When Li2S coverage θ increases to 1 monolayer (ML), the complete Li2S (111) layer 

appears on graphene. This arrangement is named Structure-III. The atomic arrange-

ment is exactly the same as the typical crystalline Li2S (111) layer with Li atoms 

outside the S plane. The Li-S bond length in Structure-III (2.54 Å) is closer to that 

in the Li2S crystal (2.48 ˚ A longer thanA). The S-S distance in Structure-III is 0.22 ˚ 

that in the Li2S crystal due to differences in the lattice parameter between graphene 
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and the Li2S (111) layer. It is important to note that the distance between the 

Li2S layer and graphene in Structure-III is reduced by 0.71 Å under consideration of 

the vdW-D3 correction. In addition to the energies shown in Table 5.2, this change 

demonstrates the importance of dispersion interactions within the system. 

The process of Li2S (111) formation on graphene depends on adsorption extent 

(Fig. 5.7). Although a single Li2S molecule first adsorbs on graphene with a rela-

tively small adsorption energy, the adsorbed Li2S molecule interacts with graphene 

via strong covalent Li-C bonds. When more Li2S molecules are introduced to pre-

adsorbed graphene, Structure-I and Structure-II are observed. The adsorption energy 

was calculated as: 

E = E(Li2S)m−G − E(Li2S) −G − ELi2S (5.6)
m1 

Figure 5.7. Energy profile of lithium sulfide precipitation on graphene. 
Pre-adsorbed single Li2S molecule is the seed for the formation of Li2S 
layer on graphene. When Structure-I is formed, ca. -4 eV is released 
with respect to the single molecule adsorption, and ca. 0.5 eV more 
negative for Structure-II, while forming the complete Li2S layer is a 
very exothermic process. 
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In discussing Li2S formation, it is important to consider the initial nucleation of 

the Li2S species in the real environment: the electrolyte solution surrounding the C/S 

cathode. The AIMD simulations reveal that stable Li2S molecules can be formed at 

the very initial stages of S8 reduction in the electrolyte phase (Fig. 5.8) or close to 

the carbon pore of nano-size dimensions. According to Table 5.1, the calculated Li2S 

bond length is 2.11 Å. Once this length is reached, stability is maintained in the DOL 

electrolyte phase. Li2S molecules can also form near the C pore edges due to the 

affinity of Li ions to the edges, resulting in chemical reduction. This phenomenon is 

illustrated in Fig. 5.9. 

Figure 5.8. Simulation of polysulfide formation in electrolyte. Li-S 
bond distances, during formation of a Li2S molecule from reduction 
of a S8 ring, determine the stability of Li-S bonds as a function of 
time. 

By following the time evolution of the Li ion locations relative to the electrolyte 

phase and the carbon pore, it was found that most of the Li ions -- and their corre-

sponding S anions -- are located in the vicinity of the nano-size C pore edges (Fig. 

5.10). Such locations would favor the nucleation of the solid Li2S on the carbon 

surfaces and on the Li2S crystals. 
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Figure 5.9. Simulation of sulfur dissolution in electrolyte near pore 
defect sites. (Top) Snapshots at 150 and 4,500 fs illustrating the 
initial and final fragmentation of a S8 ring. At 4,500 fs, the S3

2 – 

is still intact. The other S dianions are paired with Li ions forming 
short-chain PS species. (Bottom) Time evolution of the S-S and S-C 
distance of a S2 radical anion. Sulfur is shown as the color yellow, 
lithium as pink, carbon as blue, oxygen as red, and hydrogen as gray. 
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Figure 5.10. Simulation of electrolyte-carbon pore interface. (Top) 
Initial configuration of the system showing the S rings, Li ions, and 
electrolyte phase as well as a carbon pore defined by two graphene 
parallel layers. (Bottom) Location of Li ions in the system. It is 
observed that the Li ions accumulate near the pore edges at top and 
bottom. A large bulk space is in electrolyte volume in bulk is seen 
without Li ions after 4 ps. 
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Effect of Microstructure on Electrochemical Properties 

As previously discussed, the porous carbon substrate is artificially generated using 

a stochastic method, [110–113] with solid sulfur added to the interface between pore 

space and carbon substrate. The purpose of stochastic modeling is to understand the 

effect of sulfur loading on the transport properties of the composite material. During 

discharge, Li2S is formed as sulfur dissolves in the electrolyte. DFT and AIMD 

studies have demonstrated that Li2S will deposit on the carbon substrate to form a 

solid Li2S film. Changes in film thickness translate into microstructure evolution, an 

effect identical to that of sulfur loading on microstructural properties. The macroscale 

model presented in the next section uses these effective properties to simulate species 

evolution and cell discharge as a function of time. 

Fig. 5.11 illustrates various stages of microstructure reconstruction. The pores 

assigned to the carbon substrate form cavities similarly observed in the corresponding 

SEM micrograph. Although increased sulfur loading does increase the capacity of the 

lithium sulfur battery, the resulting changes to the cathode microstructure affect the 

ionic transport and the subsequent cell performance. 

Figure 5.11. Stochastic reconstruction of sulfur-carbon compartment 
microstructure. (a) SEM micrograph of carbon microstructure with-
out sulfur loading. (b) Stochastic regeneration of carbon microstruc-
ture. (c) SEM micrograph with sulfur loading. (d) Stochastic recon-
struction of microstructure with sulfur loading. 
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Fig. 5.12 shows the influence of sulfur loading on the microstructure and elec-

trochemical properties. As shown in Fig. 5.12a, when the volume fraction of solid 

sulfur is increased, the loaded sulfur fills the pore spaces of the carbon substrate or 

framework. Due to the loading of solid sulfur, the pore space in the cathode mi-

crostructure decreases as shown in 5.12b. In addition, since the pathways for ionic 

transport (i.e., transport of Li+ and Sx 
2– ) are partially blocked by sulfur loading, the 

loading of sulfur decreases the ionic transport pathway inside the electrode. 

Moreover, the blocking of ionic transport pathways causes the ionic transport to 

seek different routes. This is manifested as an increase in tortuosity. The variation 

of tortuosity under different sulfur loadings is shown in Fig. 5.12b. High tortuosity 

corresponds to a longer ionic transport path. According to the Bruggeman relation, 

a decrease in porosity and increase in tortuosity result in a lower effective ionic con-

ductivity due to the fewer number and longer length of ionic transport pathways. 

Fig. 5.12c shows the decrease of ionic conductivity due to increased sulfur loading. 

Decreased ionic conductivity increases the internal transport resistance in the lithium 

sulfur battery, which in turn affects cell performance, especially during the earliest 

discharge stages. Additionally, increasing cell resistance due to low ionic conductivity 

also increases the voltage drop across the cell during early stages. 

Similar to the extent of sulfur loading, the carbon microstructure framework ex-

erts influence upon the electrochemical properties. Fig. 5.13 shows the cathode 

microstructure with the same sulfur loading of 22%-vol at different volume fractions 

of carbon substrate. From these microstructures, it is apparent that, for a constant 

sulfur loading, a decrease in the volume fraction of substrate carbon increases the 

porosity. That is, for the same volume fraction of sulfur loading, a decrease in the 

volume fraction of carbon substrate can increase the ionic transport path inside the 

porous electrode, and hence maintain the transport properties. As shown in Fig. 

5.13a, larger pore volume fractions also decrease the tortuosity in the electrode. Fur-

thermore, the positive tortuosity change decreases as sulfur loading is increased at 

low volume fractions of carbon substrate. This slow tortuosity increase is explained 
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Figure 5.12. Electrode properties with carbon compartments substrate. 
(a) Representative electrode microstructure with 12%, 24%, and 42% 
of solid sulfur by volume. (b) Effect of sulfur loading on tortuosity 
and volume fraction of pore space. (c) Effect of sulfur loading on the 
ionic conductivity. The porosity (volume fraction of pore space) of 
the carbon substrate without sulfur loading is 0.6. The surface area 
of carbon substrate is 1,471 cm2 g-1 (i.e., 4.60 · 104 cm2 in 50–by–50– 
by–50 µm−3 control volume). 

by the availability of transport pathways. The microstructure with 20% carbon sub-

strate, for instance, has more pathways for ionic transport compared to the other two 

microstructures; though the sulfur partially blocks some pathways, the microstruc-
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ture still has many alternative pathways for ionic transport. In contrast, since the 

microstructure with 40% carbon substrate has less alternative pathways due to block-

age by the loaded sulfur, the constrained ionic transport causes a significant increase 

in tortuosity. Due to differences in tortuosity and porosity, the microstructures with 

different carbon content have different effective ionic conductivities, as shown in Fig. 

5.13c. From these results, decreasing the volume fraction of carbon substrate can 

alleviate the effect of loading sulfur on the electrochemical properties, and hence the 

internal resistance in the cell can be effectively controlled. 

Numerical Simulation of Cell Performance 

The following macroscale performance calculation results are used to explain the 

observed trends in experimental measurements. At the start of discharge, it is as-

sumed that no lithium sulfide Li2S is present. Thus, the initial state is determined 

by the initial porosity and initial sulfur loading. Since sulfur is the limiting reac-

tant, the time of discharge is a strong function of initial sulfur loading. This suggests 

that the major input parameters for the lumped performance model are initial sulfur 

loading, initial porosity, and rate of discharge. Simulations were performed for (i) 

three discharge rates: C/10, C/25, and C/50; (ii) three sulfur loadings: 10%, 15%, 

and 20% by volume; and (iii) three initial porosities: 65%, 75%, and 85%. It should 

be emphasized that these porosity values describe the initial carbon substrate (i.e., 

before the solid sulfur is impregnated in the matrix). For example, at 15%-vol sulfur 

loading, the volume fractions available for electrolyte become 50%, 60%, and 70%. 

This agrees with the experimental quantification of the resulting microstructures. 

The baseline case was determined with input parameters of 15% sulfur loading, 75% 

initial porosity, and C/25 discharge rate. 

The results for the baseline simulation are presented below. The terminal voltage 

exhibits two different discharge stages: (i) the initial voltage reduction stage, and 

(ii) the constant voltage discharge stage. These two stages are joined by a transi-

tion stage. During the first stage, the porosity increases due to sulfur dissolution. 
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Figure 5.13. Charge transport properties with carbon compartments 
substrate. (a) Representative electrode microstructure with 22% solid 
sulfur by volume. (b) Effect of sulfur loading on tortuosity with differ-
ent volume fractions of carbon substrate. (c) Effect of sulfur loading 
on ionic conductivity in the cathode. 

During both stages, there is a continuous reduction of dissolved sulfur into sulfide 

ions by electrochemical reaction. The trends for electrode porosity change agree with 

those described in these two discharge stages. Once the solid sulfur is completely 

dissolved, the electrode porosity cannot increase further. During this first discharge 
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– stage, the concentration of S2 ions increases and the ionic product [Li+]2[S
2– ] ex-

ceeds the solubility product of Li2S salt, which in turn leads to precipitation of Li2S. 

This establishes a quasi-steady state in terms of S2 ion concentration: the generation 
– of S2 ions: the generation of S2 due to electrochemical reaction is roughly balanced 

– by precipitation of S2 in the form of Li2S. This precipitation of solid product ob-

structs pathways in the microstructure and reduces electrode porosity. Since the 

electrochemically active area is an increasing function of electrode porosity, it follows 

this trend in porosity change. As demonstrated in Fig. 5.14, the simulation results 

produce a discharge capacity very close to the theoretical capacity. This indicates a 

lack of capacity fade, particularly due to side reactions (i.e., consumption of higher 

order sulfide ions) or sulfur isolation (i.e., pore clogging and transport limitations at 

low discharge rates). The experimental results qualitatively confirm the presence of 

two discharge states. 

The effect of discharge rate on cell performance is displayed in Fig. 5.15a. The 

activation losses are reduced as the rate of discharge is decreased, leading to better 

discharge performance at lower current operation. This fact is apparent from the 

simulation results, and are also present in the experimental data. At these different 

C-rates, the two discharge stages are still present. 

By increasing the sulfur loading, more active material is available. This will lead 

to more cell capacity for the same cell dimensions. For a given C-rate, increasing 

sulfur loading increases specific current upon discharge, in turn proportional to the 

rate of electrochemical reaction. Since increasing the rate of reaction leads to greater 

kinetic losses, the discharge performance decreases. This feature is due to the fact 

that cells with different capacities are discharged in the same time (Fig. 5.15b). 

Electrode microstructure plays a decisive role in transport, however, transport 

limitations are not present at low C-rates (that is, as used in the present simulations). 

However, the electrochemically active area, or the effective cathode area over which 

electrochemical reactions take place, changes with the electrolyte volume fraction. A 

smaller electrolyte porosity corresponds to less active area and thus higher activation 
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Figure 5.14. Electrochemistry simulation with carbon compartments 
substrate. At C/25 rate with 15% by volume sulfur loading and 75% 
initial porosity, (a) terminal cell voltage, as a function of discharge 
capacity, shows two distinct regimes during discharge. (b) Changes 
in cathode porosity, volumes fractions of solid species (i.e., S8 and 
Li2S), and electrochemically active area exhibit two different regimes. 

losses for the same discharge rate. In turn, this leads to inferior performance. This 

explains why the discharge plateau voltage decreases with initial porosity for the same 

sulfur loading. As it turns out, the dependence is not as strong as that of C-rate and 

sulfur loading. 

5.3 Microstructure Controls Sulfur Performance 

The present work demonstrates a novel, low-cost carbon compartment synthesis 

technique which is subsequently used to manufacture cathodes for Li-S cells. These 

cathodes are evaluated for their morphological and structural characterization along 

with their electrochemical performance. A multiscale simulation framework is pro-

posed to explain the experimental results and answer various fundamental questions, 
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Figure 5.15. Chronopotentiogram simulation with carbon compart-
ments substrate. (a) Cell discharge curve for three different C-rates, 
for 15% initial sulfur loading and 60% electrolyte volume fraction (or 
75% porosity of initial carbon substrate). (b) Effect of sulfur loading 
on discharge behavior for the same discharge rate of C/25 and initial 
cell porosity of 75% (before sulfur loading). (c) Influence of porosity 
of unloaded carbon substrate for the same discharge rate of C/25 and 
15% by volume sulfur loading. 

including the influence of carbon upon cell reactions. It is found that the presence of 

low-coordinated sites at the edges or defects in the carbon structure facilitate nucle-

ation of Li2S, which may develop on a well adsorbed (111) Li2S layer on a basal carbon 

(graphene-like) plane. Li ions accumulate at the C pore openings where it reduces 

dissolved S to a rich variety of Sx 
2– species. Dissolution of initially loaded sulfur and 

Li2S film formation alters cathode microstructure in time, which is quantitatively 

correlated to effective transport properties at microstructural scale. Eventually, an 

electrochemical model is developed at a macroscale (much larger than pore size) to 

correlate cell performance to constant current discharge. This model qualitatively 

explains the trends in experimental studies. 
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Electric properties and microstructure are significant considerations in substrate 

selection for carbon sulfur composites. Sonochemical synthesis produces carbon sul-

fur composites with moderate electrochemical performance, even with greater inter-

nal resistance carbon substrates. Autogenic synthesis, studied in Chapter 1, pro-

duces carbons-sulfur composites with poor capacity performance when non-HOPG 

carbonaceous substrates are used. This is correlated to significant low-frequency 

internal resistance of materials of the carbons themselves. Therefore, internal resis-

tance is important to consider alongside interfacial surface area when evaluating car-

bon substrates for carbon-sulfur materials. Experimental results suggest fluorinated 

electrolytes improve Coulombic efficiency relative to conventional glyme electrolytes; 

further effects on lithium metal are explored in Chapter 9. 



PART II 

CONSIDERATIONS IN CARBON SYNTHESIS 

Man cannot discover new oceans unless he 

has the courage to lose sight of the shore. 

— André Gide, 1925, Les Faux–Monnayeurs 
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CHAPTER 6: CHARACTERIZATION OF 

BY–PRODUCTS FROM CARBON SYNTHESIS 

In Chapters 4 and 5, electrochemical and material characterization suggest synthe-

sized carbons are viable cathode substrates in lithium sulfur batteries. To better 

understand industrial implementation of carbonaceous material synthesis, the health 

risks of pyrolysis were characterized according to downstream particulate by-products. 

Real–time optical sizing measurements identify aerosol particulates in the micro and 

nano-scale domains. 

The original publication of this work appears in Environmental Science & Tech-

nology, volume 50, issue 5, 2627 - 2634. Experimental design, apparatus assembly, 

material characterization were performed by Arthur D. Dysart and Jay H. Beltz. 

Manuscript preparation was preformed by Arthur D. Dysart, Jay H. Beltz, and Can-

dace Su-Jung Tsai. 

Abstract 

A scalable, solid-state elevated temperature process was developed to produce high 

capacity carbonaceous electrode materials for energy storage devices via decomposi-

tion of starch-based precursor in an inert atmosphere. The fabricated carbon-based 

architectures are useful as an excellent electrode material for Lithium-ion, Sodium-

ion and Lithium-sulfur batteries. This article focuses on the study and analysis of 

the formed nanosized byproducts during the lab-scale production of carbonaceous 

electrode materials through the process design. The complete material production 

process was studied operando; namely during heating, holding reaction at elevated 

temperature followed by cooling. The unknown downstream particulates of the pro-

cess exhaust were collected and characterized via aerosol and liquid suspensions, and 
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they were quantified using direct-reading instruments for number and mass concen-

trations. Such airborne emissions were collected on polycarbonate filters and TEM 

grids using Tsai diffusion sampler (TDS) for characterization and further analysis. 

Released byproduct aerosols collected in deionized (DI) water trap were analyzed us-

ing Nanosight real time nanoparticle characterization system and the aerosols emitted 

post water suspension were collected and characterized. Individual particles in the 

nanometer size range were found in exhaust aerosols, however, crystal structured ag-

gregates were formed on sampling substrate after a long-term sampling of emitted 

exhaust. After characterizing those released aerosol byproducts, we found ways to 

mitigate their exposure to human health and environment upon the industrial imple-

mentation of such process. 

6.1 Consequences of Industrial Scale 

There has been increasing interest in solid-state chemistry, particularly synthetic 

techniques, due to its growing implementation in industry and manufacturing to 

create engineered particles in the micrometer to nanometer-size range. Within the 

past decade alone, various synthesis techniques exploiting solid-state methods have 

been developed to produce a wide variety of advanced and valuable materials in-

cluding metal-oxide nanoparticles (e.g., zinc oxide nanorods, [123] ZnO2; titania 

nanowires, [124] TiO2) and intercalation electrode materials (lithium iron phosphate, 

[125] LiFePO4; lithium manganese phosphate, [125] LiMnPO4). One such technique 

is solution processing, such as the solvent-based hydrothermal synthesis in which high 

temperature and pressure encourage heterogeneous reaction of dissolved species. [126] 

Similarly, sol-gel processing promotes the growth of polymeric networks or gels from 

colloidal solutions of solid monomer. [127] Finally, heat treatment, perhaps the most 

conventional solid-state process, facilitates extensive reaction through the controlled 

heating of solids at elevated temperatures. Countless publications validate the ver-

satility and applicability of these and more processes in production of hundreds of 

different nanomaterials. [126,127] As the potential for solid-state science continues to 
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grow, it is important to understand the potential environmental and human health 

impacts of its industrial implementation. With this in mind, the focus of this study 

is the characterization of emissions from a novel solid-state controlled pyrolysis tech-

nique, developed for the production of bimodal-porosity amorphous carbon. 

Classified as a specialization of heat treatment, pyrolysis is defined as the thermal 

decomposition of a given precursor within an oxygen-deficient atmosphere at elevated 

temperatures. [128,129] When a biomass precursor is utilized, up to three phases are 

produced: solid, liquid, and vapor. In solid-state applications, the desired product 

is the solid phase and termed char. [130, 131] The yield of char is determined by the 

type of pyrolysis (e.g., slow, intermediate, fast, or flash), in turn determined by the 

conditions of reaction time, temperature, and heating rate. [129, 130] Slow pyrolysis, 

also known as carbonization in the case of biomass precursors, is the preferred char-

producing technique because it produces the greatest solid yield, with typical values 

reported in the range of 25 - 35%. [130] Typical properties of slow pyrolysis include 

low heating rates (10 - 30 ◦C min-1), long residence times (up to hours), and low 

temperatures (300 - 650 ◦C), but many exceptions have been reported. [128–131] 

Significant work has been done to characterize slow pyrolytic reaction of a variety 

of biomass precursors. Unfortunately, less effort has been dedicated to the emissions 

from pyrolysis processes; specifically, the unusable vapor and liquid by-products that 

can be directly released or lost to the environment. A major concern has been raised 

regarding exposure and toxicity associated with the release of materials from furnace 

synthesis due to the unknown characteristics of such particles. 

The number of studies investigating toxicological effects of engineered nanomate-

rials has increased greatly in recent years for a greater understanding of biological 

end points. Various synthesis methods have been developed for producing advanced 

materials; however, the investigation of by-product emissions or loss during synthesis 

has been limited to managing by-product release and further enhancing the synthesis 

production yield. Few studies have reported the analysis of furnace synthesis emis-

sions, [132, 133] and nanotube production has been studied showing the release of 
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particles in the nanometer size range. [132,133] Novel synthesis methods will produce 

different emissions of unknown composition, and characterization of these unknown 

substances is critical before commercialization. The proliferation of new applications 

in nanotechnology has highlighted the need to minimize the harm to the environment 

and to humans. The risk of potential harm to the environment and humans from se-

lected nanomaterials has been studied, and concerns have been raised. [132,134–137] 

For example, exposure to carbon and metal oxide NPs has been found to induce an 

inflammatory response in human cells that could be associated with various potential 

health effects. [138–142] The synthesis process studied in this work has demonstrated 

carbonaceous nanometer-sized by-products during large-scale production with sus-

ceptibility to air suspension, which raises concerns of possible biological and environ-

mental health effects upon exposure. 

The carbon product, termed carbon compartments, is produced from a chemical 

precursor of commercial wheat flour in a scalable, single-step furnace process within 

a high-temperature inert gas atmosphere. Wheat flour [143–146] is a mixture primar-

ily composed of hydrocarbons, primarily gluten and various saccharides or sugars, 

derived from cereal grains belonging to the Triticum genus. The upcoming report 

explains that a wheat-flour precursor was chosen over other biomass materials due 

to its sustainability and cost effectiveness. The purpose of the furnace is to pro-

vide a high-temperature environment to facilitate pyrolysis and reduce the organic 

compound to a porous, carbonaceous structure. Various biomass-derived amorphous 

carbons have demonstrated utility in a variety of applications, [147–151] including 

CO2 adsorption, catalyst supports, supercapacitor applications, and novel electrode 

materials for rechargeable batteries. 

The developed process has shown that the precursor experiences a mass loss of 

approximately 80% upon pyrolysis into a porous carbon. Although mass loss was 

primarily attributed to the production and subsequent discharge of water vapor, some 

solid and gaseous by-products were observed. In the laboratory, the solid and gas by-

products can be collected upon exhaust using a laboratory-hood ventilation system 
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or liquid-suspension trap. Due to the variety of promising industrial applications of 

carbon compartments, the authors motivation is to characterize the released particles 

and plan the study to understand their potential health and environmental effects. 

In particular, the aim of this study is to perform a quantitative analysis on the 

primary and agglomerated nanoparticles that are released from the furnace process 

as aerosols and within the liquid suspension. This thorough analysis provides a basis 

for appropriate controls to be utilized both in the laboratory and when the process 

is scaled up to the industrial level. 

Experimental Methods 

The furnace synthesis process was methodically monitored throughout the entire 

heating procedure. The three stages of the full process include: (1) heating of the 

furnace reaction chamber to an elevated temperature, (2) dwell time holding at a 

constant elevated temperature, and (3) cooling and purging of the furnace chamber. 

Exhaust particles were monitored at the exhaust as suspensions in the continuous gas 

stream and in the water trap. The particles in the gas stream were directly analyzed 

inline using aerosol particle-size analyzers for concentration and observed offline using 

microscopy techniques upon collection onto sampling grids. The particles in the liquid 

suspension were analyzed using real-time analysis equipment. The detailed methods 

of synthesis and measurement are described below. 

Synthesis Process for Amorphous Carbon 

The synthesis of carbon compartments utilizes an organic precursor derived from 

a sustainable biomass material. A certain mass of this precursor is loaded into an in-

ert aluminum oxide Al2O3 crucible and placed within an insulated high-temperature 

quartz-tube furnace (MTI Corp.). The crucible is used only to contain precursor and 

does not contribute to the reaction. The volume of the heating chamber is then purged 

using a continuous argon gas stream at the inlet to the furnace. The replacement of 
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humid air with argon gas within the furnace chamber creates an oxidizer-deficient 

environment promoting chemical reduction of biomass into a high-purity carbona-

ceous mass upon heating. Under a continuous inert inlet stream, the precursor is 

heated from ambient temperature to 900 ◦C at a heating rate of 10 ◦C min-1 . Heat 

treatment at 900 ◦C was sustained at a dwell time of approximately 2 h. After 

constant-temperature heating, the furnace was cooled to room temperature at a rate 

of approximately -10 ◦C min-1 . At the end of the process, the biomass precursor de-

composed into amorphous carbon compartments. This multifunctional product does 

not require further processing before utilization in various applications. 

Because the elemental composition, size, and the possible environmental and 

health effects of the by-products in the furnace exhaust had yet to be character-

ized, precautionary and protective measures were employed during this process. All 

experiments were performed in a well-enclosed constant velocity fume hood, and pro-

tective equipment such as N100 disposable respirators and gloves were used when 

conducting any activities related to this furnace and its exhaust. The furnace setup 

is illustrated in Fig. 6.1. 

Aerosol Concentration Measurement 

Real time direct-reading instruments (DRI) were used to record aerosol concentra-

tion during each minute of the sampling process. The DRIs used were the NanoScan 

Scanning Mobility Particle Spectrometer (NanoScan SMPS) (TSI, Shoreview, MN, 

model 3910), Optical Particle Sizer (OPS) (TSI, Shoreview, MN, model 3330), and 

DustTrak II Aerosol Monitor (TSI, Shoreview, MN, model 8533). The TSI NanoScan 

SMPS measures the particle number concentration for particle mobility diameters 

from 10 to 420 nm and operates at an air flow rate of 0.9 L min-1 (Fig. 6.1). The 

OPS measures particle number concentration for particle mobility diameters from 300 

to 10,000 nm and operates at an air flow rate of 0.9 L min-1 . The DustTrak measures 

mass concentration for particles with aerodynamic diameters from 0.3 to 10 µm for 

the detecting mass concentration in the 0.001 - 400 mg m–3 range and operates at an 
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Figure 6.1. Experiment apparatus for particle sizing characterization. 
Process by-products are sampled from diluted output stream using 
micro and nanoscale optical measurement devices. 

air flow rate of 3 L min-1 . When implemented to study aerosol exhaust, each instru-

ment was operated during the full three-stage heating process. Other devices used 

include a dilution chamber with filter air inlet and multiple rotameters to monitor 

the gas flow. 

Aerosol Sampling and Material Analysis 

Particles suspended in both the gas stream and liquid suspension were collected 

during furnace operation. Aerosol samples were collected using 25 mm sampling 

cassettes with polycarbonate filters (pore diameter of 0.2 µm) affixed with a trans-

mission electron microscopy (TEM) grid (copper 400 mesh with SiO2 film) [135] at 

three different time periods of the furnace operation. Each TEM grid was attached 

to a polycarbonate filter on the area facing the oncoming gas stream. Each sampling 

cassette was connected to a suction pump with a flow rate of 0.3 L min-1 . Particles 

deposited on both the filter and grid were utilized in further analysis procedures. 



115 

Analysis methods applied to aerosol particles on filters, grids, and synthesized 

carbon compartments include scanning electron microscopy (SEM), TEM, and X-ray 

energy-dispersive spectroscopy (XEDS). The SEM and TEM techniques enable the 

observation of the particle shape and size. The XEDS technique allows elemental 

composition analysis of the reactant, product, and by-product particles. The wheat-

flour precursor particles and polymeric filters were coated with a thin gold-palladium 

(Au-Pd) alloy film using a SPI sputter-coater module prior to SEM analysis to in-

crease surface conductivity and increase the micrograph quality. SEM (FEI Nova 200 

SEM/FIB) was operated at 10 kV and 2.1 nA. Elemental composition was analyzed 

using XEDS detector (Oxford XMAX with Oxford Aztec). A FEI Technai G2 20 

TEM equipped with an Oxford INCA 250 X-MAX 80 silicon-drift XEDS system was 

operated at 200 kV to perform image and elemental composition analysis. 

Collection and Analysis of Solvated Aerosol Particulates 

Furnace operation was repeated with the same operating conditions as the aerosol 

measurement and collection process. Instead of collecting emitted aerosols directly, 

air/argon-suspended particles were collected by passing the furnace exhaust (ca. 2 L 

min-1) through a DI water bath. Particles suspended in the water and particles pass-

ing through the liquid trap were subsequently analyzed. Sampling was performed for 

the entire duration of the furnace operation. Particles captured in the water trap were 

analyzed for particle-number concentration and mobility particle diameter using the 

nanoparticle tracking analysis (NTA) technique provided by the Nanosight Nanopar-

ticle Characterization System (Malvern Instrument Ltd., Worcestershire, UK, model 

LM10). As shown in Fig. 6.1, the aerosols emitted after the water trap were collected 

using the same aerosol sampling technique already described. The aerosol samples 

collected after the water trap on filters, and TEM grids were analyzed using TEM, 

SEM, and XEDS to investigate the emitted particles. 



116 

Normalized particle number concentrations of aerosols from the NanoScan and 

OPS were analyzed individually, with data merged using TSI multi-instrument man-

ager software to obtain the fitted concentration distribution of 10 nm to 10 µm. 

Background concentration was averaged as the baseline to be compared to the con-

centration change during synthesis. Concentrations measured using the Nanosight 

system were analyzed to obtain the average number concentrations of particles sus-

pended in the liquid samples. 

Furnace Operation and Product Characterization 

Before performing particulate sampling and analysis experiments, preliminary 

tests were conducted to characterize the major process variables and mechanisms 

for this process. Thermogravimetric analysis (TGA) was performed using a TA In-

struments Simultaneous TGA/Differential Scanning Calorimeter (SDT) Q600 (TA 

Instruments, New Castle, DE) to characterize the temperature-dependent transfor-

mation of the wheat-flour precursor into carbon compartments (Fig. 6.2). In this 

test, a predetermined amount of wheat flour precursor is loaded into the device and 

heated uniformly at rate of 10 ◦C min-1 from 30 to 1000 ◦C under a continuously 

flowing atmosphere of inert helium (He) gas. The thermal behavior under inert at-

mosphere indicates that the primary mass loss around 300 ◦C is indicative of biomass 

decomposition. 

Prior to installation of the by-product sampling and sizing apparatus (Fig. 6.1), 

preliminary testing was performed to characterize the flow and temperature proper-

ties of the furnace process. To ensure the accurate operating conditions of all devices 

connecting to the furnace exhaust, a temperature profile of the furnace outlet was 

developed as a function of the lateral distance from the outlet flange. During the con-

stant temperature heating stage at 900 ◦C, the maximum temperature of the down-

stream exhaust immediately exiting the furnace was measured to be approximately 

27 ◦C at a length of 13 cm (5 in.) from the furnace outlet flange. No appreciable 

difference was found between the downstream temperature and the measured ambi-
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Figure 6.2. Thermogravimetric analysis of carbon compartments pre-
cursor. The two principle mass losses correspond to moisture vapor-
ization ca. 100 ◦C and pyrolytic decomposition ca. 300 ◦C. 

ent temperature (25 ◦C) at distances greater than 13 cm (5 in.). Due to this initial 

observation, all aerosol measurements were taken at least 15 cm away from the outlet 

flange. An additional test determined the flow-rate properties of the furnace exhaust. 

In the presence of a downstream rotameter, furnace operation demonstrated an in-

crease in exhaust flow rate to approximately 2 L min-1 when the furnace reached 350 

◦C. This flow rate remained constant until the end of the cooling step. 

Upon operation of the furnace, an opaque and smoke-like gaseous product was 

observed in the furnace exhaust in the temperature range of approximately 350 to 

900 ◦C. Furthermore, a severe reduction in the intensity of this gaseous product was 

observed at approximately 600 ◦C during the cooling process, at which point decom-

position of the reactant is considered complete. From the TGA and background-setup 

observations, it is likely that the gaseous product is composed of high concentrations 

of aerosol by-products and is the cause of the flow-rate increase observed at onset of 

the pyrolysis reaction. 
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As previously discussed, carbon compartments are synthesized via pyrolytic heat 

treatment of a commercial wheat flour. The carbon particles collected after pyrolysis 

demonstrate diameters in the range of 50 - 100 µm. These particles are uniquely 

distinguished by the presence of micrometer-sized compartments or cavities. The 

formation of these cavities is attributed to the mechanism of pyrolytic heat treatment 

in which the release of organic by-products, including heated water vapor, promotes 

the generation of micrometer-sized pores. These cavities facilitate moderate surface 

area that allow various applications for the carbon compartments. Additional smaller-

sized carbon particles can be observed on the carbon compartment surface as shown 

in Fig. 6.3 (examples are marked with arrows). 

Figure 6.3. Scanning electron micrograph of carbon compartments. 
SEM micrograph depicting a representative micro-sized carbon com-
partment particle synthesized via thermal decomposition of wheat 
flour. 
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6.2 Analysis of Carbon Product & Aerosol By–Products 

Material Characterization of Synthesized Carbon 

Multiple synthesis trials were performed under identical operating conditions for 

various measurements and sample collection. Aerosol number concentrations at the 

exhaust for the entire synthesis process were monitored, and aerosol particles were 

simultaneously collected using TDS techniques. The mass concentration was moni-

tored for the entire process in a separate trial. The aerosol sampling downstream to 

the liquid particle suspension was also collected in a separate trial. 

For number concentration measurements, aerosol concentrations were diluted with 

high-efficiency particulate air (HEPA) filtered air within an air mixing or dilution 

chamber (air-mix chamber, Fig. 6.1). The air-mixing chamber was installed in se-

ries to the furnace exhaust and before the particle spectrometer equipment to ensure 

the particle-number concentration of the gas stream did not exceed the upper detec-

tion limit for each instrument. The measured particle number concentrations were 

corrected to account for a dilution factor of 3, determined from the ambient labo-

ratory particle concentration. The resulting aerosol concentrations are presented in 

Fig. 6.6a, showing the particle total-number concentration change throughout the 

entire duration of the synthesis process. The left ordinate axis reports the particle 

concentration for smaller particles in the diameter range of 10 - 420 nm (NanoScan), 

while the right ordinate axis reports the particle concentration for larger particles in 

the diameter range of 0.3 - 10 µm (OPS). The particle number concentrations during 

the first heating stage (heating from room temperature to 900 ◦C) and second stage 

(constant pyrolysis temperature of 900 ◦C) were greater than 105 and 104 particles 

cm–3 for the particle diameter ranges of 10 - 420 nm (NanoScan) and 0.3 - 10 µm 

(OPS), respectively. The number concentration profile shows a rapid increase to a 

peak value near 30 and 90 min of furnace operation for the particle diameter ranges 

of 10 - 420 nm and 0.3 - 10 µm, respectively. The concentrations then increased as 

the temperature was held at 900 ◦C for 2 h, as seen in the red correlated temperature 
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profile shown in Fig. 6.6a. The concentration reached its maximum after 3 h and 

decreased as the furnace entered the cooling phase. 

The maximum peak total particle concentration reported by the NanoScan (par-

ticle diameter range of 10 - 420 nm) was approximately 7.0 ·105 particles cm–3 near 35 

min, and the second highest peak was approximately 6.0 · 105 particles cm–3 and oc-

curred approximately 200 min toward the end of the 2 h hold time at 900 ◦C. The total 

background particle concentration of the laboratory space was approximately 1000 

and 30 - 600 particles cm–3 as measured by the NanoScan and OPS, respectively. The 

maximum total particle concentration read by the OPS was approximately 2.8 · 104 

particles cm–3 at 197 min, which correlates to the end of the constant temperature 

heating step at 900 ◦C. At this time, the concentration of larger particles reported 

by the OPS is identical to that reported by the NanoScan. At 81 and 121 min, both 

DRIs reported a peak concentration of approximately 2.3 · 104 particles cm–3 . 

Particle mass concentrations, measured using the DustTrak, as a function of the 

furnace operation time are shown in Fig. 6.4. In this graph, the right ordinate axis 

shows the correlated temperature profile. The horizontal plateau observed between 

35 and 120 min for the mass concentration profile indicates that the DustTrak max-

imum mass concentration limit of 400 mg m–3 was exceeded. It is noteworthy that 

the rapid increase to the maximum limit at 35 min coincides with the emergence 

of a visible opaque, gaseous fume at the dilution-chamber inlet. This gaseous prod-

uct is identical in appearance to that observed in the standalone furnace operation 

previously discussed. After the opaque fume vanished, the mass concentration re-

mained at its maximum detection limit for over 1.5 h until the furnace temperature 

reached 900 ◦C. The concentration then started to decline after 120 min, while the 

temperature remained in the 900 ◦C hold. Because the instrument limitations were 

exceeded, the mass concentration during the relevant time domain are possibly larger 

than the reported value of 400 mg m–3 . The increase in mass concentration appeared 

around the same time, when the visible gaseous fume was emitted from the furnace 
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exhaust at a temperature of 350 ◦C. This temperature correlates well to the biomass 

decomposition temperature observed in thermogravimetric analysis (Fig. 6.2). 

Figure 6.4. Temperature profile and mass concentration of process 
exhaust. (a) Particle-number concentration change over the entire 
process for particle diameters from 10 – 420 nm (left axis) and 0.3 
- 10 µm (right axis). (b) Exhaust-gas particle-number concentration 
versus diameter over a size range of 10 - 420 nm. 

The particle-size profile of emitted particles in the OPS size range of 0.3 - 10 µm 

shown in Fig. 6.5 reports the mean, median, and mode for the particle size. This size 

profile and the particle-mass concentration profile (Fig. 6.4) show similar trends. The 

particle size profile shows a similar increasing trend to that in the mass concentration 

profile because the overall mass is affected more strongly by large particles than 

small ones. The trend in the particle size profile differs to that in the particle number 

concentration profile because a large number of nanoparticles contribute minimally 

to the overall mass. 
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Figure 6.5. Particle size analysis of process exhaust. Particle size 
(i.e., median, mean, and mode) profiles of emitted particles are in the 
range of 0.3 – 10 µm. 
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Figure 6.6. Particle concentration distributions of process exhaust. 
(a) Particle number concentration change over the entire process for 
particle diameters from 10 to 420 nm (left axis) and 0.3 - 10 µm (right 
axis). (b) Exhaust gas particle number concentration versus diameter 
over a size range of 10 - 420 nm. 
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The particle number concentration profiles collected by the OPS and Nanoscan 

show differing trends in concentration change: the increase was seen earlier and higher 

during 60 - 120 min for larger particles (0.3 - 10 m) than small particles (10 - 420 nm) 

when the temperature reached 600 ◦C (Fig. 6.6). Smaller particles were observed to 

show a delayed concentration increase. 

Aerosol Concentration Profile 

Particle size distributions were analyzed using DRI data for the Nanoscan diameter 

range 10 - 420 nm and OPS diameter range 0.3 - 10 m as shown in Fig. 6.5 and Fig. 

6.7, respectively. Because the visible fume appeared during the heating cycle and 

vanished during the cooling cycle, the corresponding temperatures of 350 and 600 ◦C 

were identified as points of comparison. Thus, the analysis of the particle sizes was 

categorized according to three different time periods of the furnace process: the first 

stage, defined between the start of furnace operation to the initial appearance of the 

fume (“beginning to fume,” or 25 to 350 ◦C of the heating step); the second stage, 

defined between the initial appearance of the fume to the disappearance of the fume 

(“fume to no fume,” or 350 ◦C of the heating step to 600 ◦C of the cooling step); and 

the third stage, defined between the disappearance of the fume to the end of furnace 

operation (“no fume to end,” or 600 ◦C of the cooling step to 25 ◦C). 

When comparing the total concentration and particle size measurements for parti-

cles smaller than 420 nm, it was found that the highest average particle concentration 

was approximately 6.5 · 105 particles cm-3 (Fig. 6.6b) and occurred between 350 ◦C 

in the heating step to 600 ◦C in the cooling step. The mode for this first concentra-

tion peak was approximately 250 nm, while the mode for the second concentration 

peak occurred in the nanoparticle size range with a mode of approximately 40 nm. 

Nanoparticles were found during the heating period with a mode smaller than 20 nm 

and almost all particles were smaller than 50 nm. During the cooling period, almost 

all particles were smaller than 200 nm, with a majority of particles smaller than 100 

nm and a similar mode to the heating period. For diameters smaller than 50 nm, 
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Figure 6.7. Particle size distribution in microscale range. Particle 
size distribution of exhaust gas over a size range of 0.3-10 µm. 

the distributions were similar in the heating and cooling periods; however, the ending 

cooling period released more particles in the 50 - 150 nm range. 

For the larger particles in the 0.3 - 10 µm size range (Fig. 6.7), the highest concen-

tration appeared during the visible fume emission with multiple peaks, indicating that 

a combination of various particle sizes were emitted. The highest peak occurred at a 

diameter of approximately 0.5 µm, followed by 1 and 2 µm. When comparing the to-

tal concentration and particle size measurements, the highest average concentrations 

were approximately 3.2 · 104 particles cm-3 for a diameter of 500 nm and approxi-

mately 2.8 · 104 particles cm-3 for a diameter of 1 µm. The particle concentrations in 

the beginning and ending periods were very low and had similar size distributions. It 

appears that a large quantity of micrometer and submicrometer-sized particles were 

emitted in the period defined between 350 ◦C in the heating step and 600 ◦C in the 

cooling step. In contrast, the nanoparticles were produced during both the beginning 

and ending periods. It is thought that the continuous flow of argon gas could serve 

as a driving force for particle aerosolization. The overall particle size distribution, 
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combining the distribution data from the OPS and Nanoscan size ranges, is presented 

in Fig. 6.8. 

Figure 6.8. Total particle size distribution for process exhaust. Emit-
ted particles in the size range of 10 nm to 10 µm exhibit two modal 
diameters at ca. 35 and 225 nm. 

Particle Size of Exhaust Aerosols 

Aerosol particles in the exhaust gas were collected using the Tsai Diffusion Sam-

pler (TDS), a sampler designed to primarily collect micrometer-sized particles on the 

filter and nanoparticles on the grid. Particles in the exhaust directly released from 

the furnace are shown in Fig. 6.9a,b for short-term and long-term sampling, respec-

tively. The short-term sampling period lasted for 30 min and demonstrated individual 

particles with particle diameters less than 200 nm collected on the TEM grid (Fig. 

6.9a). This observation is consistent with the particle-size range measured using the 

DRIs. The long-term sampling period lasted for 5 h, permitting the collection of 

aerosols during the entire duration of the furnace process. In this period, particle 
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accumulation was found to form agglomerates in layered structures on both the grids 

and filters. The accumulated particles formed a coating-like layer covering the pores 

of the polycarbonate filter as seen in the SEM image of Fig. 6.9b. As indicated in 

the figure, the unblocked pores appear as dark holes (emphasized with arrows), and 

the covered pores are seen as a layer of material (emphasized in the boxed area). 

Additional larger-sized particles, found on the filter after long-term sampling, are 

possibly trace particles from residues in the furnace and exhaust tubing. The size of 

agglomerates also corresponds with the DRI results in the micrometer size range. 

Figure 6.9. Transmission electron microscopy of emitted particles. 
Particles were collected from the exhaust gas for a duration of (a) 30 
min and (b) 5 h. Similarly, particles were collected from exhaust gas, 
downstream of the water bath, for (c) 30 min and (d) 5 h. 



128 

Understanding Synthesis Process Characterization 

Solvated byproduct particles, emitted post-water trap, were collected using the 

TDS. Particles collected during the short sampling period (30 min) and the long 

sampling period (5 h) are shown Fig. 6.9c and d, respectively. A consistent result 

was observed for short-term sampling in that individual particles were collected on 

the TEM grid (Fig. 6.9c). Particles (Fig. 6.9c) were similar in size to the aerosols 

directly collected at the exhaust (Fig. 6.9a). The long-term sample resulted in a 

visible dark brown stain appearing uniformly on the TEM grid and filter. This color 

change was also seen on the grid and filter from direct aerosol sampling. On the grid, 

particles were found to form agglomerates with a layered structure. Fig. 6.9d is an 

SEM image of the grid after long-term sampling, showing layered agglomerates on 

the grid edge (top portion) and pieces of agglomerates separated from the grid on the 

copper tape of the SEM substrate (bottom portion). 

Consequences of Particulate Size 

To provide insight into (1) the thermal pattern responsible for the transformation 

of the starch into a carbonaceous product and (2) the correlated emission observations, 

thermogravimetric analysis was performed. The controlled heating of the carbon com-

partments precursor under inert atmosphere demonstrates principle sources of weight 

loss. The produced TGA curve (Fig. 6.2) demonstrates two primary stages at which 

mass was released. The first stage occurs at approximately 100 ◦C, when absorbed 

moisture is released from the precursor in the form of steam that generates the afore-

mentioned cavities or compartments. The second stage occurs at approximately 300 

◦C, when reductive pyrolysis facilitates the transformation of the starch-based car-

bohydrate into a carbonaceous product. At this temperature, thermal degradation 

of starch occurs and results in the release of nanoparticles and a produced pressure. 

This suggested decomposition temperature for wheat flour is similar to that observed 

in other biomasses. [128,130,152–154] As shown in the observations of this controlled 
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heating experiment, it is during this second heating stage at which the nanoproducts 

released throughout the heating in this studied furnace process. From room tempera-

ture, the first principle mass loss of approximately 10% is observed near 100 ◦C and is 

associated with the vaporization of hygroscopic water content. The second principle 

mass loss of approximately 70% begins at 300 ◦C and is associated with the pyrolytic 

decomposition of the biomass into amorphous carbon and simultaneous emission of 

particulate by-products. 

This synthesis process produced high particle concentrations in the exhaust gas 

during synthesis, reaching 6.0 · 105 particles cm–3 . Particles produced by the furnace 

were found to be largely in the 200 - 300 nm size range in an airborne medium and 

around 100 - 150 nm in a liquid medium. The furnace exhaust also contained very 

high mass concentrations when the temperature reached approximately 300 ◦C. A 

closed-loop system is being considered for the next stage of this research to redirect 

a large amount of the released incomplete hydrocarbon substances back into the fur-

nace during synthesis. These reactive hydrocarbons could interact with the precursor 

and minimize the release of free particles into the exhaust. A closed-loop system will 

also avoid the continuous flow of inert gas, minimizing the airborne particle concen-

tration due to flow effects and ultimately reduce process costs. A short-term release 

of particles was of concern because individual primary particles were emitted, and 

most of the particles were less than 200 nm. However, agglomerated particles were 

larger, and the resuspension of nanoparticles from the agglomerate will unlikely oc-

cur. In current practice, the water trap used for cleaning exhaust gas was found 

to collect some particles in the nanometer size range; however, some particles were 

found to escape the water and become airborne. This finding is important evidence 

that, in the water suspension, nanoparticles can possibly pass the water media and 

enter the surrounding headspace. Using liquid water as a collection media requires 

further study to determine the collection efficiency, including dispersed bubble size 

and saturation content in water. 
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Until the current system is modified to incorporate recirculation, it is recom-

mended that the process equipment be located in a ventilated enclosure to prevent 

human and environmental exposure. For the control of the exhaust gas before release 

to the surrounding environment, an air filtration unit such as a quartz filter or other 

high-efficiency filter material [155] is highly recommended to be installed downstream 

of the liquid bath. 

The production process that was evaluated in this experiment is an abbreviated 

version: the complete carbon compartment process can run up to 16 h. It is possible 

that the concentration and size distribution of released particles could be different 

for longer processes; however, it is expected that most characteristics of the exhaust 

material will remain the same. 

The released by-products were found to be carbonaceous particles: such sub-

stances have not been studied for their potential to harm humans and the environ-

ment. Future experiments could utilize the collected released carbonaceous substance 

with human-cell culturing to investigate the biological response, including viability, 

toxicity, and possible mutation to predict human health effects associated with expo-

sure to such substances exhausted from this production process. Additional future 

experiments will study the effective capture and recycling of the carbonaceous by-

products. After effectively trapping carbonaceous by-products of this process, the 

saturated water can be centrifuged, and the captured carbon nanoparticles can be 

used for various applications including energy storage, optical devices, and color dy-

ing. 

Emitted aerosols from the synthesis of the carbon compartment particles were 

found in nanometer and micrometer size ranges, and most emitted nanoparticles 

were both spherical in shape and primarily carbon in composition. Such carbona-

ceous spherical nanoparticles will interact quicker than micrometer-sized particles 

with biological entities. Identifying the chemical formulation of the emissions sub-

stance and biological responses such as cytotoxicity are our next steps of project. 

Long-term collection of emitted particles on the sampling media was found to form 
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layer-structured agglomerates primarily consisting of carbon (on an elemental ba-

sis). Aerosols trapped in the water medium suspension were mostly nanometer in 

size, while the particles escaping from the water bath formed agglomerates similar to 

aerosols directly collected from exhaust gas. The water medium trapped a large quan-

tity of nanoparticles emitted from the furnace; however, some particles we observed to 

penetrate the water trap. Process recirculation is suggested as a modification for the 

next step in process development, and emitted particles will be further characterized 

after process modification. Filtration was suggested as an interim control to capture 

emitted particles to avoid exposure. 

6.3 Particulate Remediation Recommendations 

Emitted aerosols from the synthesis of carbon compartments were found in nanome-

ter and micrometer size ranges, most nanoparticles emitted were in spherical shapes 

containing carbon. Long term collection of emitted particles was found to form crys-

tal structured agglomerates on the sampling media containing mostly carbon element. 

Aerosols trapped in water media were shown mostly in nanometer size and such par-

ticles escaped from water formed agglomerates similar to aerosols directly collected 

from exhaust gas. Water media trapped high quantity of nanoparticles emitted from 

the furnace, however particles were also found to release from the water. Process 

recirculation was the suggested modification for the next step of process development 

and emitted particles will be further characterized after process modification. Filtra-

tion was suggested a current control to capture emitted particles before the effects of 

exposure can be concluded. 



132 

CHAPTER 7: LIFE CYCLE ANALYSIS OF CARBON 

SYNTHESIS 

Environmental impact, alongside by-product exposure risk, is a significant considera-

tion for industrial pyrolysis processes. In this study, environmental impact is assessed 

for the synthesis of carbon microsheets, a carbon morphology produced by pyroly-

sis of waste packing peanuts. Through life cycle analysis, environmental impact 

is evaluated along various TRACI categories including acidification, carcinogenics, 

eco–toxicity, eutrophication, fossil fuel depletion, global warming, ozone depletion, 

respiratory risks, and smog. Like material characterization, environmental impact is 

a strong function of synthesis pathway: here, the mode of oxygen deficiency (viz., 

vacuum or inert gas) influences environmental impact profile. 

The original publication of this work appears in Environmental Science: Nano 

(2018), volume 5, 1237 – 1250. Electrochemical testing and material characterization 

was performed by Arthur D. Dysart. Life cycle analysis was performed by Andrea 

Hicks. Manuscript preparation was performed by Arthur D. Dysart and Andrea Hicks. 

Abstract 

For rechargeable lithium ion batteries, natural and synthetic graphite anodes come 

with great economic and environmental costs. Carbon microsheets, developed from 

used starch packing peanuts, are a carbonaceous alternative with great electrochem-

ical performance and quantifiable environmental footprint. This work investigates 

how synthesis route (e.g., ambient inert gas or vacuum) influences microsheet electro-

chemistry and environmental impact. Carbon microsheets show gravimetric capacity 

greater than conventional graphite, with argon-derived microsheets demonstrating 

gravimetric capacity up to ca. 30% greater than vacuum-derived ones. Life cycle 
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assessment (LCA) is used to examine the environmental impact of synthesis routes 

across standard midpoint TRACI categories (viz., ozone depletion, global warming, 

smog, acidification, eutrophication, carcinogenics, non-carcinogenics, respiratory ef-

fects, eco-toxicity, and fossil fuel depletion). Midpoint LCA illustrates that the impact 

of the vacuum process is sensitive to the origin of utilized energy. For instance, with 

respect to ozone depletion, vacuum pyrolysis produces less emission equivalents than 

its argon analog – assuming conventional domestic energy profile. In this sense, the 

context of energy should be considered alongside environmental impact in evaluation 

of process sustainability. 

Battery storage is critical to advancing alternative energy technologies. Con-

ventional rechargeable lithium ion batteries use battery grade graphite. This work 

presents an alternative graphitic anode produced from starch packing peanuts using 

two synthesis methods (viz., inert gas and vacuum) with superior performance to con-

ventional graphite. Life cycle assessment analyzes the environmental impact of the 

synthesis routes and identifies significant contributors. Electrochemical testing shows 

battery components generated from waste materials may perform better than con-

ventional graphite. Ultimately, this work demonstrates new environmental avenues 

for waste materials as raw materials: an increasingly critical area of research. 

7.1 Analysis of Environmental Impact 

Innovations in alternative energy technologies (e.g., wind and solar [156–159]) 

require more cost-effective energy storage. Rechargeable lithium-ion (Li-ion) batteries 

demonstrate sufficient energy and power density, yet modern Li-ion systems struggle 

to meet ever-increasing demands from energy grids and electric vehicles. [160–162] 

While many works present excellent materials with better battery performance or 

smaller form factors, few have explored the practicality and sustainability of their 

materials. In parallel, existing battery sustainability and life cycle assessment (LCA) 

literature has focused on outlets of electric and hybrid vehicle technology [162–166] 

and lithium or production constraints. [164,166] 
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There is a deficiency of environmental impact studies investigating synthesis path-

ways for graphitic anodes. LCA studies on batteries [163, 167] typically employ 

graphite inventory data from the 1980 study of Hittman Associates Inc. [168] Hittman 

and associates’ work quantifies the energy required for each life cycle stage, demon-

strating an overall energy demand 11,090 British thermal units per pound of battery 

produced (BTU lb–1) assuming inventory with 13.8 %-wt. graphite. Though pio-

neering at the time, the study does not consider the influence of synthesis route to 

overall impact. Similarly, other studies utilizing different battery-grade graphite in-

ventories [166] disregard synthesis pathway, such as choice of inert gas (i.e., argon, 

nitrogen) [167, 169–174]. In representative cases, Rydh et al. [175] and Notter et 

al. [166] both neglect the choice of inert gas during the graphite synthesis process, 

potentially leading to a significant underestimation in the environmental impact of 

graphite and subsequent battery production. Interestingly, Rydh et al. estimated 

battery energy requirements to be greater than those of Notter et al. This overlooked 

yet critical parameter makes it challenging to compare conventional techniques with 

innovations in graphite synthesis – particularly methods utilizing waste precursors. 

This work explores the transformation of waste packing peanuts into semi-graphitic 

anode materials. Packing peanuts are common packaging filler used in transportation 

of goods. In 1996, 50 million pounds (22.68 million kilograms) of packing peanuts 

were used, valuing the entire packing peanut industry at over 500 million U.S. dol-

lars [176]. Though reusable, packing peanuts are typically disposed after only a single 

use as landfill waste. Alternatively, oxygen-deficient heat treatment transforms pack-

ing peanuts into carbon microsheets, a disordered carbon morphology with bimodal 

porosity. This carbon morphology performs with gravimetric capacity greater than 

that of conventional graphite at comparable cycling rates. 

The relationship between synthesis and product capability is an objective mea-

sure for evaluations of sustainability and commercial viability. Thus, this work inves-

tigates effects of inert gas or vacuum synthesis routes of carbon microsheet anodes 

for rechargeable Li-ion batteries. Both processes produce carbon microsheets with 
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similar material properties and electrochemical performance (e.g., gravimetric capac-

ity difference of 15%). The environmental impact of both processes is studied using 

LCA according to functional unit and life cycle stage, demonstrating that the impact 

of the vacuum process is dependent on energy source. Two functional units (viz., 

mass yield and gravimetric capacity) are employed to account for functionality of the 

semi-graphitic anode material through synthesis and application. Finally, the broader 

impact of carbon microsheets as rechargeable Li-ion battery anodes is assessed. This 

work suggests LCA is a significant tool in evaluation of battery materials, emerging 

today at an ever-increasing rate. 

Experimental Methods 

This work is a comprehensive assessment of the carbon microsheet as a viable 

alternative to graphite for rechargeable Li-ion batteries. From the materials perspec-

tive, material properties and electrochemical performance are studied as a function 

of synthesis route. From the sustainability perspective, cradle-to-gate life cycle as-

sessment compares the environmental impact of carbon microsheets as a function 

of synthesis route. The scope encompasses raw material acquisition, in which pack-

ing peanuts are designated as waste materials; and manufacturing, in which packing 

peanuts are transformed into carbon microsheets. In the manufacturing stage, par-

ticulate emissions are modeled according to the downstream aerosol characterization 

performed by Tsai et al. [177]. Environmental impact reduction is explicitly consid-

ered as avoided impact: impacts avoided by eliminating packing peanuts instead of 

disposing as landfill waste. Impacts avoided are represented as the percent decrease 

of overall environmental impact (Fig. 7.9). Due to deficiency of life cycle inventory 

literature on graphite synthesis, quantitative comparison with conventional synthesis 

techniques is not included in this work. 
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Carbon Microsheet Synthesis 

In 2015, Etacheri et al. [178] first reported synthesis and Li-ion battery anode ap-

plication of carbon microsheets. The modified procedure used in this work introduces 

inert gas or vacuum evacuation for pyrolysis atmosphere (Fig. 7.1). An aluminum 

oxide crucible was loaded with waste starch packing peanuts and placed within a 

high temperature tube furnace. The continuous oxygen-free atmosphere required for 

pyrolytic decomposition was enabled by (1) inert gas purge at rate ca. 2 mL min–1 

or (2) rotary vacuum pump evacuation to gauge pressure below 0.1 mPa. An organic 

trap was implemented downstream of the furnace exhaust to collect aerosol contam-

inants [177]. After atmosphere facilitation, packing peanuts were heated from 27 ◦C 

to the specified dwell temperature at rate 10 C◦ min–1 . The furnace was maintained 

at dwell temperature for 2 hours, and then cooled to room temperature at rate ca. 

–10 C◦ min–1 . The dwell temperatures studied in this work are 600 and 900 ◦C. 

Resultant carbon microsheets were utilized without further treatment (e.g., acid or 

base), separation, and purification. 

The original and modified procedure differ along three principle features. The 

primary difference is ambient atmosphere during heating. In the original procedure, 

oxygen-free atmosphere is enabled by continuous purging with high purity argon gas 

before and during heating. In the modified procedure, oxygen-free atmosphere is en-

abled by continuous pump evacuation. The second difference is the dwell temperature. 

Dwell temperatures 600 and 900 ◦C are studied in this work. The third difference is 

the implemented organic trap. The original procedure collects organics using a water 

bath, while the modified procedure collects organics using a liquid nitrogen-cooled 

condenser. Among these differences, the most significant influence is expected from 

the ambient atmosphere (viz., inert gas or vacuum) and synthesis dwell temperature. 

The total energy consumed in this process was calculated using a precursor mass 

K–1of 273.81 mg and a specific heat 0.71 kJ kg–1 . The specific heat was modeled as 

graphitic carbon due to unavailability of packing peanut specific heat measurements. 
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Figure 7.1. Synthesis of amorphous carbon microsheets. Carbon mi-
crosheets are synthesized by pyrolytic heating of packing peanuts in 
an oxygen-free atmosphere. Non-oxidizing atmosphere is enabled by 
continuous argon gas purge or vacuum evacuation. After pyrolysis, 
micron-sized carbon microsheets are used in rechargeable battery an-
odes without further chemical separation or purification. 

Calculation of consumed energy assumes required energy for the constant tempera-

ture step is 10 % of that for the constant heating rate step. Energy consumption 

of the vacuum pump at 1/3 horsepower was calculated according to manufacturer 

specification [179]. 

Mass lost as particulate matter is determined according to by-product character-

ization performed by Tsai et al. [177]. Inert gas pyrolysis is modeled as two-step 

decomposition with overall mass loss ca. 70 %-wt. of initial packing peanut mass. 

The first mass loss of ca. 40 %-wt. occurs near 100 ◦C due to vaporization of hygro-

scopic moisture. The second mass loss of ca. 60 %-wt. occurs near 300 ◦C due to 

chemical and morphological changes. The modal particulate diameter is less than 2.5 

µm as characterized from the downstream water bath. 
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Software and Impact Metrics 

The Sima Pro (version 8.1) LCA software tool was used to produce data inven-

tories for each studied synthesis method. TRACI (Tool for Reduction and Assess-

ment of Chemicals and Other Environmental Impacts, version 2.1) environmental 

impact methods were used to assess impact data. TRACI, developed by the United 

States Environmental Protection Agency (EPA) for particular application to North 

American models, includes ten impact categories: ozone depletion, global warming, 

smog, acidification, eutrophication, carcinogenics, non-carcinogenics, respiratory ef-

fects, eco-toxicity, and fossil fuel depletion. TRACI was selected as the midpoint 

analysis method for multiple reasons: (1) the method was developed to be relevant 

to North America, the location of the study, (2) this method utilizes multiple mid-

point impact categories, which allows for the evaluation of tradeoffs, and (3) finally 

it produces and unweighted suite of midpoint values instead of fewer weighted end-

point values. The LCA utilizes various databases including US Life Cycle Inventory 

(US LCI) [180], ecoinvent 3 [181], and European Life Cycle Database 3 (ELCD), as 

there was no single database that housed all of the necessary data for the work [182]. 

Where applicable, the following conventional energy mix for the United States was 

assumed: 53 % coal, 20 % nuclear, 16 % natural gas, 7 % hydropower, 3 % fuel oil, 

1 % biomass, 1 % other fossil fuel, and less than 1 % each of wind, photovoltaic, and 

geothermal. The influence of energy source is analyzed independently of overall LCA 

analysis. 

Functional Units 

Modern rechargeable batteries contain four primary components: the anode, cath-

ode, electrolyte, and separator. The anode and cathode, collectively known as elec-

trodes, create the impetus for energy storage known as voltage or potential difference. 

During charge and discharge, net potential difference drives lithium cation and elec-

tron transfer between electrodes. Lithium cations pass between electrodes through the 
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electrolyte, a solid or liquid medium which is ionically-conductive typically through 

dissolution of alkali metal salts. The two electrodes remain separated by the sep-

arator, an insulating porous membrane that reinforces external electron transfer as 

electric current. From the life cycle perspective, environmental impact of rechargeable 

batteries is a function of the individual impact of these constituents. 

This work quantifies the environmental impact of carbon microsheets as an al-

ternative to graphite in rechargeable battery anodes. Two different functional units 

are utilized to normalize impact: mass and functionality (i.e., specific or gravimetric 

capacity). The mass functional unit is defined as environmental impact per kilogram 

of graphitic anode material. The mass unit accounts for synthesis process yield. The 

capacity functional unit accounts for practical or useful ability of graphitic anode 

material. The gravimetric capacity unit is defined as environmental impact per amp-

hour per kilogram of graphitic anode material, accounting for electron storage ability 

of battery grade graphitic material. Impacts per specific capacity unit are normalized 

to gravimetric capacity 372 Ah kg–1 of graphitic anode material. 

Material Characterization 

Scanning electron microscopy (SEM) was performed using a Nova 200 DualBeam 

scanning electron microscope (FEI Co.). Double-sided carbon tape (3M Corp.) was 

used to adhere carbon microsheet samples to an aluminum sample stage. Approxi-

mately 1 mg of sample was evenly dispersed onto the exposed surface of carbon tape. 

The microscope chamber was loaded with the sample stage and evacuated to high 

vacuum (i.e., < 2.6 nbar). Micrographs were recorded at various magnifications after 

thorough optimization of electron beam alignment, stigmation, focus, brightness, and 

contrast. 

Organic elemental analysis (OEA) was performed using an autosampling combus-

tion pyrolysis furnace with a tungsten conductivity sensor (CE440, Exeter Analytical 

Inc.). Approximately 2 mg carbon microsheets were placed within a nickel combus-

tion capsule (Exeter Analytical) and loaded into the combustion chamber. Dynamic 
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flash combustion was enabled by controlled oxygen (99.997%, Praxair Inc.) injection 

within a continuous helium atmosphere (99.997%, Indiana Oxygen), permitting di-

rect measurement of carbon, hydrogen, and nitrogen content. Oxygen content was 

determined by difference from unity. Reported values for elemental composition are 

the average of at least 3 separate trials. 

X-ray powder diffraction (XRD) was performed using a Smartlab I X-ray diffrac-

tometer (Rigaku Corp.) with a cross-beam optic system. Approximately 20 mg car-

bon microsheets were loaded into the cavity of borosilicate sample holders mounted 

into the theta-theta goniometer. Monochromatic Cu-Kα radiation was produced with 

a 9 kW rotating anode X-ray source, and collected with a sodium iodide scintillation 

detector. Spectral patterns were produced in X-ray scattering domain (i.e., 2θ) 2 

- 150 ◦ at scanning rate 0.5 ◦ min–1 . Reported spectral patterns are smoothed for 

clarity of interpretation, but not reduced for background. 

Raman spectroscopy was performed using a DXR Raman microscope (Thermo-

Fisher Scientific). The apparatus was calibrated using a polystyrene calibration stan-

dard (Thermo-Fisher). Carbon microsheet samples were evenly dispersed across a 

borosilicate microscope slide (Fisher), and then loaded into the microscope chamber. 

Spectral patterns were produced using an aperatured green laser with wavelength 532 

nm, beam diameter 25 µm, and power 8 mW. A single spectral pattern is the average 

of at least 3 exposures, with collection time 20 seconds per exposure. Reported spec-

tral patterns are reduced for background and smoothed for clarity of interpretation. 

Electrochemical Measurements 

The battery fabrication and galvanostatic cycling procedure was performed as 

follows. Electrodes were fabricated using an automatic constant-speed doctor blade 

technique. The electrode components of 80 %-wt. vacuum-synthesized carbon mi-

crosheet material, 10 %-wt. Super P Li conductive additive (TIMCAL Ltd.), and 

10 %-wt. polyvinylidene fluoride (Arkema Inc.), were homogeneously mixed to a 

viscous mixture with N-Methyl-2-pyrrolidone (MTI Corp.). Mixing was performed 
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using a polypropylene mixing cup and alumina mixing balls (MTI, 4x 6 mm. dia., 

2x 10 mm dia.) within a planetary mixer (THINKY Inc.) at constant speed 8000 

rpm for ca. 15 minutes. After mixing, the mixture was coated onto a substrate 

of aluminum foil (MTI, 15 m thick.) at gap thickness 8 mil using an automatic film 

applicator (MTI). The resulting thin-film lamination was subsequently dried in a vac-

uum oven (MTI) at temperature 80 ◦C and gauge pressure -0.1 mPa for at least 12 

hours. Electrodes were cut using a 0.5 in. diameter arch punch (General tools) and 

assembled into CR2032 battery cells using stainless steel parts (MTI). Batteries were 

constructed within a high-purity inert atmosphere glovebox (Vacuum Atmospheres 

Co.). The electrolyte (MTI) is composed of co-solvents ethylene carbonate (EC; 40 %-

vol.), dimethyl carbonate (DMC; 20 %-vol.), and diethyl carbonate (DEC; 40 %-vol.); 

lithium salt lithium hexafluorophosphate (LiPF6, 1.0 M conc.); and additive vinylene 

carbonate (VC; < 5 %-vol.). All batteries contain porous polypropylene membrane 

separator (CELGARD; 25 µm thick.) and lithium metal counter electrode (MTI). 

Batteries were electrochemically tested by galvanostatic cycling at gravimetric cur-

rents (i.e., 25, 50, 125, 250, and 500 A kg–1) corresponding to conventional cycling 

rates (C/10, C/5, C/2, C, and C/10) in the voltage range 0.005 - 3.0 V. Formation 

cycling was performed at cycling rate 25 A kg–1 . Applied gravimetric currents were 

estimated according to theoretical gravimetric capacity 372 Ah kg–1 . Mean areal 

carbon microsheets per electrode was 1.17 mg cm–2 . 

Electrochemical impedance spectroscopy (EIS) was performed using a potentiostat 

with direct digital synthesis circuitry (Reference 600, Gamry Instruments). Following 

fabrication, a LIB cell was loaded into the potentiostat and cycled in voltage domain 

0.01 - 2.0 V for 100 cycles. At conditioned voltage 0.01 V, potentiostatic impedance 

spectroscopy was performed in the frequency range of 0.01 - 20,000 Hz. 



142 

7.2 Electrochemical & Environmental Considerations of Synthesis 

Electrochemical cycling illustrates that gravimetric capacity of packing peanut-

derived carbon microsheets is weakly dependent on synthesis method. Instead, the 

two synthesis methods differ by their respective environmental impact, with each 

method offering unique sustainability advantages. Each synthesis method is charac-

terized by the features of their products, including material properties, electrochem-

ical performance, and LCA along TRACI impact categories (presented on bases of 

mass and gravimetric capacity) at overall and midpoint life cycle stages. 

Material Properties 

Carbon microsheets synthesized by vacuum and inert gas pyrolysis share morpho-

logical and material properties. The following observations made for inert gas-derived 

carbon microsheets are comparable to those for the previously reported process [178]. 

This suggests that the heating profile (i.e., intensity and duration) has the strongest 

influence upon material character of pyrolytic materials. However, material charac-

terization suggests minute differences in the degree of crystallinity strongly influence 

the electrochemical ability of the synthesized carbon microsheet materials. 

Scanning electron micrographs (Fig. 7.2) show the thin, sheet-like morphology 

of carbon microsheets is generally independent of synthesis method. Sampled across 

20 different particles, carbon microsheets demonstrate mean thickness 1.09 ± 0.62µm 

independent of synthesis method. Carbon microsheets also show irregular particle 

shape and texture: vacuum-derived carbon microsheets exhibit asymmetrical and 

bulging surface protrusions. In comparison, inert gas-derived carbon microsheets 

exhibit similar size and thickness, with coarser particle geometries. 
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Figure 7.2. Scanning electron microscopy of carbon microsheets. 
Carbon microsheets are synthesized by pyrolytic heating of packing 
peanuts in an oxygen-free atmosphere. Non-oxidizing atmosphere is 
enabled by continuous argon gas purge or vacuum evacuation. After 
pyrolysis, micron-sized carbon microsheets are used in rechargeable 
battery anodes without further chemical separation or purification. 
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Organic elemental analysis shows that the chemical composition of carbon mi-

crosheets is weakly dependent on synthesis method (Fig. 7.3). However, composi-

tional changes are subtle; composition is more strongly a function of synthesis atmo-

sphere than temperature. At 600 ◦C synthesis temperature, inert gas-derived carbon 

microsheets exhibit 4.97 %-wt. greater carbon and 4.60 %-wt. less oxygen content 

than vacuum-derived microsheets. Similarly, at 900 ◦C, inert gas-derived carbon mi-

crosheets show 2.41 %-wt. greater carbon and 1.77 %-wt. less oxygen content than 

vacuum-derived microsheets. Synthesis temperature better influences hydrogen com-

position: in vacuum and inert gas synthesis, hydrogen content is 0.58 and 1.32 %-wt. 

greater at lower temperature, respectively. 

Figure 7.3. Organic elemental composition of carbon microsheets. 
Though generally similar among the studied synthesis procedures, 
final carbon content is more strongly influenced by synthesis atmo-
sphere than temperature. At either 600 or 900 ◦C, carbon microsheets 
synthesized under vacuum demonstrate less carbon and greater oxy-
gen content than those synthesized under inert gas. Note oxygen 
content is calculated as the residual from unity. 

Nanoscale organization of carbon microsheets is characteristically amorphous ir-

respective of synthesis method. At 600 and 900 ◦C, X-ray powder diffractograms 

(XRD, Fig. 7.4a) of vacuum-derived carbon microsheets demonstrate two principle 

intensity features in scattering domain (viz., 2-theta) 0 - 80 ◦ . These features indicate 

nanoscale crystalline regions, called crystallites, within carbon microsheet particles. 

Specifically, the two diffraction peaks occurring near 26 and 42 ◦ and represent the 
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(002) and (100) crystal planes, respectively [183]. The (002) plane represents the mean 

width of nano-crystallites, while the (100) plane represents the mean layer separation 

of microsheet crystallites. The wide breadth of observed diffraction peaks is charac-

teristic of disordered or non-crystalline phases within carbon microsheets. Similarly, 

inert gas-derived microsheets demonstrate spectral features of a principle amorphous 

carbon phase [178]. At constant synthesis temperature, vacuum-derived carbon mi-

crosheets demonstrate sharper or more defined diffraction peaks compared to their 

inert gas-derived counterparts. Furthermore, definition increases with increasing py-

rolysis temperature: diffractograms exhibit a less refined (100) peak, suggesting less 

overall crystalline organization. Similarly, with increasing temperature, decreasing 

definition of the low-intensity diffraction peak near 6 ◦ suggests this peak depends on 

heteroatom content. 

Raman spectrograms of carbon microsheets further evidence non-crystalline order 

(Fig. 7.4b). Two principle Raman features are observed in the frequency range 1000 

–1: –1- 2000 cm The intensity peaks at frequencies 1350 and 1580 cm are known as 

the D and G vibration modes, respectively [184]. The D mode corresponds to the 

vibrational mode of sp3 hybridized carbon atoms, while the G mode corresponds to sp2 

hybridized carbon. Carbon with sp2 hybTidization is typical of planar arrangement 

or aromatic bonding, and thus measures graphitic crystallinity. Carbon with sp3 

hybridization is typical of three-dimensional bonding structures, and thus measures 

disordered or aliphatic carbon content. Three additional peaks (i.e., I, D’, and D”) are 

overtone vibrations of the D and G modes. The I peak is characteristic of amorphous 

carbon [185]. As observed for the diffraction peaks of the x-ray diffractograms, the 

breadths of these Raman features are characteristic of significant disorder within the 

microsheet particles. Again, inert gas-derived microsheets also demonstrate these 

same spectral features. At a given synthesis temperature, the areal intensity of the 

D mode is greater than that of the G mode. With increasing temperature, the areal 

intensity ratio of these vibrational modes also increases. 
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Figure 7.4. Material characterization of carbon microsheets. Car-
bon microsheets synthesized under inert gas and vacuum demonstrate 
great disorder typical of low temperature pyrolytic carbons. (a) X-ray 
powder diffractograms demonstrate diffuse (002) and (100) peaks that 
characterize nano-crystallites within a dominant disordered phase. (b) 
Raman spectrograms show diffuse peaks including the D and G fun-
damental vibration modes, and the I, D, and D overtone modes that 
echo the great degree of material disorder. 

The crystalline parameters of the synthesized carbon microsheets suggest that 

vacuum-derived microsheets are more disordered with smaller crystallite sizes com-

pared to inert gas-derived microsheets (Fig. 7.5). These relationships are also con-

served with higher synthesis temperature. This is explained by the effective size of 

crystallites in carbon microsheets, where asymmetrical Raman vibrations from crys-

tallite edge sites impart greater intensity than symmetric vibrations from the bulk 

crystallite phase [184]. 
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Figure 7.5. Crystallite parameters of carbon microsheets. As synthesis 
temperature increases, the crystallite height decreases while the areal 
intensity ratio of the D and G vibration modes increases. At a given 
synthesis temperature, vacuum-derived carbon microsheets demon-
strate larger intensity ratios and smaller crystallite size compared to 
inert gas-derived microsheets. 

Electrochemical Performance 

Electrochemical performance of vacuum-derived carbon microsheets is similar to 

that of inert gas-derived microsheets [178], particularly under comparable currents 

and synthesis temperature (Fig. 7.6b). But, at either synthesis temperature, ex-

tended cycling gravimetric capacity is greater for inert gas synthesis. With synthesis 

temperature 900 ◦C, inert gas and vacuum-derived carbon microsheets demonstrate 

mean gravimetric capacity 200 Ah kg–1 in cycle 10 (gravimetric current 25 A kg–1) – 

a similar capacity rating to that of synthetic graphite. [178] In cycle 60 (25 A kg–1), 

gravimetric capacity increases to 250 Ah kg–1 with inert gas synthesis, but remains 

ca. 200 Ah kg–1 with vacuum synthesis. Similarly, with synthesis temperature 600 

◦C, inert gas and vacuum-derived carbon microsheets demonstrate mean gravimetric 

capacity 325 Ah kg–1 in cycle 10 (25 Ah kg–1). 
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Figure 7.6. Rate-dependent electrochemistry of carbon microsheets. 
As a Li-ion battery anode, each carbon microsheet sample demon-
strates large reversible specific capacities and short-term stability. (a) 
Across all materials, the Coulombic efficiency approaches unity under 
increasing applied specific current. (b) The specific capacity of carbon 
microsheets is equivalent or better than that of commercial graphite, 
especially at fast rates. The cycle 60 chronopotentiogram, correspond-
ing to current 25 A kg-1 , shows greater capacities with larger energy 
inefficiencies at (c) 600 ◦C compared to (d) 900 ◦C. Solid (•) and 
open (◦) symbols represent discharge capacity and Coulombic effi-
ciency, respectively. Symbols and chronopotentiographs of the same 
color correspond to the same data set. 
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Chronopotentiograms of inert gas and vacuum-derived carbon microsheets suggest 

greater capacity occurs with higher energy inefficiency (Figs. 7.6c,d). Energy ineffi-

ciency is measured as hysteresis, disparity between charge and discharge chronopoten-

tiograms. Carbon microsheets synthesized at 600 ◦C demonstrate less energy ineffi-

ciency than those synthesized at 900 ◦C. Greater hysteresis in microsheets synthesized 

at lower temperature suggests higher capacity consequentially occurs with lower en-

ergy efficiency. Overall, vacuum-derived carbon microsheets demonstrate gravimetric 

capacities ca. 15 % less than that of inert gas-derived microsheets, but with better 

energy efficiency. 

Over extended galvanostatic cycling at high applied current 250 Ah kg–1 , vacuum-

derived carbon microsheets demonstrate more stable gravimetric capacity (Fig. 7.7). 

With synthesis temperature 900 ◦C at cycle 100, inert gas-derived microsheets demon-

strate greater gravimetric capacity than vacuum-derived microsheets. However, inert 

gas-derived microsheets demonstrate unstable charge accumulation between cycles ca. 

2 - 50 before reaching the steady capacity value of 175 Ah kg–1 . This trend also occurs 

with synthesis temperature 900 ◦C, but with instability between cycles ca. 2 - 50. As 

concluded from rate-dependent cycling, the minimally decreased capacity occurring 

with vacuum synthesis is accompanied by greater energy efficiency (i.e., lower voltage 

hysteresis) compared to its counterpart with argon synthesis (Fig. 7.7c,d). 
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Figure 7.7. Extended cycling of carbon microsheets. Under specific 
current 500 Ah kg-1 at similar synthesis temperature, vacuum-derived 
carbon microsheets demonstrate better cycling stability compared to 
inert gas-derived ones. (a) Across all materials, the Coulombic effi-
ciency approaches unity with increased cycling. (b) The specific ca-
pacity of inert gas-derived microsheets is higher than that of vacuum-
derived microsheets. The cycle 100 chronopotentiogram shows greater 
energy inefficiency accompanies higher capacity at (c) 600 ◦C com-
pared to (d) 900 ◦C. Solid (•) and open (◦) symbols represent dis-
charge capacity and Coulombic efficiency, respectively. Symbols and 
chronopotentiographs of the same color correspond to the same data 
set. 
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After high current cycling, greater gravimetric capacity and unstable coulombic 

efficiency (e.g., greater than unity) are attributed to accelerated aging mechanisms. 

Great applied currents induce high overpotentials which accelerate material changes 

– though the specific nature of these changes are not well understood [186, 187]. 

One explanation is morphology change within the active material, where solid-state 

diffusion of lithium ions creates small channels within microsheets morphology [178]. 

This phenomenon reveals new sites for lithium storage (e.g., surface charge storage) 

within increasing cycle number. Another possible explanation is instability at the 

electrode-electrolyte interface, where morphological and compositional changes occur 

with increasing cycle number or increasing applied current. 

Electrochemical impedance spectroscopy shows vacuum-derived carbon microsheets 

have less high frequency impedance and greater low frequency impedance compared 

to inert gas-derived microsheets (Fig. 7.8). From high to low frequency, the complex 

impedance spectra for each carbon microsheet sample demonstrates four principle 

features [188] (Fig. 7.8c): (1) high frequency arc, corresponding to solid electrolyte 

interphase (viz., electrode passivation) impedance; (2) moderate frequency arc, cor-

responding to heterogeneous or intrinsic material impedance; (3) low frequency arc, 

corresponding to charge transfer impedance; and (4) low frequency line, correspond-

ing to solid diffusion impedance. All materials demonstrate appreciable solid state 

impedance. The combined resistance (i.e., SEI, microsheet material, and charge trans-

fer sources), represented in each spectrum as the projection of the cumulative arc 

onto the abscissa, is less for the inert gas-derived materials compared to the vacuum-

derived materials. Lower capacity in the vacuum-derived material can be attributed 

to their higher impedance. 



152 

Figure 7.8. Impedance spectroscopy of carbon microsheets. Vacuum-
derived carbon microsheets demonstrate lower impedance at high fre-
quency, but higher impedance at low frequency, compared to inert 
gas-derived ones. (a) The impedance spectrum for carbon microsheets 
can be modeled with four separate impedance sources: electrolyte, 
solid electrolyte interphase, bulk microsheet phase, and electrode in-
terface. (b) The Bode impedance diagram shows several capacitance 
and resistance features occurring between 1 - 106 Hz for all carbon 
microsheet samples. (c) The Nyquist complex impedance diagram 
shows overlapping Randles features at low to high frequency and a 
distinct Warburg feature at low frequency for all carbon microsheet 
samples. 
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Mass-based Life Cycle Assessment 

Midpoint life cycle assessment (LCA) is performed to understand the broader 

impact of large scale carbon microsheet manufacture. Results of LCA are compared 

for the processes of ambient vacuum at synthesis temperature 900 ◦C or inert gas 

at 600 ◦C. The environmental impact of carbon microsheets is analyzed using the 

TRACI impact categories (Fig. 7.9). Overall environmental impacts are reported on 

a constant mass basis (functional unit) of 1 kg of graphitic material. 

Along dimensions of TRACI categories, both synthesis methods have different 

advantages. The inert gas process demonstrates less impact in the categories of acidi-

fication, smog, respiratory effects, global warming, and fossil fuel depletion; except in 

respiratory effects, environmental impact improves by at most 1 order of magnitude. 

In comparison, the vacuum process demonstrates less impact in carcinogenics, eco-

toxicity, eutrophication, non-carcinogenics, and ozone depletion. In these categories, 

impact increases by 1 - 4 orders of magnitude. 

Figure 7.9. Midpoint environmental impact of carbon microsheets. 
(a) At mid-life cycle, environment impact of the vacuum process (c) 
is generally greater than that of the inert gas process (b), though by 
at most one order of magnitude. In the inert gas process, a significant 
landfill impact is avoided in preventing fossil fuel depletion. Midpoint 
impacts are normalized to specific capacity 372 Ah kg-1 . 
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In all categories, inert gas contributions dominate environmental impact of inert 

gas synthesis while continuous vacuum contributions dominate that of vacuum syn-

thesis. Continuous inert gas atmospheres utilize great quantities of manufactured gas: 

increased gas production implies increased energy costs. In consequence, more energy 

for gas production increases pollutant equivalents: particularly, equivalents of CO2 

and CFC-11. With respect to global warming and ozone depletion, increasing gas 

production underlies overall greater impact in the inert gas process. Finally, energy 

requirements comprise ca. 4 % impact due to fossil fuel depletion. Overall impact 

of the vacuum process is proportional to energy consumption which, in turn, is a 

function of the applied energy mix. 

In both processes, air emissions dominate respiratory effects (Fig. 7.9). Pyrolysis 

reactions are thermal decompositions: high-temperature heating breaks organic pre-

cursors into phases of solid carbon and aerosol hydrocarbons [189]. Hydrocarbon by-

products are respiratory risks because of their small average particle diameter [177]. 

As suggested by Tsai et al. [177], possible by-product mitigation techniques include 

advanced HVAC filtration and stream recycling. 

Both processes demonstrate avoided landfill impact, the effective reduction in 

environmental impact by preventing packing peanuts from becoming landfill waste. 

In the inert gas process, fossil fuel depletion decreases by ca. 40% of the maximum 

predicted impact. In the vacuum process, ozone depletion and eutrophication decrease 

by ca. 40% and 5%, respectively. 

Broader Impact of Carbon Processes 

Carbon microsheets are inherently amorphous: phase disorder enables unique 

electrochemical performance, including specific capacities greater than conventional 

graphite. This behavior results from large mean interlayer spacing – greater than 

that of crystalline graphite [190]. As observed through XRD, broad diffraction peaks 

are characteristic of carbonaceous pyrolysis products with low crystallinity. In py-

rolytic carbons, low crystalline order is inversely related to intensity of heat treatment. 
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For example, disordered carbon microsheets are subject to low intensity heating at 

less than 1000 ◦C for moderate synthesis time. In comparison, crystalline synthetic 

graphite is subject to excessive temperatures (e.g., 2800 ◦C) for sufficient synthesis 

time, encouraging development of ordered phases. 

Li-ion anode performance of inert gas-derived carbon microsheets has been pre-

viously reported by Etacheri et. al. [8]. Vacuum-derived carbon microsheets are 

reported for the first time in this work. Gravimetric capacity, measuring electro-

chemical charge storage ability, is weakly dependent on synthesis atmosphere. At 

cycling rate C/10, carbon microsheets demonstrate mean gravimetric capacity 420 

Ah kg–1; in contrast, conventional graphite exhibits less gravimetric capacity at com-

parable rate (with maximum theoretical limit 372 Ah kg–1) [8]. Greater gravimetric 

capacity suggests carbon microsheet anodes can enable batteries with greater energy 

storage. Several electrochemical challenges, particularly voltage hysteresis and en-

ergy efficiency, should be addressed to improve microsheet applicability as alternative 

anodes in rechargeable Li-ion batteries. 

Across all of the environmental impact categories considered, the vacuum process 

is consistently dependent upon energy and its context. In particular, the vacuum pro-

cess was determined with mixed energy sources assumed representative of the United 

States (viz., US conventional energy mixture; an itemized breakdown is shown in 

Table 3). This mixture is comprised of energy from various sources proportioned 

by prominence. The LCA suggests energy context is as significant to environmental 

impact as energy itself: the origin of utilized energy significantly effects environmen-

tal impact of the vacuum-synthesis method (Table 7.1). Replacement of the mixed 

energy source with renewable technologies of wind, nuclear, and hydropower decrease 

impact across several categories. In contrast, energy from only natural gas increases 

environmental impact in carcinogenics, eco-toxicity, fossil fuel depletion, and non-

carcinogenics; and weakly reduces impact in eutrophication potential, ozone deple-

tion, and smog. Energy derived from combustion materials (i.e., biomass, anthracite, 

bituminous, lignite, oil fuel) generally increases impact, but least environmental im-
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pact is observed from biomass sources. Specifically, biomass energy sources reduce 

acidification, eutrophication potential, and ozone depletion; however, smog increases 

by over 300 %. 

Overall, energy context is significantly influential to environmental impact of the 

vacuum process. Between different energy sources and combustion sources, great-

est decreased impact is observed in ozone depletion by using renewable technologies 

(i.e., wind, hydropower, nuclear) or biomass and anthracite combustion; and in non-

carcinogenics by biomass combustion. The greatest increased impact is more divisive: 

excessive environmental impact occurs in fossil fuel depletion by using natural gas; in 

ozone depletion, eutrophication, and ecotoxicity by using photovoltaic technologies; 

in global warming, acidification, and respiratory effects by anthracite combustion; 

in smog by biomass combustion; and carcinogenics and non-carcinogenics by fuel oil 

combustion. 
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7.3 Sustainability Recommendations for Carbon Synthesis 

The environmental impact of Li-ion batteries has been studied in exhaustive detail, 

but a complete battery-grade synthetic graphite inventory has yet to be produced, 

which includes a comprehensive analysis of different synthesis processes. Hittman et 

al. [168] reported overall energy consumption 177,169 BTU kg–1 of carbon produced 

in the synthetic graphite process. Natural graphite performs with theoretical capacity 

372 Ah kg–1 and practical capacity ca. 250 Ah kg–1 at moderate cycling rates [191]. In 

comparison, inert gas-synthesized carbon microsheets perform with similar practical 

capacity but with quantifiable environmental impact, accounting for non-negligible 

influence of synthesis pathway. This work calculated cumulative energy demand for 

inert gas and vacuum pyrolysis pathways as 10,700,000 and 24,500,000 BTU kg–1 of 

carbon produced, respectively. The calculated energy demands for carbon microsheets 

are 2 orders of magnitude greater than that of Hittman et al. However, it is difficult 

to directly compare these cumulative energy demands because pyrolysis conditions of 

Hittman et al. are unreported. Similarly, energy demands of Notter et al. [166] and 

Rydh et al. [175] do not isolate synthesis impacts from cell fabrication impacts, further 

challenging objective comparisons. It is suggested that cumulative energy demands 

of these previous studies would be significantly greater and directly comparable if the 

significant influence of atmosphere maintenance was considered. 

Carbon microsheets produced from used starch packing peanuts are superior to 

current battery-grade graphite at fast charging rates. The inert gas synthesis pro-

cess relies heavily on energy-intensive practices, principally argon gas production. 

Synthesis of carbon microsheets under vacuum atmosphere can potentially reduce 

environmental strain with minimal loss in gravimetric capacity. This work demon-

strates the influence of synthesis method to overall environmental impact, with little 

influence on gravimetric capacity. In the vacuum process, environmental impact is 

highly sensitive to the context of energy: for example, replacing the conventional 

mixed energy source by wind technology decreases impact in all TRACI categories. 
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Utilization of waste packing peanuts in this process prevents their introduction into 

the solid waste stream. The potential to transform waste “zero” value materials into 

high value products for energy storage is only beginning to be investigated from a 

life cycle perspective: further research is encouraged to understand possible influence 

upon introduction to consumer battery and other markets. 
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PART III 

ANODES FOR SULFUR BATTERIES 

Unless you expect the unexpected you will 

never find truth, for it is hard to discover 

and hard to attain. 

— P. Wheelwright, 1959, Heraclitus 
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CHAPTER 8: AMORPHOUS SUBMICRON CARBON 

SPHERE ANODES 

Anode materials are a significant consideration in lithium sulfur battery perfor-

mance, particularly for eventual commercial applications. Carbon materials are vi-

able candidates due to dual versatility as an inert conductive cathode substrate and 

electrochemically-active anode material. Furthermore, carbonaceous and lithium an-

Li0/+odes exhibit a small ca. 0.3 V vs. difference in lithiation voltage [49]. To 

explore electrochemical feasibility of synthesized carbons for anode applications, sub-

micron carbon spheres were produced via two step sonochemical-pyrolysis process as 

a function of synthesis temperature. 

The original publication of this work appears in Environmental Science: Nano 

(2018), volume 5, 1237 – 1250. Isothermal nitrogen sorption and high temperature 

synthesis was performed by Lok Kumar Shrestha and Katsuhiko Ariga. Low temper-

ature synthesis, material characterization, electrochemical testing, data analysis, and 

manuscript preparation were performed by Arthur D. Dysart and Xin Li Phuah. 

Abstract 

Lithium-ion storage in monodisperse submicron carbon spheres (SCS) depends on 

the inert atmosphere thermal treatment of sonochemically formed polymeric precur-

sors. Battery electrodes of SCS present great initial capacity up to 861 and 1,111 

Ah kg-1 at ambient temperatures 27 and 50 ◦C, respectively, when cycled at specific 

current 25 Ah kg-1 . Beyond initial formation cycles, interestingly, the gravimetric 

capacity of SCS increases by up to 58% after cycle 50 if cycled up to 3.0 V. Fur-

thermore, capacity change becomes more intense until failure when cycled at 50 ◦C 

due to enhanced lithium kinetics. During the first 30 cycles, in situ electrochemi-
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cal impedance spectroscopy illustrates capacity evolution is coincident with changing 

capacitive behavior. Subsequently, a model is proposed to relate evolving specific 

capacity to morphological changes before and during galvanostatic cycling. Further 

mechanistic support is provided by quantitative characterization of nano-crystallites 

and phase disorder by X-ray powder diffraction (Scherrer equation) and Raman spec-

troscopy (peak fitting), elemental composition by organic elemental analysis, and 

textural properties by isothermal nitrogen sorption. This work provides valuable in-

sight on pertinent ex situ and in situ factors influencing extended voltage applications 

of synthetic carbons in rechargeable lithium-ion batteries. 

8.1 Submicron Carbon Spheres 

Applications in portable devices and electric vehicles elevate the lithium-ion bat-

tery (LIB) as the centerpiece of energy storage technology. Since conception and 

market introduction in the 1990s [192], commercial rechargeable batteries have oper-

ated according to reversible insertion, or intercalation, of lithium ions within lithium 

metal-oxide cathodes and graphite anodes. In this potential-driven mechanism, the 

charging process forces lithium from the lithium metal oxide structure into the inter-

layer space between graphite sheets. This causes coordination with aromatic carbon 

to form graphite intercalation compounds (GIC) [52,192]. In the discharging process, 

lithium separates from graphite and returns to stable configuration within the cathode 

material. This reversible process enables storage and supply of cordless energy. 

For over two decades [54, 187, 192–202], graphite anodes have been extensively 

studied to understand their material properties and electrochemical behavior. Graphite 

is prevalent because of its ability to reversibly intercalate lithium ions, providing 

theoretical gravimetric capacity 372 Ah kg-1 [203]. However, in practice (i.e., com-

bined with conventional cathode lithium cobalt oxide [49]), graphite performs with 

reversible gravimetric capacity ca. 140 Ah kg-1 and gravimetric energy ca. 130 Wh 

kg-1 . These low performance values are insufficient for demanding applications in 
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emerging technologies, particularly longer-lasting portable electronics and long range 

electric vehicles. 

While many reports have demonstrated exceptional electrochemical performance 

from carbonaceous anodes [204–210], few have targeted the stability of electrochemi-

cal behaviorparticularly at non-ambient temperature. There has been recent, resur-

gent interest in electrochemical applications of disordered carbons [211,212] for three 

reasons: (1) synthetic simplicity, typically requiring only single step pyrolytic heat 

treatment; (2) abundant precursor availability, enabling use of virtually any carbon-

rich precursor; and (3) controllable material properties, modified by adjustment of 

synthesis parameters. Unlike its ordered graphite counterpart, disordered carbon is 

capable of capacitive lithium interaction. This mode of lithium storage enables ad-

sorptive lithium storage or release from micro and mesopores [213]. The successful 

10 year lifetime of the Rosetta space probe has been linked to electrochemical perfor-

mance of its synthetic carbon anode, a harbinger of future successes [214]. 

In context, this work describes the correlation between material properties and 

electrochemical performance for synthetic carbons at ambient and elevated tempera-

tures (viz., 27 and 50 ◦C, respectively). The carbon morphology studied in this work 

is the submicron carbon sphere (SCS), first reported with sonochemical synthesis by 

Pol et al. [215, 216] The sub-micron carbon sphere demonstrates an amorphous or-

ganization, smooth surface, reproducible mono-dispersity, and uniform particle size; 

features appealing for LIB applications. Inspired by the Strber procedure [217], the 

sonolytic synthesis for submicron polymer spheres produces spherical particles using 

cost-effective, sustainable precursors in an environmentally-friendly and industrially-

scalable manner. The application of ultrasound enables great energy transfer within 

a local transient state, characterized by over 5000 K temperature, 1800 atm pres-

sure, and 108K s-1 thermal transfer rate [218], which influence reaction rate and 

morphology. Pyrolytic heat treatment transforms polymer spheres into carbonaeous 

analogues. Recent work has revealed the significance of ultrasonic cavitation to the 

synthesis of SCSs [219], and the exceptional tribological performance of SCSs as lu-
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bricant additives [220, 221]. To further understand the influence of SCS material 

properties for practical applications, this work explores the galvanostatic cycling be-

havior of submicron carbon spheres synthesized at various pyrolysis temperatures 

against lithium metal at working potential 3.0 V. 

Experimental Methods 

Preparation of spherical polymer resins 

The previously reported synthesis by Pol et al. [215] for polymeric resorcinol-

formaldehyde resins was modified for this study. Ultrasonic radiation generated by 

a piezoelectric ultrasonic probe (VCX 750, Sonics & Materials Inc.) was applied 

to a mixture of 40 mL ethanol (200 proof, Decon Labs Inc.) and 100 mL Type 

1 water (Barnstead, Thermo-Fisher Scientific Corp.). After homogenization, further 

ultrasonic radiation was applied to encourage dissolution of 500 mg resorcinol (Sigma-

Aldrich Corp.) and dispersion of 0.7 mL formaldehyde solution (37 %-vol., Sigma-

Aldrich) into the aqueous ethanol mixture. Under continuous ultrasound application, 

0.4 mL ammonium hydroxide solution (25 %-wt., Sigma-Aldrich) was added drop-

wise to the solution for up to 7 min until the transparent, colorless liquid adopted an 

opaque white color [215]. An ice bath was implemented to maintain the reaction tem-

perature between 28 and 35 ◦C to prevent ammonia vaporization from heat generated 

by acoustic cavitation [222]. The solid precipitate was separated by centrifuge-assisted 

(Thermo-Fisher Scientific) separation with water and ethanol. The polymeric product 

was obtained after drying the precipitate at 50 ◦C in vacuo (MTI Corp.). 

Pyrolytic carbonization of polymer resins 

Pyrolysis of the spherical polymer resin was performed in rectangular alumina 

crucibles (MTI) heated inside a horizontal quartz tube furnace (MTI). Covered alu-

mina crucibles were filled with 500 mg of polymer resin and placed within the furnace 

tube. After sealing the furnace chamber with enclosing flanges, the chamber volume 
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was flushed with argon gas (99.997%, Indiana Oxygen Co.) for approximately 20 

min. Under continuous argon flow, the furnace chamber was heated at constant tem-

perature rate 10 C◦ min1 to the specified dwell temperature for 4 h, then cooled to 

room temperature at rate ca. -10 C◦ min-1 . The dwell temperatures studied include 

600, 900, 1500, and 1800 ◦C. The final carbon product was gently pulverized using 

a mortar and pestle to encourage particle separation. The collected product, termed 

submicron carbon spheres, was utilized in the following procedures without further 

treatment. 

Battery Fabrication & Assembly 

A viscous mixture of 80 %-wt. submicron carbon spheres, 10 %-wt. carbon black 

(Super P Li, Timcal Graphite Co.), and 10 %-wt. polyvinylidene fluoride (Kynar 

HSV 900, Arkema Corp.) was prepared with N-methylpyrrolidone solvent (Sigma 

Aldrich). Homogenization was performed in closed polypropylene cups (Flacktec Inc.) 

with alumina mixing balls (MTI) agitated using a planetary mixer (Thinky Corp.). 

The mixture was laminated onto copper foil (9m-thick, battery grade, MTI) using 

a bladed film applicator (Gardco Inc.) and automatic film coater unit (MTI). The 

resulting thin film lamination was dried at temperature 80 ◦C in vacuo for at least 

12 h. Electrodes were cut from the dried laminate using an arch punch (0.25 in. dia., 

General Tools Co.) and installed into stainless steel CR2032 (MTI) coin cells. All cells 

contained electrolyte 1.0 M LiPF6 in solution of dimethyl carbonate (DMC), diethyl 

carbonate (DEC), and ethylene carbonate (EC) (1:2:1 in volume, MTI). All cells were 

fabricated using a lithium metal counter electrode (viz., counter and reference; MTI) 

and porous polypropylene separator (Celgard 2500, Celgard LLC). Battery cells were 

hermetically sealed at hydraulic pressure ca. 1000 lb in-2 (MTI). All battery assembly 

& crimping was performed within a high purity glovebox (Vacuum Atmospheres Co.) 

filled with 99.997% argon gas (Indiana Oxygen Co.). 
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Electrochemical Characterization 

Definitions of charge and discharge processes are taken with respect to the counter 

electrode: discharge is defined as lithiation of carbon spheres (viz., potential ap-

proaches 0.0 V), while charge is defined as delithiation of intercalated carbon (viz., 

potential approaches 3.0 V). All reported intensive properties (e.g., specific capacity, 

specific current) are calculated with reference to mass of carbon spheres. All voltages 

or potential differences are reported relative to the ionization potential of lithium 

metal (viz., versus Li0/+). 

Following fabrication, LIB cells were tested galvanostatically using a multi-channel 

battery cycler (Arbin Instruments Inc.). Prior to galvanostatic cycling, fabricated 

LIB cells were left at rest for ca. 12 hr (viz. open circuit configuration). All cells 

were tested in cutoff voltage domain 0.01 - 3.00 V without additional conditioning. 

This potential domain was chosen to probe high voltage material changes. High 

temperature galvanostatic cycling was performed in a benchtop temperature chamber 

(Espec Inc.) with temperature tolerance ±0.5◦C. 

Electrochemical impedance spectroscopy (EIS) was performed using a potentiostat 

with direct digital synthesis circuitry (Reference 600, Gamry Instruments). Following 

cycling, LIB cells were loaded into the potentiostat and cycled in voltage range 0.01 -

3.0 V. At conditioned voltage, potentiostatic impedance spectroscopy was performed 

in the frequency range of 0.01 - 20,000 Hz. 

Characterization of SCSs 

X-ray diffraction (XRD) experiments were performed using an X-ray diffractome-

ter (Smartlab III, Rigaku Corp.) with a cross-beam optic system. Approximately 2 

mg of sample was loaded into the cavity of borosilicate sample holders mounted into 

the theta-theta goniometer (Rigaku). Monochromatic Cu-Kα radiation was produced 

with a 9 kW rotating anode X-ray source, and collected with a sodium iodide scin-

tillation detector (Rigaku). Spectral patterns were produced in 2θ scattering range 
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2 - 150 ◦ at scanning rate 0.5 ◦ min-1 . Reported spectral patterns are smoothed for 

clarity of interpretation but are not reduced for background. 

Scanning Electron Microscopy (SEM) was performed using a scanning electron 

microscope (Nova 200 DualBeam, FEI Co.). Double-sided carbon tape (3M Corp.) 

was used to adhere carbon nano-sphere samples to an aluminum sample stage. Ap-

proximately 5 mg of sample were evenly dispersed onto the exposed surface of the 

carbon tape. The microscope chamber was loaded with the sample stage and then 

evacuated to high vacuum (i.e., < 2.6 nbar). Micrographs were recorded at various 

magnifications after thorough optimization of electron beam alignment, stigmation, 

focus, brightness, and contrast. 

Transmission Electron Microscopy (TEM) was performed using an environmental 

transmission electron microscope (Titan, FEI). To prepare the sample, approximately 

5 mg of sample was dispersed in anhydrous ethanol (Decon Labs). In the presence 

of a 200-mesh carbon TEM grid (Pelco, Ted Pella Inc.), the ethanol solvent was 

allowed to vaporize at temperature 150 ◦C in vacuo. The specimen chamber was then 

loaded with the sample-loaded grid and evacuated to high vacuum (i.e., < 2.6 nbar). 

Micrographs were recorded at various magnifications after thorough optimization. 

Electron beam alignment, stigmation, focus, brightness, and contrast were optimized 

for each magnification. 

Raman Spectroscopy was performed using a Raman microscope (DXR, Thermo-

Fisher Scientific). The apparatus was calibrated using a polystyrene calibration stan-

dard (Thermo-Fisher). Carbon nano-spheres were evenly dispersed across a borosili-

cate microscope slide (Fisher), and then loaded into the microscope chamber. Spec-

tral patterns were produced using an aperatured green laser with wavelength 532 nm, 

beam diameter 25 µm, and power 8 mW. A single spectral pattern is the average of 

at least 3 exposures, with collection time 20 s per exposure. 

Nitrogen adsorption and desorption isotherms were measured using an isothermal 

nitrogen physisorption analyzer (Nova 2200e, Quantachrome). Approximately 20 mg 

of submicron carbon spheres were loaded into a dehydrated quartz sample tube cell. 
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The loaded cell was placed into a heating mantle and outgassed at temperature 300 ◦C 

for 24 h in vacuo. Isothermal sorption measurements were performed at temperature -

196 ◦C using a liquid nitrogen bath. Measurements were recorded in relative pressure 

range 0.005 - 0.999 with minimum equilibration time 60 s. Specific surface area 

was calculated according to the multi-point Brunauer-Emmett-Teller (BET) method, 

while pore size distribution is calculated according to the non-linear density functional 

theory (NLDFT) method. 

Organic elemental analysis (OEA) was performed using an autosampling combustion-

pyrolysis furnace with a tungsten conductivity sensor (CE440, Exeter Analytical Inc.). 

A sample of ca. 20 mg was placed within a nickel combustion capsule (Exeter An-

alytical) and loaded into the combustion chamber. Dynamic flash combustion was 

facilitated by controlled oxygen (99.997%, Praxair Inc.) injection within a continuous 

high purity helium atmosphere (99.997%, Indiana Oxygen). Carbon, hydrogen, and 

nitrogen content were determined by dynamic flash combustion, while oxygen content 

was determined by difference from unity. 

Quantitative analysis of characterization data 

X-ray powder diffraction measures the diffraction intensity from the crystalline 

phase of SCSs. Specifically, crystallite dimensions of submicron carbon spheres are 

quantified from X-ray diffraction spectrograms. The observed intensity spectrum was 

resolved into constituent crystallite contributions using pseudo-Voigt functions, with 

baseline determined using cubic spline interpolation [223]. 

The crystallite regions formed within amorphous carbons during pyrolysis are 

described by three characteristic lengths. The intraplane characteristic length La 

is determined from the spectrum broadening of the 002 intensity peak, while the 

interplane characteristic length Lc is determined from the spectrum broadening of 

the 100 intensity peak. Determined from the Scherrer equation, these dimensions are 



168 

a function of the Bragg angle θ, reduced spectrum broadening βi (viz., full with at 

half maximum), X-ray wavelength λ, and shape factor Ki: 

Kiλ 
Li = (8.1)

βi cos θi 

For the intraplane characteristic length La, the shape factor Ka = 1.84. For the 

interplane characteristic length Lc, the shape factor Kc = 0.91 [72]. 

The interplanar spacing of graphite planes within the crystallites is determined 

from the measured X-ray scattering of the 002 peak. Determined from the Bragg 

equation, interlayer spacing is a function of Bragg angle θ, and X-ray wavelength λ: 

λ 
di = (8.2)

sin θi 

From Raman spectroscopy, the quality of the formed crystallite regions is quan-

tified by the calculated ratio of intensities from the ordered and disordered carbon 

regions. The D-G ratio is calculated as the intensity ratio of the D band to the G 

band: 

ID
RRaman = (8.3)

IG 

In this work, intensity ratio is defined as the ratio of areal intensities rather than 

band intensities (viz., heights). Due to asymmetrical convolution of the D and G peaks 

in amorphous carbon, the area and height ratios diverge as fitted peaks become less 

symmetric [224]; conversely, calculated values converge as fitted peaks become more 

symmetric and less diffuse. 

8.2 Material & Electrochemical Properties of Carbon Spheres 

The material and chemical properties of SCSs depend on the applied synthesis 

procedure (Fig. 8.1). In the first step, a pre-polymer mixture is exposed to intense 

mechanical sonication [215]. The pre-polymer mixture is comprised of resorcinol, 

formaldehyde, and ammonium hydroxide in aqueous ethanol. The aqueous ethanol 

solvent serves as a dual-phase solvent to induce a type III phase inversion [225]. Ap-

plication of ultrasonic vibrations induces acoustic cavitation, enabling the sonolysis 
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of water to produce ionic radicals. Free radical attack accelerates reactions to form 

cross-linked resin particles [219,226,227]. In the second step, the submicron polymer 

spheres are slowly heated to pyrolytic temperature within inert atmosphere. Car-

bonaceous materials, derived from pyrolysis of organic compounds, have properties 

sensitive to heating parameters. In particular, high temperature pyrolysis encourages 

nucleation of graphitic nano-crystallites, small ordered regions comprised of layered 

aromatic carbons [71]. The influence of pyrolysis temperature (i.e., 600, 900, 1500, 

and 1800 ◦C) on material properties and resulting electrochemical performance is the 

focus of this work. 

Figure 8.1. Synthesis of amorphous carbon spheres. Submicron car-
bon spheres are synthesized by carbonization of a spherical polymer 
produced via rapid sonication. Submicron polymer spheres are pro-
duced by the application of high intensity ultrasonic energy to a pre-
polymer mixture of resorcinol, formaldehyde, and ammonia in aque-
ous ethanol. Pyrolysis of this product under inert atmosphere creates 
amorphous submicron carbon spheres. 

Surface morphology and internal organization of SCSs are independent of synthesis 

temperature. Scanning electron micrographs (Fig. 8.2) show that carbon spheres are 

exceptionally spherical and resolute; that is, not conjoined. Across the shown area, 

the average particle diameter is ca. 500 nm. Transmission electron micrographs (Fig. 
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8.2b) show carbon microspheres are comprised of disordered carbon planes, whose 

erratic orientations delineate long range-disorder. These constituent carbon planes 

demonstrate short mean diameter ca. 1.5 nm. However, regions of layered planes 

appear occasionally throughout the bulk phase, defining a small degree of short-range 

order. These observations are consistent for submicron carbon spheres at all studied 

synthesis temperatures. 

Figure 8.2. Electron micrographs of submicron carbon spheres. Across 
all pyrolysis temperatures, submicron carbon spheres are uniform in 
particle size, dispersity, and sphericity. (a) Scanning electron and (b) 
transmission electron micrographs show resolute particles with diam-
eter ca. 50 µm. Transmission electron micrographs also show great 
phase disorder in both (c) bulk and (d) surface regions irrespective of 
synthesis temperature. 
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Carbon content of SCSs increases with synthesis temperature. Organic elemental 

analysis (Fig. 8.3) measures the composition of primary elements: carbon, hydro-

gen, nitrogen, and oxygen. These four elements originate from the sonolytic polymer 

precursor. As synthesis temperature increases, elemental percentage of carbon ap-

proaches unity, while those of heteroatoms (i.e., hydrogen, nitrogen, and oxygen) 

approach zero. These trends are directly due to micro-scale thermodynamics: het-

eroatoms disproportionate only when sufficient energy is supplied to overcome energy 

or diffusion-related activation barriers. Greater applied heat enables greater local 

disproportion of heteroatom-rich regions into vapors (e.g., H2O, N2, NO2, and CO2) 

and volatile species (e.g., CH4) that are transported away by the surrounding inert 

gas stream [131,153,228–230]. 

Figure 8.3. Organic composition of submicron carbon spheres. As py-
rolysis temperature increases, carbon content increases at the expense 
of nitrogen, hydrogen, and oxygen content. Oxygen content is deter-
mined by difference of the measured carbon, hydrogen, and nitrogen 
content from unity. 

The crystallinity of SCSs is directly proportional to synthesis temperature. Diffrac-

tion patterns of submicron carbon spheres (Fig. 8.4a) demonstrate irregular back-

ground with three principle intensity bands in scattering range (viz., 2θ) 10 - 100 ◦ . 

The first intensity band in the scattering range of 15 - 35 ◦ corresponds to principle 
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reflection of the 002 carbon lattice facet (La), the mean diameter of the ordered car-

bon plane [72, 231, 232]. The corresponding scattering angle at maximum diffraction 

intensity represents interlayer separation of adjacent aromatic planes (d002); that is, 

the effective spatial separation between constituent graphitic sheets. The second in-

tensity band in scattering range 40 - 50 ◦ corresponds to principle reflection of the 

10 facet (Lc), the characteristic length within the crystallite perpendicular to ordered 

carbon planes. The third intensity band in scattering range 70 - 90 ◦ corresponds to 

principle reflection of the 11 facet, a second in-plane characteristic length [233]. As 

synthesis temperature increases, background intensity decreases. Additionally, each 

band becomes more Gaussian with increasing synthesis temperature; that is, bands 

become more discernable and defined with decreasing breadth [223] (viz., full width 

at half maximum). 

Figure 8.4. X-ray diffraction and Raman spectroscopy of submicron 
carbon spheres. Phase crystallinity increases as synthesis tempera-
ture increases. (a) All diffraction features become sharper and more 
intense with increasing synthesis temperature. (b) The I, D”, and D’ 
Raman features become less intense with increasing synthesis temper-
ature. 
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The X-ray diffraction features of SCSs are due to incoherent scattering from short 

range order in the form of graphitic nano-crystallites, isolated regions of stacked car-

bon planes. Crystallites are defined by four parameters: height, diameter, interlayer 

separation, and number of constituent layers (Fig. 48.5a). The effective crystallite 

diameter and height, estimated using the Scherrer equation [223], increase with in-

creasing synthesis temperature (Fig. 8.5b). This trend is inversely linear, suggesting 

crystallite height grows faster than diameter at low synthesis temperature (viz., below 

ca. 900 ◦C) but diameter grows faster than height at greater temperature (viz., below 

ca. 1500 ◦C). The interlayer separation, estimated using the Bragg equation [234], 

decreases with increasing synthesis temperature and crystallite size (Fig. 8.5c). The 

trend is weakly linear with crystallite diameter, showing a stable value of 0.371 nm 

between synthesis temperatures 900 and 1500 ◦C. The determined interlayer separa-

tion for all synthesis temperatures is greater than 0.335 nm, the theoretical separation 

in ordered graphite [235], which implies interlayer separation approaches this limit 

as crystallinity increases. Finally, the number of crystallite layers increases with syn-

thesis temperature or crystallite size (Fig. 8.5d). The trend follows the same inverse 

linear shape of crystallite diameter relative to crystallite height. 

The disorder of SCSs is directly proportional to synthesis temperature. Submicron 

carbon spheres demonstrate convoluted Raman spectra in the wavenumber range 800 

- 2000 cm1 (Fig. 8.4b). Each spectrum is comprised of 5 independent excitation 

bands [184, 223, 236, 237]: I (wavenumber ca. 1180cm-1), D (1330), D’ (1500), G 

(1580), and D” (1580). The G band is due to symmetric excitations from the ordered 

carbon phase, specifically the in-plane bond vibrations between sp2 hybridized car-

bons [185]. The D, D’, D” and I bands are due to asymmetric excitations from the 

disordered carbon phase, particularly carbon vibrations at crystallite boundaries and 

sp3 hybridized carbon bonds [185]. The I band encloses the T band, a less intense 

vibration characteristic of bonds containing nitrogen [238]. As synthesis temperature 

increases, the areal intensity of the primary excitation bands (viz., G and D) decrease. 



174 

Figure 8.5. Crystallite features of submicron carbon spheres. Sub-
micron carbon spheres grow more crystalline with pyrolysis tempera-
ture. (a) Graphitic nano-crystallites are defined by three dimensions: 
height, diameter, and interlayer separation. As synthesis temperature 
increases, (b) spacing between carbon layers decreases, (c) crystallite 
volume increases, and (d) effective number of constituent layers in-
creases. 

Similarly, the areal intensity of the secondary excitation bands (viz., D’, D”, and I) 

diminish to zero. 

The Raman spectral features of SCSs are due to relative distributions of symmet-

ric bonds (viz., between sp2 carbons) and asymmetric bonds. This is quantified by 

areal intensity ratio of the D and G bands, the primary excitations of the disordered 

and ordered phases. Areal intensity ratio for SCSs increases as synthesis tempera-
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ture or crystallite size increases (Fig. 8.6). This trend is weakly linear and results 

from the specific size regime of carbon crystallites: below critical length ca. 5 nm, 

asymmetric vibrations (from carbons at the crystallite boundary and bonds in the 

disordered phase) dominate symmetric ones (from smaller crystallite volumes rela-

tive to crystallite perimeter) [184,223,237]. Therefore, disorder is considerably more 

dominant in SCSs with greater synthesis temperature. 

Figure 8.6. Raman intensity ratio of submicron carbon spheres. The 
D–G intensity ratio increases as synthesis temperature increases. 
With increasing crystallite diameter, asymmetric vibrations from dis-
ordered carbon increases relative to symmetric ones from sp2 hy-
bridized carbon. 

Pore size distribution and specific surface area of SCSs are non-monotonic and 

non-linear with synthesis temperature (Fig. 8.7). These textural properties are deter-

mined from isothermal nitrogen adsorption and desorption. All isotherms measured 

from submicron carbon spheres belong to the Type II class (Fig. S2a) identified 

by: (1) pore distributions dominated by a single modal length [77] and (2) rapid 

adsorption and desorption as relative pressure approaches both unity and zero, re-

spectively. From the BET equation [77], maximum specific surface area occurs with 

synthesis temperature 900 ◦C, and minimum value with 1800 ◦C. From simulation 

using non-linear density functional theory, maximum modal pore radius occurs with 
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synthesis temperature 1500 ◦C, and minimum value with 600 ◦C (Fig. 8.8). These 

observations suggest non-linear correlation between modal pore size and surface area 

which depends on crystallite formation. The amorphous carbon phase dominates, 

with increasing surface area and widening pores, as synthesis temperature increases 

up to ca. 900 ◦C. Conversely, the ordered carbon phase dominates, with decreasing 

surface area and contracting pores, as synthesis temperature increases above ca. 1500 

◦C. 

Figure 8.7. Specific surface area and porosity of submicron carbon 
spheres. Gravimetric surface area and modal pore radius are non-
linearly related. Maximum gravimetric surface area is measured at 
synthesis temperature 900 ◦C. The maximum modal pore radius is 
observed at synthesis temperature 1500 ◦C. 

Overall, observed SCS material properties are largely dependent on synthesis tem-

perature. As synthesis temperature increases, carbon content increases while het-

eroatom content decreases because of increasing local disproportionation. Diameter, 

height, and constituent carbon layers of nano-crystallites increase while interlayer 

separation decreases due to greater extent of thermal realignment. Disorder increases 

with synthesis temperature due to waning significance of nano-crystallite volume rel-

ative to perimeter. Finally, pore radius and specific surface area are sensitive to 

synthesis temperature, influencing the extent of pore formation during pyrolysis. In 
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Figure 8.8. Nitrogen sorption isotherms and simulated porosity distri-
bution for submicron carbon spheres. (a) Total adsorbate volume at 
relative pressure 1.0 decreases as synthesis temperature increases. (b) 
Similarly, pore radius distributions become less intense as synthesis 
temperature increases. 

contrast to prior characterization, the morphology of submicron carbon spheres re-

mains highly spherical and mono-disperse across the studied synthesis temperatures. 

Electrochemical performance of SCSs 

Much like their material properties, submicron carbon spheres demonstrate elec-

trochemical performance with strong thermal dependence — here, both on synthesis 

temperature and ambient cycling temperature. Galvanostatic behavior of amorphous 

carbons is classified into two regimes: formation cycles (ca. 1 - 5), in which passi-

vation phenomena dominate capacity measurements; and post-formation cycles, in 

which passivation rates diminish. Within both regimes, gravimetric capacity and 

Coulombic efficiency are functions of synthesis temperature. However, greater ambi-

ent temperature causes more turbulent and less stable changes in gravimetric capac-

ity and Coulombic efficiency. Additionally, reversible charge storage decreases after a 

critical cycle between cycles 30 - 50. These trends, described using direct and differ-
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ential capacity analysis, are related to material character prior to and during battery 

cycling. 

During formation cycles, gravimetric capacity decreases while Coulombic efficiency 

increases at both 27 and 50 ◦C ambient temperature. At each cycle, synthesis tem-

perature directly correlates to gravimetric discharge capacity (Figs. 8.9b and 8.10d) 

and inverse to Coulombic efficiency (Figs. 8.9a and 8.9c). In cycle 1, all synthesis 

temperatures demonstrate greatest gravimetric capacity and lowest Coulombic ef-

ficiency. Approaching cycle 5 at each synthesis temperature, gravimetric capacity 

and Coulombic efficiency decelerate to lower and greater values, respectively. These 

observations are consistent for the formation cycles at both 27 and 50 ◦C ambient 

temperature. An exception occurs between synthesis temperatures 600 and 900 ◦C: 

cycle 1 Coulombic efficiency is lower at 27 ◦C, and cycle 3 - 5 gravimetric capacity is 

greater at 50 ◦C because of enhanced lithiation kinetics. 

After cycle 5 at elevated cycling temperature, capacity and Coulombic efficiency 

changes are more drastic. For each cycle at 27 ◦C, synthesis temperature directly 

correlates with gravimetric capacity (Fig. 8.10c) and inverse to Coulombic efficiency 

(Fig. 8.10a). In fact, gravimetric capacity and Coulombic efficiency continue decel-

eration throughout cycles 1 - 50. At 50 ◦C, however, this behavior grows erratic: 

the magnitude of change explicitly depends on synthesis temperature. Coulombic 

efficiency at 600 and 900 ◦C synthesis temperature in cycles 5 - 50 is less stable than 

in cycles 1 - 5. Conversely, Coulombic efficiency is more stable with 1500 and 1800 

◦C synthesis temperature – though stabilizing at ca. 95%, a lower efficiency than 

observed at room temperature. Similarly, gravimetric capacity at high temperature 

decreases with 600 and 900 ◦C synthesis temperature but increases with 1500 and 1800 

◦C. The direction of absolute capacity is conserved, but the magnitude of its change 

at 50 ◦C is greater than that at 27 ◦C. At high temperature, all materials experience 

failure between cycles ca. 30 - 50, attributed to enhanced dendrite phenomena. 
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Figure 8.9. Formation cycles of submicron carbon spheres at 27 and 
50 ◦ C. By cycle 5, formation phenomena negligibly influence elec-
trochemical performance across all synthesis temperatures. At (c) 27 
and (d) 50 ◦ C, gravimetric discharge capacity decreases from cycle 1 
- 5. At (a) 27 and (b) 50 ◦ C, Coulombic efficiency approaches unity 
between cycle 1 - 5. 

These temperature–dependent trends are conserved in differential chronopoten-

tiograms for submicron carbon spheres (Fig. 8.11). Each potentiogram contains 

three overlapping capacity contributions. Two reversible discharge contributions re-

sult from lithium storage by capacitance or adsorption (viz., diffuse and shallow band 

between ca. 0.0 - 2.0 V) and intercalation (viz., sharp band between ca. 0.0 - 0.3 V); 

analogous charge contributions result from lithium release by desorption and deinter-

calation, respectively. In both processes, a third irreversible contribution results from 

electrolyte breakdown (viz., diffuse band between ca. 0.0 - 1.4 V), forming a solid 

electrolyte interphase (SEI) at the electrolyte-electrode interface. By cycle 30, artifi-

cial SEI capacity is no longer observed as chronopotentiogram inflections weaken or 
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Figure 8.10. Extended galvanostatic cycling of carbon spheres at 27 
and 50 ◦C. Between cycles 5 – 30, discharge capacity change is positive 
for high synthesis temperatures while it is negative for low synthesis 
temperatures. Capacity changes are negligible at (b) 27 ◦C but are 
significant at (d) 50 ◦C. Coulombic efficiency approaches unity for 
all materials at (a) 27 ◦C and is more stable with higher synthesis 
temperature at (c) 27 ◦C. 

altogether disappear. For cycle 30 at 50 ◦C, the capacity attributed to lithium storage 

and release is proportional to synthesis temperature (Fig. 8.11d). For both cycle 1 

and 30, charge-discharge hysteresis, as the disparity between charge and discharge 

chronopotentiograms, is inverse to synthesis temperature. At room temperature, all 

materials show rapid capacity increase between cycles ca. 30 - 300 (Fig. 8.10c). In 

fact, the gravimetric capacity of each material increases radically: in the case of syn-

thesis at 600 ◦C, resulting capacity increases up to 58% corresponding to maximum 

value 463.6 Ah kg-1 . This drastic capacity rise is attributed to gradual morphological 

changes within the material due to applied overpotential at 3.0 V. 
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Figure 8.11. Differential chonopotentiograms of submicron carbon 
spheres at 27 and 50 ◦C. Differential capacity analysis shows charge 
and discharge features are proportional to synthesis temperature. 
During cycle 1 at both (a) 27 and (c) 50 ◦C, the charging features 
at ca. 1 and 0.1 V are proportional to synthesis temperature, while 
the discharge feature at 0 V is inversely correlated to synthesis tem-
perature. During cycle 30 at (b) 27 and (d) 50 ◦C, these trends are 
conserved with lower intensity. 

Generally, capacity evolution of SCSs follows a similar trend: capacity decreases 

during formation cycles, then steadily increases to greater value after ca. cycle 100. 

At either 27 or 50 ◦C ambient temperature, low synthesis temperature SCSs (i.e., 

600 and 900 ◦C) evolve capacity differently from high temperature SCSs (i.e., 1500 

and 1800 ◦C). Differences in capacity evolution suggest morphological change dur-
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ing cycling is a function of synthesis temperature (Fig. 8.12). When modeled as an 

ideal Randles impedance element, the high frequency arc exhibits a characteristic fre-

quency inversely proportional to interfacial capacitance. In discharge at voltage 0.01 

V, the characteristic frequency represents extent of lithium storage through adsorp-

tion (though, not adequately quantifiable due to non-ideal capacitive behavior and 

staged Faradaic intercalation mechanisms). At cycle 30, the greatest characteristic 

frequency is shown by the 1500 ◦C synthesized material, while the lowest is shown by 

its 900 ◦C counterpart. In addition, the materials with synthesis temperature 600 and 

1800 ◦C show increasing characteristic frequency, while the materials with synthesis 

temperature 1500 and 900 ◦C show stable or decreasing characteristic frequency. De-

creasing characteristic frequency illustrates increasing capacitive behavior, suggesting 

continual diffusion of lithium-ions through the bulk phase improves lithium interca-

lation site accessibility in crystallites. Accessibility can be increased by expansion 

of the crystallite spacing by lithium-ion insertion, enabling the central interaction 

sites to become accessible; or “tunneling” through the disordered phase. The larger 

crystallite size of the 1800 and 1500 ◦C synthesized SCSs are seen to be ineffectively 

accessible, as indicated by the low capacity in cycle 1 - 5 (Fig. 8.9b). By cycle 30 at 

high temperature, however, the capacity increases past those of the 900 and 600 ◦C 

synthesized SCSs. This behavior is best observed at high temperatures, due to the 

lowered energy barriers enabled by heat transfer into the cell; though, the trends still 

apply at room temperature. 

Correlation between Material and Electrochemical Properties 

Material character is the critical link between synthesis temperature and elec-

trochemical performance. In unique combination, material properties govern salient 

aspects of electrochemical behavior: overall capacity, Coulombic efficiency, chronopo-

tentiogram shape and hysteresis, and extended capacity stability. While some tends 

correlate well to a single material property, others are not so well defined; electro-

chemical performance likely results from delicate interplay of several dimensions. 
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Figure 8.12. Characteristic frequency of submicron carbon spheres. 
Characteristic frequency, inverse to effective capacitance, evolves with 
synthesis temperature at 0.01 V. Materials with synthesis temperature 
600 and 1800 ◦C show increasing characteristic frequency, while the 
materials with synthesis temperature 1500 and 900 ◦C show stable or 
decreasing characteristic frequency. 

Hysteresis and charge behavior are related to elemental composition resulting from 

synthesis temperature. Lithium intercalation and de-intercalation depend upon the 

quality of the carbon phase: both occur through staged mechanisms near 0.1 V in 

pyrolytic graphite, but can occur at several voltages in low purity carbons. Dahn et al. 

have shown that potential barrier ca. 1.5 V appears during lithium de-intercalation 

because of greater activation barriers from terminal hydrogen [203, 208, 239, 240]. In 

this work, SCSs synthesized at low temperature yield greater heteroatom content, 

while those at high temperature yield less (Fig. 8.3). The 600 ◦C material contains 

greatest hydrogen, directly correlating to the differential capacity band magnitude in 

all charge steps (Fig. 8.11). In contrast, the 900 ◦C material shows less hydrogen; 

this justifies the appropriately-sized capacity bands (Fig. 8.11a, b) observed at 50 ◦C 

ambient temperature. The 1500 and 1800 ◦C materials do not contain appreciable 

hydrogen, permitting de-intercalation near 0.1 V (Fig. 8.11). 
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In both direct and differential chronopotentiograms, the size of capacity bands 

quantify intercalative or capacitive behavior (Fig. 8.11); this correlates to crys-

tallinity and synthesis temperature (Fig. 8.5). At low synthesis temperature 600 

◦C, the primary capacity band occurs near 1.0 V (Fig. 8.11a, b). At high synthesis 

temperatures 1500 and 1800 ◦C, the primary capacity band occurs near 0.0 V. With 

moderate synthesis temperature 900 ◦C by cycle 30, the capacity band near 0.0 V is 

dominant at 27 ◦C cycling temperature (Fig. 8.11a, b), while both capacity bands 

at 0.1 and 1.0 V are similar at 50 ◦C cycling temperature (Fig. 8.11c, d). This 

trend correlates well with increasing crystallite size (i.e., number of crystallite layers, 

crystallite height, and crystallite diameter). 

Trends in coulombic efficiency relate to textural properties. During formation cy-

cles, low coulombic efficiency is attributed to SEI formation (Fig. 8.9a, c), in which 

electron transfer between thermodynamically unstable GICs and surrounding elec-

trolyte causes electrolyte breakdown [241]. After initial cycling, the SEI stabilizes as 

its effective thickness impedes electron transfer by diffusion. The formation cycles 

exhibit low Coulombic efficiency because the implied reactions involve irreversible 

lithium consumption, rendering participating charges inactive in subsequent cycles. 

Assuming constant effective thickness, the extent of SEI increases with increasing 

electrode-electrolyte interfacial area. The order of increasing cycle 1 Coulombic effi-

ciency (Fig. 8.9a) correlates well to the order of decreasing specific surface area (Fig. 

8.7). An inconsistency in the cycle 1 Coulombic efficiency for the 900 ◦C material 

suggests influence from additional factors, particularly porosity. 

Overall, material character summarizes the electrochemical behavior of SCSs syn-

thesized up to 1800 ◦C (Fig. 8.13). The observed evolution in gravimetric capacity is 

subject to crystalline parameters and available sites for lithium storage via interca-

lation or surface storage in micro-pores. Furthermore, the prevalence of heteroatoms 

increases the observed gravimetric capacity – though only artificially, as observed 

from increased voltage-capacity hysteresis. In summary, specific capacity correlates 

with synthesis temperature, though this is not its only dependence. Electrochemical 
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performance is a complex function of intercalation sites (i.e., available crystallites) 

and interfacial surface sites (i.e., micropore area) available to incoming lithium species 

and SEI formation. 

Figure 8.13. Model of lithium storage in submicron carbon spheres. 
Due to material differences, electrochemical storage of lithium is more 
prominent in high temperature materials and improves with cycling 
due to microscale restructuring. At high synthesis temperatures, SCSs 
feature larger pores, lower specific surface area, larger crystallites, 
and higher disorder. At low synthesis temperatures, SCSs feature 
smaller pores, lower specific surface area, smaller crystallites, and 
lower disorder. 
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8.3 Submicron Carbon Spheres as Battery Anodes 

Due to appealing applications of synthetic carbons for lithium-ion batteries, un-

derstanding their electrochemical behavior is critical. Submicron carbon spheres, 

synthesized under varying pyrolysis temperatures with all other parameters held con-

stant, show electrochemical performance representative of various synthetic carbons 

in high voltage galvanostatic applications. Disordered carbons are found to be sen-

sitive to electrochemically-induced morphology change as a result of synthesis tem-

perature and ambient cycling temperature. These morphology changes result from 

material properties of SCSs in their initial state. It was found that increasing syn-

thesis temperature up to 1800 ◦C results in larger crystallite volume, greater number 

of constituent layers, and lower interlayer spacing; greater phase disorder; greater 

carbon content, and lower heteroatom content. These quantitative findings were 

summarized to qualify the influence of pyrolysis temperature on electrochemical per-

formance. Finally, in situ electrochemical impedance spectroscopy demonstrates a 

strong correlation between effective capacitance and gravimetric capacity of SCSs, 

suggesting the significance of capacitive mechanisms for lithium storage and release 

with synthetic carbons. 
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CHAPTER 9: LITHIUM METAL ANODE 

CHARACTERIZATION WITH SYNCHROTRON 

TOMOGRAPHY 

Sulfur cathodes realize their maximum performance when combined with the lithium 

metal anode. The low lithiation potential and great gravimetric capacity of lithium 

metal gives rise to great cell energy; however, the technical and safety challenges 

arising from non–uniform surface plating limit commercial use. Research progress in 

lithium metal anodes is hindered by difficulties in lithium metal characterization. In 

this context, a combined experimental and digital X–ray micro–tomography technique 

has been developed for the Advanced Photon Source at Argonne National Labora-

tory. Using high energy polychromatic Synchrotron X–rays at the Advanced Photon 

Source, the designed experimental apparatus can collect in situ three-dimensional 

tomographic scans of lithium metal anodes; that is, without deconstruction of sam-

ple cells. While this exploratory work successfully demonstrates Synchrotron X–ray 

micro–tomography and model reconstruction of lithium metal anodes, preliminary 

results suggest the interactions among hard X–rays, lithium metal, and organic elec-

trolytes should be critically evaluated to qualify accuracy for future in situ experi-

ments. 

Experimental design and apparatus drafting performed by Arthur D. Dysart, 

Pierre Yao, and William Chin. Synchrotron tomography experiments were performed 

by Arthur D. Dysart, Pierre Yao, Andrew Chuang, and John Okasinski. Digital image 

processing and manuscript preparation were performed by Arthur D. Dysart. 
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Abstract 

Hard X–ray micro–tomography experiments illustrate dendritic lithium can be 

successfully imaged using unfiltered polychromatic Synchrotron radiation. In situ 

micro–tomography of the lithium interface in lithium sulfur electrolytes demonstrate 

stability of fluorinated 1,1,2,2-tetrafluoroethyl 2,2,3,3-tetrafluoropropyl ether (TTE) 

solvent at the lithium interface. En route, a new experimental apparatus and dig-

ital image processing method are applied to reconstruct three-dimensional models 

of tomography data. The applicability of Hard X–ray micro–tomography is depen-

dent on electrolyte: high vapor pressure electrolytes demonstrate bubble evolution 

during tomographic scanning, suggesting absorptive or thermal interaction even far 

from the adsorption edge. Yet, hard X–ray micro–tomography seems to demonstrate 

great benefit to its soft X–ray counterpart for in situ imaging of the lithium metal– 

liquid electrolyte interface. Improvements in scanning rate should overcome thermal 

or absorption rates of X–ray energy to produce a truly inert technique. 

9.1 Visualizing Lithium with Hard X rays 

Next generation battery technologies promise greater energy density, longer life-

times, and smaller form factors. For instance, the lithium sulfur battery asserts high 

specific capacity (1672 Ah kg-1) and specific energy (2600 Wh kg-1), values ca. 5 

times those of commercial systems [50, 56]. Lithium metal anodes can realize this 

performance, but stability and safety issues must be explicitly addressed. These is-

sues (Fig. 9.1) stem from the continual evolution of dendrites, long filament–shaped 

growths due to uneven lithium deposition [242–246]. Prolonged cycling of lithium 

metal anodes results in uneven distribution of dendrite formation across the electrode 

surface, introducing significant stability and safety issues to the metal–electrolyte in-

terface [242–247]. Despite this, lithium metal is the leading anode candidate for 

lithium sulfur batteries. Continual evolution of dendrites results in electronically– 

isolated lithium and, in extreme cases, explosive internal shorting [8]. 
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Figure 9.1. Challenges of lithium metal anodes. The challenges of 
lithium metal anodes include lithium deactivation or isolation and 
continuous surface passivation which cause severe stability and safety 
issues. 

Despite the inherent dendrite issue, lithum metal is the leading anode candidate 

for lithium sulfur batteries. But, sparingly solvating electrolytes, the community 

encouraged approach to mitigate symptoms of the parasitic polysulfide shuttle, can 

control the composition, strength, and conductivity of passivating solid electrolyte in-

terphases (SEI) in a viable and practical fashion. Ex situ characterization [248] shows 

that conventional glmye electrolytes with lithium nitrate [56] suppress dendrites by 

dampening lithium deposits into rounded dunes. However, this approach and others 

present challenges for long–range utilization: poor SEI stability, outgassing, and oxi-

dation susceptibility comprise serious safety concerns [61,248]. This deficiency invites 

alternative approaches for high-performance electrolytes – particularly methods free 

of additives. In 2013, Weng et al. [89] demonstrated fluorinated ethers for controlled 

polysulfide–solubility in lithium sulfur batteries. Following this discovery, in and ex 

situ efforts [61] have shown that fluorinated solvents offer rigid lithium fluoride–rich 

SEI, low polysulfide solubility, and effective dendrite mitigation on the lithium metal 

surface. 
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In this context, this work employs in situ techniques to study how dendrite phe-

nomena is suppressed in fluorinated electrolytes as a function of co–solvent and elec-

trolyte properties. Unfortunately, lithium metal is difficult to study due to its high 

reactivity and low atomic mass, precluding conventional imaging techniques including 

electron microscopy [242, 247, 249]. In situ and operando imaging have greatly pro-

gressed understanding of dendrite phenomena, suggesting the inevitable subsurface 

formation depends on rate and SEI stability. However, in situ tomography studies 

appear rarely in the literature for lithium metal batteries, particularly those in liq-

uid electrolytes. This is because lithium metal exhibits poor X–ray attenuation, in 

proportion to its small atomic number, suggesting difficulties with attenuation–based 

contrast imaging techniques. Recent work has shown that lithium dendrite growth 

can be tracked and imaged via X–ray tomography techniques based on phase con-

trast imaging [247, 249]. X–ray characterization techniques are generally considered 

non–destructive and feature high spatial resolution and great penetration. 

Figure 9.2. Applications of X–rays and similar probes for small scale 
imaging. Micro-tomography, using high–energy X–rays, features great 
spatial resolution and penetration depth compared to similar imaging 
techniques. Adapted from Glazer et al. [250] 
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Utilizing the cutting–edge facilities and broad expertise of Argonne National Lab-

oratory, this work studies the growth of lithium metal dendrites in conventional glyme 

electrolyte using in situ Synchrotron micro–tomography. Low energy X–ray imaging 

in liquids and high energy X–ray imaging with solid electrolytes have been previously 

reported [242, 251], but this work is the first to combine high energy X–rays and 

liquid electrolytes. The results of this work demonstrate prolonged X–ray exposure 

can induce dendritic growth in glyme–based electrolytes. Using digital image pro-

cessing techniques, tomographic reconstruction of the electrochemical cell produces 

3D models of electrode structure during the in situ experiment [247]. En route, an in 

operando analytical tool for micro–tomography has been demonstrated, able to mon-

itor structural and composition changes at the lithium electrode–glyme electrolyte 

interface. This work reveals the efficacy of X–ray tomography techniques to study 

lithium metal anodes: in situ techniques are capable of studying dendritic growth. 

Optimal scanning parameters enable phase contrast separation of deposited lithium 

phase during digital image processing, permitting non–destructive visual characteri-

zation of lithium dendrite growth. 

Experimental Methods 

Micro-tomography Battery Cell Preparation 

A custom in situ cell was fabricated at the Advanced Photon Source Machine Shop. 

The custom cell is radially symmetric and consists of an electrochemical cell volume 

containing two custom stainless steel current collectors (High grade steel, McMaster– 

Carr) and isolating plastic body (Fig. 9.3). The custom cell body is constructed from 

high purity polyether ether ketone (PEEK, Mcmaster–Carr) with wall thickness 0.25 

mm. The separation between steel–to–steel surfaces is 4.0 mm. Vitron torus-shaped 

gaskets are used to hermetically seal the stainless steel current leads. 
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Figure 9.3. Custom cell for Synchrotron Micro–Tomography. The 
custom cell features a symmetric active volume with PEEK walls that 
weakly interact with high energy X–rays. Chemically-inert sealing 
gaskets enable a hermetic seal to isolate the active volume. 

Cell construction is performed in an inert atmosphere glovebox with less than 

1.0 ppm oxygen and moisture. Lithium chips (MTI Corp) of diameter 2.0 mm are 

punched and adhered to the exposed steel current collector leads. The leads are in-

serted into the cell body and held shut with stainless steel screws. The electrochemical 

volume is flooded with electrolyte prior to hermetic closure. 

Synchrotron X-ray Tomography Experiment 

Traditional X–ray contrast imaging techniques identify phase boundaries using 

differences in attenuation or phase contrast [247]. X–ray attenuation is the reduction 

in X–ray strength due to absorption by the passing phase. It is measured as the change 
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in extinction coefficient, the imaginary component of material refractive index [247]. 

X–ray phase contrast techniques trace changes in X-ray wavelength during passage. 

Since X–ray attenuation is weaker in lithium metal than in most materials, phase 

contrast techniques are employed in conjunction or in place of attenuation imaging 

techniques. 

In situ micro–tomography was performed at beamline 6–BM–A at the Advance 

Photon Source (APS), Argonne National Laboratory (ANL). Micro–tomographic 

scans were captured using polychromatic unfiltered Synchrotron X–rays (ca. 2 - 200 

keV). The prepared in situ cell was secured onto 360 degree rotation programmable 

stage (Fig. 9.4). A proprietary command line interface was utilized to control ro-

tation. The prepared cell was galvanostatically cycled using a MACCOR battery 

cycler at specific current 10 mA cm–2 for predetermined periods. For each tomog-

raphy experiment, a set of ca. 1200 radiographs were collected at scan rate 0.5 ◦ 

min–1 . Filtered back projection (FBP) reconstruction techniques were used to create 

tomographic data sets. 

Micro-tomographic 3D Model Reconstruction 

Microtomography data sets were analyzed and processed into 3D models using dig-

ital image processing techniques 9.5 implemented in ImageJ [252] and custom python 

script. All tomographic slices were stabilized and contrast-corrected. Image segmen-

tation was performed using classification machine learning algorithm. Tomographic 

models were created in the 3D slicer computer-assisted tomography software. 

9.2 Computed Tomography of Lithium Metal Anodes 

Custom Micro-Tomography Techniques at the Advanced Photon Source 

Due to its weak X–ray interactions relative to most materials, lithium metal is 

difficult to observe in routine X–ray tomography experiments. The design of the 

custom battery cell addresses three principle concerns for in situ lithium characteri-
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Figure 9.4. Beamline setup for Synchrotron micro–tomography. The 
experimental setup at Advanced Photon Source Beamline 6–BM–A 
features a rotating stage which securely holds the battery cell during 
360 ◦ rotation. X–rays, focused onto the battery cell active volume, 
are attenuated as they pass through the battery cell active volume 
and are collected at the X-ray detector. 

zation [247]: (1) experimental apparatus artifacts, (2) ambient air contamination, and 

(3) stray current pathways. To reduce tomography artifacts and enhance the signal– 

to–noise ratio of lithium metal electrodes, the custom cell walls were constructed 

from PEEK plastic with thickness ca. 0.25 mm. To prevent oxygen or moisture 

contamination, the custom cell was designed with hermetic gasket seals made using 

chemically-inert Vitron and industry-standard design specifications [253]. To prevent 

unintended current distribution, the custom cell was isolated from the rotating stage 

using a plastic securing base. The final battery cell design (Fig. 9.3) was fabricated 

to meet the specified design criteria, including compatibility with Advanced Photon 

Source Beamline 6–BM–A (Fig. 9.6). As the stage rotates, the custom insulating 

base translates rotation to the axial–symmetric custom cell. X–rays are collected at 

the X–ray detector after passing through the custom cell active volume. 

Two-dimensional radiographs, collected from each tomography experiment, were 

digitally transformed into three-dimensional models using custom image processing 
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Figure 9.5. Digital image processing method for lithium micro– 
tomography. Radiographs, collected from tomography scanning, en-
hances feature contrast and reduces experimental noise. Reconstruc-
tion algorithms combine two–dimensional radiographs into a three– 
dimensional image. Image segmentation using machine learning algo-
rithms identifies lithium features throughout the reconstruction. Fi-
nally, three–dimensional models are constructed from segmentation 
data. 

procedure (Fig. 9.5). Each micro–tomography experiment produced a collection of 

radiographs representing phase contrast differences as a function of rotation angle. 

Several histogram and filtering techniques [252] were employed to reduce experimental 

artifacts and ehance signal–to–noise ratio. Processed radiographs were united into a 

single three–dimensional reconstruction using the Filtered Back Projection algorithm 

implemented in custom Python script [254]. Motivated by recent tomography progress 

in the biological and biomedical sciences [252,255–259], trained machine learning algo-
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Figure 9.6. Custom in situ battery cell for Synchrotron micro– 
tomography. (a) The custom battery cell features two stainless steel 
leads which connect interior electrodes to the external battery cycler. 
The plastic base secures cell position during rotation. (b) The active 
volume of the custom battery cell has internal diameter 2.0 m. 

rithms were used to identify and segment lithium features in the tomographic recon-

struction. Segmented reconstructions were used to render three–dimensional models 

of the electrochemically active volume [254]. The developed procedure, encompass-

ing noise reduction to model rendering, demonstrates significant reduction in noise 

compared to tomographic reconstruction alone 9.7. 

Lithium Metal in Conventional Lithium Sulfur Electrolytes 

In traditional glyme electrolytes, the symmetric lithium metal electrode couple 

demonstrates growth of a bulbous growth connecting lithium electrodes (Fig. 9.8). 

The appearance of this growth appears only after concentration depletion at the 
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Figure 9.7. Segmentation enhancement using digital image processing. 
Compared to (a) reconstruction alone, segmentation of digital image 
enhancement produces images with (b) better clarity and contrast. 

lithium metal surface, in turn, indicated by the rising overpotential at the lithium 

metal surface (Fig 9.8a). Interestingly, after current application for 85 minutes, 

spheroids evolve during the course of the tomographic scan. Strong edge contrast 

suggest these features are bubbles evolving from vaporization of electrolyte under 

high energy X–ray exposure. After 170 minutes, a large bulbous growth appears con-

necting the two electrodes. It is hypothesized that preferential lithium deposition — 

a result of local concentrated electric fields around evolved bubbles during the sec-

ond tomography scan — caused initial nucleation of dendrites, and continued current 

application caused growth of the feature diameter to 939 µm. 

In comparison, the symmetric lithium metal electrode couple demonstrates no 

appreciable surface growth (Fig. 9.9). At specific currents 0.5 and 1.0 mA cm–2 , 

the lithium metal surface does not demonstrate appreciable surface evolution. It is 

hypothesized that lithium fluoride species that form during electrolyte decomposition 

introduce mechanical strength to prevent excessive dendrite growth. Unlike conven-

tional electrolyte, fluorinated electrolyte does not show bubble evolution during X–ray 

exposure. 
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Figure 9.8. In situ tomography of lithium metal in conventional elec-
trolyte. (a) The chronopotentiogram of lithium metal anodes shows 
unstable lithium plating near ca. 0.4 V under (b) constant specific 
current 0.5 mA cm–2 . Lithium metal tomographic reconstructions 
show a connecting dendritic growth after 170 minutes, following plat-
ing near ca. 0.0 V. 
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Figure 9.9. In situ tomography of lithium metal in fluorinated elec-
trolyte. Under constant (a) specific currents 0.5 and 1.0 mA cm–2 , 
lithium metal anodes do not show appreciable dendrite growth. 
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9.3 Polysulfides Affect Dendrite Growth 

This work successfully demonstrates lithium dendrite imaging using high energy 

Synchrotron X–ray radiation at Advanced Photon Source beamline 6–BM–A. The 

custom micro–tomography setup reveals three-dimensional lithium growth after ex-

tended galvanostatic current 0.5 mA cm–2 . Digital image processing enables isolation 

and ramification of the lithium growth from experimental artifacts and background 

intensity. 

The preliminary results of this project comprise critical evidence that lithium 

metal imaging using micro-tomography is viable using high energy Synchrotron ra-

diation. Tomography imaging in both glyme and fluorinated electrolytes indicates 

electrochemical cell stability is a function of electrolyte. In conventional glyme elec-

trolyte, extended exposure to high energy X–ray radiation evolves organic vapor bub-

bles. Evolved vapor appears as spheroid features with high contrast which occupy 

the top of the electrochemical cell. Subsequent current application and X–ray ex-

posure produces a bulbous lithium growth between lithium electrodes. In contrast, 

fluorinated electrolytes show no vapor evolution during X–ray exposure and cycling 

at great applied current (up to 1.0 mA cm–2), providing in situ evidence for micro-

tomography techniques and the possible lithium fluoride-mediated stabilization of 

lithium metal [61, 80]. 



FINAL WORDS ON POLYSULFIDES 

It is the great beauty of our science, chemistry, 

that advancement in it, whether in a degree 

great or small, instead of exhausting the subjects 

of research, opens the doors to further and more 

abundant knowledge, overflowing with beauty 

and utility. 

— M. Faraday, 1839, Experimental Researches in Electricity 
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CHAPTER 10: SUMMARY OF EXPERIMENTS 

Sulfur cathodes only comprise a single dimension of the lithium sulfur batteries. 

Broader considerations including practicality, sustainability, and reciprocal materi-

als (i.e., anodes, electrolytes) must be addressed if the lithium sulfur battery will 

one day reach commercial maturity. The research presented through this dissertation 

demonstrates synthesis processes and resulting composite cathodes for lithium sul-

fur batteries with greater than 500 Ah kg–1 gravimetric capacity at nominal applied 

currents. Complementary research explores the often overlooked elements of process 

sustainability, electrolyte, and anode materials. Pyrolysis, the conventional synthesis 

route for various manufactured carbons [178, 260], is characterized for its health and 

environmental impacts with respect to synthesis pathway. Fluorinated electrolyte is 

tested, in combination with demonstrated carbon–sulfur composites, for its influence 

on electrochemical performance during extended cycling. Submicron carbon spheres 

and lithium metal are studied as anode materials. 

At its conclusion, this dissertation reviews the broader significance of its presented 

research in context of ongoing research today. 

10.1 Polysulfide Mitigation at the Electrode–Electrolyte Interface 

Conventionally, electrochemistry is an interfacial science at the electrode–electrolyte 

interface. Exemplary electrochemical cells feature reduction or oxidation reactions 

which occur at the boundary between solid electrode and ionically-conductive elec-

trolyte [12]. Commercial rechargeable lithium-ion batteries, whose reversible in-

tercalation mechanisms are well understood [8, 41, 49], fall reasonably under this 

archetype: electrochemical charge transfer reactions facilitate lithium passage across 

the electrode–electrolyte interface (and distribute throughout intersticial crystal space 
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by diffusion mechanisms). Resting on the frontier of energy storage technology, 

rechargeable lithium sulfur batteries are not archetypal due to precipitation and 

dissolution of intermediate polysulfides [56]. Yet, rechargeable batteries involving 

precipitation and dissolution of the active material are commercially available [80] 

(e.g., lead–acid, sodium iron chloride, and cadmium–cadmium hydroxide systems). 

Chapters 1 and 2 address electrochemistry at the electrode–electrolyte interface 

with carbon sulfur composite cathodes. Both chapters present synthesis of carbon 

sulfur composite cathodes (viz., autogenic and sonochemical synthesis) and result-

ing electrochemical performance. Density functional theory and molecular simula-

tions reveal the significance of material character — particularly defect sites and 

microstructure of synthesized carbon substrates — to charge transfer mechanisms. 

At the cathode–electrolyte interface, fluorinated electrolyte inhibits polysulfide 

solvation, increasing Coulombic efficiency across extended cycling. In compliment, flu-

orinated electrolyte decomposition at the opposing anode–electrolyte interface results 

in solid electrolyte interphases rich in lithium fluoride LiF [61, 80]. Chapter 9 does 

not explicitly study polysulfide and lithium metal anode interactions. Instead, the 

developed Synchrotron micro–tomography experiments provide in situ evidence that 

dendrites appreciably develop in glyme electrolyes but not fluorinated ones. The au-

thor recommends further research, using the developed micro–tomography technique, 

concerning lithium dendrite evolution in the presence of polysulfides [248,261,262]. 

10.2 Remark on Discovery 

Chapters 1 and 2 study synthesis and material aspects of lithium sulfur cathode 

behavior. Impedance spectroscopy experiments with autogenic carbon sulfur com-

posites illustrate that synthesis pathway influences cathode impedance. Synthesis 

pathway directly controls sulfur distribution in the composite product: techniques 

which feature homogeneous distribution of sulfur precursors correlate well to gravi-

metric capacity at great applied current. Fluorinated electrolytes in combination with 

sonochemical carbon sulfur composites improve Coulombic efficiency across various 
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applied currents. Computational modeling, performed in collaboration with Texas 

A&M University, reveals that evolution of cathode microstructure significantly influ-

ences interfacial charge transport mechanisms during extended cycling. 

To supplement material and electrochemical characterization, chapters 3 and 4 

explore the sustainability of synthesized carbons and their synthesis process. Pyrol-

ysis was studied as the typical synthesis route for artificial carbons, evaluated along 

dimensions of health and environment impact. With respect to health effects, small 

scale by–products were characterized as carbon–rich micro and nano–sized spheres 

susceptible to agglomeration. An open surface water trap, downstream of the pyrol-

ysis process, can collect aerosol particulates but cannot retain them over extended 

periods. More stringent mitigation techniques (e.g., fine particle filtration system) are 

recommended to health risks. With respect to environment effects, synthesis pathway 

controls energy consumption and environmental impact. Along dimensions of TRACI 

impact categories, the mode of oxygen deficient atmosphere — that is, whether py-

rolysis is enabled by vacuum or continuous inert gas stream — influences energy 

consumption and environmental risk profiles. Life cycle analysis suggests vacuum 

techniques have slightly less adverse effects overall compared to inert gas techniques; 

yet specific advantages and disadvantages differ according to impact category. 

Chapters 5 and 6 trace the electrochemical evolution of synthesized carbon and 

lithium metal anodes during extended cycling. Submicron carbon spheres are syn-

thesized by two–step sonochemical and pyrolysis procedure. Synthesis pathway (i.e., 

pyrolysis temperature) controls the gravimetric capacity of submicron carbon spheres. 

As synthesis temperature increases up to 1800 ◦C, submicron carbon spheres exhibit 

larger crystallite volume, greater number of constituent layers, and lower interlayer 

spacing; greater phase disorder; greater carbon content; and lower heteroatom con-

tent. The specific combination of these properties control lithiation voltage, gravimet-

ric capacity, and capacity stability during galvanostatic cycling. In parallel, surface 

evolution of lithium metal anodes was characterized in both glyme and fluorinated 

electrolyte. The designed in situ tomography technique for Beamline 6–BM–A at the 
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Advanced Photon Source provides evidence that fluorinated electrolytes inhibit ap-

preciable dendrite growth under great applied current. In conjunction with enhanced 

cathode performance, fluorinated electrolytes could be a promising electrolyte to re-

alize high energy lithium sulfur batteries in the near future. 

10.3 The Future of Lithium Sulfur Batteries 

Entering its 3rd decade, lithium sulfur battery research has not yet resolved the 

technical challenges that prohibit commercialization. But the difficult progress of 

lithium sulfur batteries invites metamorphosis in research direction and methodology. 

Among the wider electrochemical sector, emerging battery research calls for a return 

to fundamental form: methodical investigation of chemical mechanisms [263, 264] 

and in situ characterization [242, 265] feature heavily now more than ever in the 

electrochemical research community. 

This dissertation presents a strong case for fluorinated electrolytes as mediator 

for polysulfide and dendrite suppression. Fluorinated electrolytes are adaptable; its 

dual functionality extends performance lifetime of sulfur carbon composite cathodes 

(i.e., extended Coulombic efficiency)and lithium metal anodes (i.e., negligible surface 

pitting or deposition). In addition, the developed in situ micro–tomography technique 

is expected to be a useful tool for in situ characterization of lithium sulfur cathodes, 

lithium metal anodes, and other electrochemical materials. 
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geforderte Bewegung von in ruhenden Flüssigkeiten suspendierten Teilchen,” 
Ann. Phys., vol. 322, no. 8, pp. 549–560, 1905. [Online]. Available: 
http://doi.wiley.com/10.1002/andp.19053220806 

[4] A. M. Taylor, “Science review of internal combustion engines,” Energy 
Policy, vol. 36, no. 12, pp. 4657–4667, dec 2008. [Online]. Available: 
http://linkinghub.elsevier.com/retrieve/pii/S0301421508005016 

[5] W. Shen, H. Huang, Y. Pang, and X. Su, “Review of the Energy Saving Hy-
draulic System Based on Common Pressure Rail,” IEEE Access, vol. 5, pp. 655– 
669, 2017. [Online]. Available: http://ieeexplore.ieee.org/document/7820153/ 

[6] D. C. Giancoli, Physics: Principles with Applications. Addison-Wesley, 2010. 

[7] S. Riffat and X. Ma, “Thermoelectrics: a review of present and potential 
applications,” Appl. Therm. Eng., vol. 23, no. 8, pp. 913–935, jun 2003. [Online]. 
Available: http://linkinghub.elsevier.com/retrieve/pii/S1359431103000127 

[8] V. Etacheri, R. Marom, R. Elazari, G. Salitra, and D. Aurbach, 
“Challenges in the development of advanced Li-ion batteries: a review,” 
Energy Environ. Sci., vol. 4, no. 9, p. 3243, 2011. [Online]. Available: 
http://xlink.rsc.org/?DOI=c1ee01598b 

[9] J. W. Gibbs, Elementary Principles in Statistical Mechanics. Dover Publica-
tions, 2014. 

[10] J. Gibbs, “A Method of Geometrical Representation of the Thermodynamic 
Properties of Substances by Means of Surfaces,” Trans. Connect. Acad. Arts 
Sci., pp. 382–404, 1873. 

[11] H. von Helmholtz, Physical memoirs selected and translated from foreign 
sources, under the direction of the Physical society of London. Vol. 1. Taylor 
and Francis, 1890. 

[12] A. J. Bard and L. R. Faulkner, Electrochemical Methods: Fundamentals and 
Applications. Wiley, 2000. 

http://xlink.rsc.org/?DOI=c1ee01598b
http://linkinghub.elsevier.com/retrieve/pii/S1359431103000127
http://ieeexplore.ieee.org/document/7820153
http://linkinghub.elsevier.com/retrieve/pii/S0301421508005016
http://doi.wiley.com/10.1002/andp.19053220806
http://papers.sae.org/2000-01


206 

[13] P. Bai and M. Z. Bazant, “Charge transfer kinetics at the solid-
solid interface in porous electrodes,” Nat. Commun., vol. 5, pp. 1– 
7, apr 2014. [Online]. Available: http://dx.doi.org/10.1038/ncomms4585 
http://www.nature.com/doifinder/10.1038/ncomms4585 

[14] M. S. Kilic, M. Z. Bazant, and A. Ajdari, “Steric effects in the 
dynamics of electrolytes at large applied voltages. I. Double-layer charging,” 
Phys. Rev. E, vol. 75, no. 2, p. 021502, feb 2007. [Online]. Available: 
https://link.aps.org/doi/10.1103/PhysRevE.75.021502 

[15] Q. Zheng and G.-W. Wei, “PoissonBoltzmannNernstPlanck model,” J. 
Chem. Phys., vol. 134, no. 19, p. 194101, may 2011. [Online]. Available: 
http://aip.scitation.org/doi/10.1063/1.3581031 

[16] M. von Smoluchowski, “Zur kinetischen Theorie der Brownschen Molekularbe-
wegung und der Suspensionen,” Ann. Phys., vol. 326, no. 14, pp. 756–780, 
1906. [Online]. Available: http://doi.wiley.com/10.1002/andp.19063261405 

[17] R. Burt, G. Birkett, and X. S. Zhao, “A review of molecular modelling of 
electric double layer capacitors,” Phys. Chem. Chem. Phys., vol. 16, no. 14, p. 
6519, 2014. [Online]. Available: http://xlink.rsc.org/?DOI=c3cp55186e 

[18] R. Kant and M. B. Singh, “Generalization of the Gouy-Chapman-Stern model 
of an electric double layer for a morphologically complex electrode: Determin-
istic and stochastic morphologies,” Phys. Rev. E - Stat. Nonlinear, Soft Matter 
Phys., vol. 88, no. 5, pp. 1–16, 2013. 

[19] O. Stern, “Zur Theorie der Elektrolytischen Doppelschicht,” Zeitschrift fur 
Elektrochemie, vol. 30, pp. 508–516, 1924. 

[20] D. L. Chapman, “A contribution to the theory of electrocapillarity,” Philos. 
Mag. Ser. 6, vol. 25, no. 148, pp. 475–481, 1913. [Online]. Available: 
http://www.tandfonline.com/doi/abs/10.1080/14786440408634187 

[21] M. Gouy, “Sur la constitution de la charge électrique à 
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