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ABSTRACT

Auditory graphs are a very useful way to deliver numerical infor-
mation to visually impaired users. Several tools have been pro-
posed for chart data sonification, including audible spreadsheets,
custom interfaces, interactive tools and automatic models. In the
case of the latter, most of these models are aimed towards the ex-
traction of contextual information and not many solutions have
been proposed for the generation of an auditory graph directly
from the pixels of an image by the automatic extraction of the un-
derlying data. These kind of tools can dramatically augment the
availability and usability of auditory graphs for the visually im-
paired community. We propose a deep learning-based approach
for the generation of an automatic sonification of an image con-
taining a bar or a line chart using only pixel information. In par-
ticular, we took a denoising approach to this problem, based on
a fully symmetric convolutional neural network architecture. Our
results show that this approach works as a basis for the automatic
sonification of charts directly from the information contained in
the pixels of an image.

1. INTRODUCTION

One of the most common ways for presenting numerical informa-
tion is through graphs and charts. Since graphs and charts are typ-
ically contained inside digital or printed images, these figures are
commonly the only publicly available representation of the origi-
nal data [1]. In addition, main internet search engines nowadays
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include figures in their results and scientific charts are abundant
not only on the web, but also embedded in all kind of digital doc-
uments [2]. A sighted person can easily understand the charac-
teristics of the numerical information contained in a chart image
inside a web page or document, but for visual impaired people,
this is a significant problem, as they have no means for accessing
the underlying data.

The sonification of chart data, in the form of auditory graphs,
has been shown to be of great aid for visually impaired people
in the understanding of numerical data [3] [4] [5]. In this paper,
we focus our work in extracting the relative values of bars or the
overall shape of a curve, which would allow a visually impaired
user to effectively estimate the relation between bar elements or
the temporal evolution of a curve in a chart.

This article is structured as follows. In section 2 we review
previous work devoted to chart data extraction from images. In
section 3 we discuss the most important details of our denoising-
based approach. In section 4 we present the network architecture,
datasets, training procedures, post-processing stages and sonifica-
tion schemes. In section 5 we present the results of our approach
and finally, in section 6 we reflect on our main findings and provide
future lines of development for our approach.

2. PREVIOUS WORK

There have been several attempts to design systems that can au-
tomatically infer chart types from an image or extract contextual
information. Traditional approaches are based on machine learn-
ing. In [6], a new heterogeneous feature extractor, denominated
the heterogeneity index, is able to accurately classify charts, based
on the detection of micro-structural features linked to the simi-
larity of the chroma effects present in the images. In [7] a web
miner that searches for SVG-based images on the web, based on
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a random forest classifier, automatically classifies them by type
(bars, lines, pies). In [8], the authors used a support vector ma-
chine algorithm to classify into ten different chart categories. In
[9], shape descriptors were used in combination with a multiple-
instance learning approach to classify charts. In [10], the authors
analyzed the color distribution of the chart images in conjunction
with a pattern matching approach based on edges for the classifi-
cation into five chart types.

In recent times, there is increasing evidence in favor of using
deep networks for this task as an alternative to traditional machine
learning. In [1], the authors investigated how to automatically
recover information from chart images using both a text analy-
sis pipeline that identifies text elements present in the image and
classifies their role in the chart, and a convolutional neural net-
work that classifies the chart type (bars, points, lines, or areas).
In [11], the authors used an improved version of LeNet convolu-
tional neural network to classify images into eleven different types.
In [12], a combination of convolutional neural networks and deep
belief networks, allowed to achieve better scalability and stabil-
ity according to the authors. In [13], the authors evaluated popu-
lar convolutional neural network architectures for automatic chart
classification and found out that they outperformed methods based
on conventional approaches such as support vector machines, ran-
dom forest or nearest neighbor approaches. In [14], a deep learning
based chart classifier achieved an accuracy of over 99%.

Previous works suggest that the task of automatic classifica-
tion or extraction of contextual information from images of charts
has been already addressed. However, there are only a few works
specifically devoted to extracting the data itself [15]. We found a
few works closely related to our approach. Scatteract [16] is a sys-
tem based on a deep learning object detection model, which can
automatically extract data from scatter plots, with a focus on plots
with linear scales. This model is used to detect points, tick marks
and tick values. It can also find the affine transformation between
pixel coordinates and chart coordinates. In [17], the authors de-
veloped a system that can extract and recognize data fields in bar
charts and infer the numerical data they contain. This is achieved
by the multiplication of each bar’s height in pixels by the y-scale-
to-pixel ratio. This approach does not work for logarithmic val-
ues. In [14], the authors used the Otsu thresholding algorithm to
detect the height of bars in bar charts. In [18], a region-based con-
volutional neural network is able to extract numerical data from
pie charts. Even though these works are similar in spirit to ours,
there are significant differences: our method is aimed towards real-
world internet images, it does not rely on specialized or custom-
designed descriptors, it is scalable, and it is based on denoising, as
we will detail now.

3. A DENOISING APPROACH TO AUDITORY GRAPHS

We adopted a denoising approach for the automatic generation of
auditory graphs, to facilitate the direct sonification of images con-
taining charts. In this article, we will focus on single line and bar
charts, already classified as such. Let’s suppose we have access to
very clean binary images, such as the ones displayed in the right
column of figure 1. Then the problem of estimating a data stream
from those images is a relatively straight forward computer vision
problem. Of course, this approach is not suitable for lines contain-
ing multiple lines or stacked bars.

For example, in the case of the line graph of figure 1 (b) we
could simply navigate through each column of the image and esti-
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Figure 1: The objective of our denoising process is to take bar or
line images, e.g. (a) and (c) and transform them into clean images
(b) and (d), respectively. This is achieved by considering as noise
all elements that are not part of bars or lines, such as grid lines,
labels and tick marks.

mate the position of the upper non white pixel for each column in
order to obtain a data series. For the chart of figure 1 (d) we can
do a similar procedure and infer each bar’s width from the number
of non white pixels across the bottom row of the image.

The problem is much more difficult when working with real-
world images, e.g. figure 1 (a) and (c). As seen, both images
contain a significant amount of elements that can hinder a simple
approach as that described above. Real-world chart images contain
bounding boxes, tick marks, text, titles, legends and labels that can
occlude the pixels that carry the actual data contained in the chart.
In our approach, all these elements are considered to be noise and
our goal is to get rid of that noise, by a denoising process.

Our denoising approach consist of four steps (Figure 2). We
consider a pre-classified image containing a line or bar chart as the
input to our system. As we previously stated, we do not include
a classification stage in our work. The first step is to scaled the
image down to a 256 x 256 size. As we are concerned with the
shape of lines and height and width of bars, all color information
must be removed at this stage. Second, we apply a fully symmetric
convolutional neural network, specifically designed for denoising
[19], that blurs out all noisy elements that are not necessary. Once
we have attenuated all the noise, we apply a binary threshold. The
binary image, dependent on the particular threshold that is applied,
can generate isolated pixels or disconnected elements that can be
removed or joined by means of morphological filters (erosion, di-
lation and closing) [20]. At the end of the denoising process, we
obtain a binary image that is much easier to convert into a data
stream ready to be used for further sonification, as described in
section 4.5.
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Figure 2: Our approach consists in a denoising process where all elements that are not a part of a bar or a line are removed. First, an input
image is scaled down to a 256 x 256 size and all color information is removed. Second, we apply a fully symmetric convolutional neural
network that blurs out all elements that are not necessary. Third, a binary threshold is applied. Fourth, all isolated pixels are removed and
disconnected elements are merged by morphological filters. Finally, we obtain a binary image that is much easier to convert into a data

stream ready to be used for further sonification.

4. METHODS

4.1. Network architecture

For the denoising task, we decided to implement a variation of the
network architecture proposed in [19]. The architecture of the net-
work (Table 1) consists of eight pairs of symmetric convolutional
and deconvolutional layers, each of the same size (256 x 256) as
the original image, with 64 channels each. Conv2D refers to a
convolutional layer while Conv2DTr denotes a transposed convo-
lutional layer, also known as a deconvolution. The left column
displays layers, the middle one the shape of each layer and the
right column the number of parameters of each layer. The size of
the filter for each layer was 3 x 3 and all of them contained a ReLU
activation function.

This  architecture  allows learning  convolutional-
deconvolutional mappings from the original chart images to
the binary segmented ones without reference to image priors,
and with better results than state-of-the-art denoising algorithms.
According to [19]: “the convolutional layers act as feature
extractor to encode primary components of the image contents
while eliminating corruptions, and the deconvolutional layers
then decode the image abstractions to recover the image content
details”. In our case, corruptions refer to unwanted items such as
grids lines, tick marks, text and legends.

4.2. Training

For training, we used an Adam optimizer with a mean-squared
error loss and trained in batches of 16 images. We chose this op-
timizer as it is very computationally efficient and works well with
large datasets with little memory requirements [21]. We found
the minimum loss by early stopping with a patience factor of 10,
meaning that if the loss did not improve after 10 epochs, the train-
ing halts and we keep the loss and state of the network from 10
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[ Layer | Shape | Parameters |
INPUT (256, 256, 1) 0
Conv2D (256, 256, 64) | 640
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
Conv2D (256, 256, 64) | 36928
Conv2DTr | (256, 256, 64) | 36928
OUTPUT (256, 256, 1) 577

Table 1: The architecture of the neural network consists of 16 inter-
nal symmetric convolutional layers of size 256 x 256 with 64 chan-
nels each. Conv2D refers to a convolutional layer while Conv2DTr
labels a transposed convolutional layer, also known as a deconvo-
lution. The left column displays layers, the middle one the shape
of each layer and the right column the number of parameters of
each layer. Filter size was 3 x 3 for all layers.

epochs in the past. We used Google Colaboratory ! to design and
train our models.

"http://colab.research.google.com
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4.3. Dataset

A complete dataset for deep learning training must include a train-
ing set, used for training the network, and a test set, consisting on
images never seen by the network before, used to assess the real
effectiveness of the model for new data.

In the case of bar charts, our training dataset consisted of 5000
random charts generated in Python. We varied bar widths and
styles, grid sizes and scales, random text positioned in random
places, tick marks and legends. For testing, we used 1000 Python
and 544 real-world images downloaded from the internet.

In the case of line charts, our training dataset consisted of 4000
charts generated in Python, 4000 charts created in Matlab and 240
real-world images obtained from the internet. Both Matlab and
Python charts simulate a Brownian motion in order to create a great
diversity of curves. We also varied line width and styles, grid sizes
and scales, random text positioned in random places, tick marks
and legends. The real-world images downloaded from the internet
were 40 and we used data augmentation (rotation and reflections)
to obtain 240 real-world images. Our test dataset consisted of 1000
Matlab charts, 1000 Python charts and 60 real-world images.

4.4. Post-processing

The networks we implemented are designed to blur the unwanted
information as much as possible, as seen in figures 3 and 4. The
original images (figures 3(a) and 4(a)) are scaled down to a 256
x 256 pixel size and converted to gray. The images are then pro-
cessed by a FSCN deep model, resulting in the blurred images
(figures 3(b) and 4(b)).

A threshold, tuned to the average pixel intensity, is applied to
obtain binary images (figures 3(c) and 4(c)). Morphological oper-
ations, such as dilations, erosions and closings are then applied to
connect isolated segments and remove pixel islands, resulting in
the wanted clean images (figures 3(d) and 4(d)).

4.5. Sonification

For the sonification of the data, we proposed a simple scheme
based on an iterative sweep of the pixel intensity levels of each
column of the post-processed image. For each column, we can
estimate the position of the upper non white pixel and we save
its y-coordinate into a data array. In the case of line charts, it is
probable that each column will produce a slightly different value,
while in the case of bar charts, many columns will have the same
y-coordinate value, as those pixels belong to the same bar. Some
of the columns will only contain white pixels, signaling either bar
separation of the beginning and ending of a line or curve. This
simple sonification scheme, similar to the ones proposed in [22]
and [23], associates pitch with the y-coordinate and time with the
z-coordinate. This approach has the advantage that it works in
the same fashion for both bar and line charts, allowing the user to
discriminate the type of chart by simply hearing the information,
without the need of extra contextual information.

This sonification scheme follows all the recommendations
proposed in [5]: map the y-axis to pitch, use musical sounds in-
stead of sine waves, consider an ambitus of midi notes within the
range 35-100, and presentation at a speed that does not impair
comprehension.

244

June 25-28 2021, Virtual Conference

(b) Blurred image

5 It 15 %

(a) Original image

bl A

(c) Binary image

(d) Post-processed image

Figure 3: Steps of the denoising process. The original image (a)
is denoised by an FSCN deep model, resulting in the image (b).
Then, a 50% threshold is applied to obtain a binary image (c).
Morphological filters are then applied to connect isolated segments
and remove pixel islands, resulting in the post-processed image

(d).

5. RESULTS

When testing the FSCN networks, we achieved an optimal loss of
0.007 after 30 epochs for the bar charts and 0.0047 for the line
charts after 12 epochs. To assess the quality of our denoising sys-
tem, including post-processing, we calculated the average mean
squared error (MSE) and its standard deviation between segmented
images directly from the originals, and the ones generated by our
method (table 2). We chose this metric as a way to determine the
quality of the sonification input, as we need to eliminate all objects
that are not data. In consequence, this error allows us to establish a
criteria of how well we are able to effectively eliminate unneeded
elements from the charts.

[ N | Dataset | Average MSE | Standard deviation MSE |

999 | Python 0.006 0.001
999 | Matlab 0.01 0.005
60 Internet 0.03 0.02

Table 2: Mean squared error (MSE) for synthetic (Python, Matlab)
and real (Internet) test datasets

For these measurements, we considered 999 synthetic chart
images generated in Matlab, 999 in Python, and 60 images down-
loaded from the internet. These images belong to the test set,
meaning that they were never seen in the training by the FSCN
network. As shown in table 2, the error increases for real images,
as well as the standard deviation of the error. This means that at
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Figure 4: Steps of the denoising process. The original image (a)
is denoised by an FSCN deep model, resulting in the image (b).
Then, a 50% threshold is applied to obtain a binary image (c).
Morphological filters are then applied to connect isolated segments
and remove pixel islands, resulting in the post-processed image

(d).

this stage our system is performing well with synthetic images, but
there is still room for improvement for real-world ones. We have
identified that most of the errors are generated at the borders of the
images or when the images contain a significant amount of text or
legends occluding the data. This is not surprising considering the
fraction of real-world images that we used for training compared
to the total. Our sonification stage takes into account some of these
sources of errors in order to minimize their influence in the final
generated sound.

However, when looking at some real-world examples, we can
see that, in most of the cases, our approach performs well. Figure
5 shows two examples of our results. As it can be observed, our
approach is able to generate clean and accurate bar and line charts
removing all elements that are not part of bars or lines, such as grid
lines, labels and tick marks.

As we explained in section 4.5, our sonification approach nat-
urally permits the differentiation of line and bar charts, and it is
significantly eased by the very clean binary images that our system
produces. Reviewers can find code, repositories and demo videos
showing examples of sonifications for several different kinds
of charts at our github site: https://sonificationUC.
github.io.

6. CONCLUSIONS AND FUTURE WORK

Even though these are preliminary results, based on a relatively
simple FSCN deep network architecture and small datasets, we
have shown that this approach could result in a very useful tool for
automatic auditory graph generation directly from the pixel infor-
mation of bar and line chart images. In summary, we believe that
a denoising approach is a viable path for this task.

We decided to focus on a data extraction process and not on
a previous classification task, as we found that there is plenty of
research devoted to that topic and much fewer work is targeted to
the data extraction. Additionally, we believe that our sonification
approach allows the user to infer the type of chart (e.g. bar, line,
etc.) directly from the generated sound.
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Figure 5: Examples of results. Our approach is able to generate the
charts seen in the right column (b and d) directly from the source
images shown in the left column (a and c). In these particular
cases, these source images were obtained from the internet. All
elements that are not part of bars or lines, such as grid lines, la-
bels and tick marks, were successfully removed from the original
images.

In this paper we were not focused in the extraction of the ab-
solute numerical quantities contained in a chart, but rather in the
relative values of bars or the estimation of the overall shape of a
curve. The extraction of the absolute values, which is much more
complex task, is planned for future work.

We acknowledge that there is room for additional improve-
ments. In terms of the current errors of our approach for real-world
images, we have identified that most of the errors are generated at
the borders of the images or when the images contain a significant
amount of text or legends occluding the data. To improve perfor-
mance, we are looking forward to dramatically increase the sizes
and variety of our datasets, to refine the network architecture, to
include robust text analysis, contextual information and color, to
incorporate chart classification stages and to implement several al-
ternative sonification strategies, with the aim of combining all of
these items into a usable and freely available auditory graph tool
for visually impaired users.

Finally, it is of utter importance to conduct user tests, specif-
ically aimed towards visually-impaired people, to determine the
usability and precision of our approach from a perceptual stand-
point.
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