
EDITORIAL

A Multi-Perspective Framework for Research on (Sustainable)
Autonomous Systems

Roman Beck • Jens Dibbern • Martin Wiener

Published online: 3 May 2022

� The Author(s), under exclusive licence to Springer Fachmedien Wiesbaden GmbH 2022

1 Introduction

The ongoing digital transformation is challenging the way

in which business is conducted and value is created and

captured (Vial 2019). While prior digitalization waves

focused on replacing paper as physical carrier of infor-

mation, leveraging the Internet as global communication

infrastructure, and developing reactive, partly automated

business processes and systems (e.g. Legner et al. 2017),

the next wave will be about transforming these processes/

systems into proactive autonomous systems (AS). Such

systems represent complex ‘‘systems of systems’’ with

different maturities, qualities, reliabilities, and perfor-

mances, which may develop their own dynamics (Board-

man and Sauser 2006; Maier 1999). In the information

systems (IS) context, a common characteristic of AS is

their reliance on large amounts of data, along with the use

of advanced technologies—such as the Internet of Things,

Artificial Intelligence (AI), Machine Learning, or Block-

chain—that allow for gathering and processing ‘big’ data

with limited, or even no, human involvement.

Today, AS can be found in various fields of application.

Popular examples include driverless cars, smart cities, and

smart homes, which often rely on a combination of sensors,

algorithms, and self-executable code. Besides these tangi-

ble AS that link the physical world to the information

world (Barrett 2006), we note a growing number of

intangible AS in the form of software systems that operate

either entirely in the background or at the interface with

humans. Examples are intelligent chatbots, smart contracts,

and recommender systems (Murray et al. 2021a; Pfeiffer

et al. 2020; Rutschi and Dibbern 2020; Wang et al.

2019a, b), as well as algorithmic management and control

systems, such as the ones used by Uber and other gig

economy firms to manage their digital workforce (Cram

and Wiener 2020; Möhlmann et al. 2021; Wiener et al.

2021).

Even though AS are designed, developed, and imple-

mented in a process of socio-technical interaction, once in

use, the embedded technology takes on the role of an

autonomous agent (or actor) that can make decisions and

perform actions independently of humans (Baird and

Maruping 2021). In other words, what has been created in a

socio-technical way by implementing patterns—including

organizational rules, as well as social norms and values—

into a technical system, turns into a techno-social system

once operating, where social agents in the organizational

environment respond to the technical system and where the

system may self-adapt to environmental changes. Thus,

agency, decision rights, and responsibility are handed over

to technology agents, while the ultimate accountability and

decision rights to change these systems still reside with the

governing entity owning those systems (Kellogg et al.

2020).1 This asks for a better understanding of AS in a

broader context, where the autonomy of technical systems

as agents must be analyzed in relation to human agents. In

fact, changes in the autonomy of one (human or technol-

ogy) agent may have consequences for the autonomy of
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another agent. Accordingly, the notion of ‘‘conjoined

agency’’ between human and technology agents has been

conceptualized as one way to acknowledge new types of

interdependencies that arise in the course of increasing

technology autonomy (Murray et al. 2021b).

Another way to view AS is by consideration of their

temporal dimension, as captured by the notion of sustain-

ability, which generally refers to some long-term existence.

This means that, once in use, AS should be able to exist and

technology agents embedded in these systems should be

able to fulfill their function for a longer period of time

without human intervention, as otherwise they cannot be

considered being really autonomous. In this sense, sus-

tainable autonomous systems (SAS) may refer to self-

learning technical systems that are constantly improving

themselves, such as an autonomous vehicle that, on a daily

commute, keeps optimizing the route it takes. Put differ-

ently, SAS are characterized by their ability to adapt to

changing circumstances and be responsive to environ-

mental changes. In doing so, SAS may not only optimize

themselves in accordance with some predefined output

criteria (e.g., quality or performance), but also with regard

to their consumption of resources (e.g., an autonomous

vehicle constantly improving its fuel consumption). On a

larger scale, this points to another perspective on sustain-

ability directed towards the effects of AS use and opera-

tion. As such, sustainability may also concern the long-

term economic, social, and environmental effects of using

AS (Hart and Milstein 2003), commonly referred to as the

‘‘3Ps’’ (profit, people, and planet) of the triple bottom line

(Elkington 1997). This perspective includes the effects of

SAS on the efficient use of tangible resources, such as

energy (e.g., smart offices), space (e.g., smart cities), food

(e.g., smart fridges), or natural resources (e.g., smart agri-

cultures), as well as their effects on intangible resources,

such as the longevity of data (e.g., for auditing purposes) or

human and social capital in general.

While the debate around SAS is not new, the emergence

of blockchain has fueled innovative solutions, but also

concerns regarding the energy consumption of blockchains

based on the so-called ‘‘proof of work’’ consensus mech-

anism (Sedlmeir et al. 2020). While ecologic sustainability

is one important aspect of SAS, there are further aspects

that need to be considered. For example, as unintended and

unforeseen second-order or spillover effects can result from

the deployment of SAS, the question must be answered if

we really want to rely on systems that are on ‘autopilot.’

Here, critical ethical questions arise (Tang et al. 2020),

including questions of fairness regarding the decision rules

according to which AS act (Dolata et al. 2021); for

instance, how a driverless car should react to unforeseen

circumstances affecting humans (Kirkpatrick 2015).

In recent years, IS research has begun to pick up the

concept of autonomy and to study it from different per-

spectives. Thereby it is important to note that the concept

of autonomy is by no means new to the IS field. For

example, autonomy has been an inherent characteristic of

intelligent software agents (Jennings et al. 1998), which

have been subject of research in various fields of applica-

tion, such as supply-chain automation and improvement

(Nissen and Sengupta 2006) or electronic auctions (Ado-

mavicius et al. 2008). It is only recently, however, that the

concept of autonomy has gained increasing interest with

regard to the phenomena described above.

Against this backdrop, in this editorial, we seek to

synthesize and integrate different autonomy concepts and

develop a framework that can serve as a basis for future

research on (S)AS in various IS contexts and settings. In

particular, drawing on the IS and related literatures, we first

identify and review different autonomy concepts and their

definitions. On this basis, we then elaborate on the rela-

tionships among those concepts and present a multi-per-

spective framework for studying (S)AS in a broader

‘‘systems of systems’’ context along with promising

directions for future research. Our framework has been

inspired by the existing literature on autonomy and AS, as

well as the experiences we made as editors during the

review process for our special issue on SAS in BISE. In

total, we received 12 papers out of which two were

accepted and published in this issue.

2 Synthesizing Autonomy Concepts

The concept of autonomy has been of interest in IS

research and related fields, such as management and

organization sciences, for quite some time. Specifically,

scholars have been interested in understanding how, why,

and under what circumstances autonomy is assigned to

human agents (e.g., at the individual, team, or organiza-

tional level), or designed ‘into’ technology agents, and

what the consequences or outcomes of such assignments or

designs are. Also, in an organizational context, granting

autonomy has often been viewed as paradoxical, given that

it arguably contradicts with the common view of organi-

zations as hierarchies, control systems, or complex systems

characterized by interdependencies. For example, Wiedner

and Mantere (2019, p. 659) have asked ‘‘how organizations

divest or spin off units with the aim of establishing two or

more autonomous organizational entities while simultane-

ously managing their continued interdependencies.’’ In

fact, one may view the principles of control and direction

as antipodes of autonomy. This inherent tradeoff is also

visible in the various definitions of autonomy. On the one

hand, these definitions have in common that autonomy
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refers to an agent’s freedom of action, choice, and deci-

sion-making without being constrained, restricted, or con-

trolled by others (see Table 1); that is, the control should

reside with the autonomous entity, instead of an external

one. On the other hand, however, autonomy is often

granted by others (e.g., in an act of delegation of decision

rights and responsibilities), which may be seen as a clas-

sical principal-agent relationship (Eisenhardt 1989; Fama

1980; Jensen and Meckling 1976). In such a relationship,

the principal is typically viewed as the one who controls

and monitors the actions of the agent (as opposed to the

agent self-controlling its actions). As such, it is of little

surprise that the role of technology has traditionally been

limited to an assisting function that needs to be instru-

mentalized in order to improve organizational outcomes,

including efficiency, effectiveness, and innovation. In other

words, human beings have often been assumed to keep full

control over technology (i.e., its functions and outcomes),

as well as its usage (Bhattacherjee 1996, 1998), even if a

certain task had been fully automated. However, it has soon

been recognized that technology, once in place, may create

its own agency in that the rules and mechanisms embedded

in a given technology can change organizations in unex-

pected ways (Markus 1983; Markus and Robey 1988;

Orlikowski 1992). This is also nicely reflected in the con-

cept of technology affordance, which implies that a given

technology may be used in various ways that are difficult to

predict (Leonardi 2011; Strong et al. 2014). In fact, one of

the sources of this variability of technology affordances

lies in the autonomy of its users (i.e., their freedom of using

the technology in ways that may not be fully prescribed by

those that developed the technology). As well, the agency

of technology is visible in the concept of drift, where

digital technologies, once being implemented and used,

often enter into a process of ‘‘deviating from their planned

purpose for a variety of reasons often outside anyone’s

influence’’ (Ciborra 2000, p. 4). In a similar vein, actor

network theory has emphasized the role of the technolog-

ical artifact as a (non-human) actor that can take on agency

and serve as a source of action (Latour 1996).

However, if technology is viewed as a new (non-human)

agent that has autonomy, then it also seems obvious that

this agent cannot be considered in isolation but must be

viewed and understood in relation to its surrounding agents

and their autonomy. Further, autonomy as a state and with

respect to a particular task/action can only be attributed to

one type of agent, which means that surrounding agents

must grant or accept this autonomy and may act as possible

counterparts of the new autonomous agent. In contrast,

extant studies tend to focus on one particular autonomy

concept or perspective, such as IT tool autonomy (Seidel

et al. 2019) or the question of how human designers are

influenced by a design tool taking autonomous actions (Ye

and Kankanhalli 2018). In this regard, to the best of our

knowledge, a systematic attempt to synthesize existing

autonomy concepts is still lacking. Accordingly, drawing

on a review of prior literature, we put together a systematic

overview of different autonomy concepts and their defini-

tions (see Table 1), thereby explicitly distinguishing

between the relevant human/social and technology agent

(who?) and the relevant task and/or its properties (what?).

On this conceptual basis, we will elaborate on the inter-

relations among human, technology, and task autonomy in

the following section.

3 Multi-Perspective Framework of (Sustainable)

Autonomous Systems

As can be inferred from Table 1 (see above), the various

concepts of autonomy differ in terms of two main attri-

butes, namely the agent (who?) and the task and/or its

properties (what?). Here, relevant agents can be described

and distinguished in various ways, including the distinction

between human versus non-human (i.e., technology)

agents; the level of analysis (e.g., individual, team, or

organizational level); and the specific role or type (e.g., a

user or a designer representing a human being versus a

design tool or a particular IT system representing a tech-

nology agent). Similarly, relevant tasks may be described

in general terms (e.g., high-level actions or organizational

practices), or at a more detailed level, with reference to a

specific sub-task or tasks (e.g., task scheduling, sequenc-

ing, and timing) and/or with reference to a particular task

domain (e.g., software design).

Adding to this, by closer examination of the various

autonomy concepts, it also becomes apparent that their

definitions vary in terms of autonomy properties (how?);

i.e., the specific attributes/features that different authors

associate with autonomy. Corresponding properties of

autonomy are expressed in two ways: in an inclusive way,

such as having freedom or having discretion over how a

task is being carried out (e.g., in terms of task scheduling

and/or work methods); and, often in addition, in an ex-

clusive way (in relation to other agents), such that actions

can be carried out independently of others, or without the

involvement, influence, and control of others. Interestingly,

it is exactly this ‘exclusion of others’ that is often ques-

tioned and in fact subject of investigation, with the over-

arching question frequently being whether, in practice, any

agent is able to act truly and fully autonomously (i.e.,

without involvement of, interdependency with, and control

by others). In other words, an autonomous agent is not

isolated from the rest of the world. As soon as an auton-

omous agent carries out a particular act, it often must

interact with others, influences the actions of others, and/or
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Table 1 Overview of autonomy concepts (and selected sub-concepts) and their definitions

Basic

concept

Definition (of sub-concept) Human/social

agent (who?)

Technology

agent

(who?)

Task and/or task properties

(what?)

Autonomy

in general

‘‘Broadly speaking, autonomy refers to an actor’s experience of being able
to act freely, without being obstructed by external interference.’’ (Wiedner
and Mantere 2019, p. 661–662)

Any type of agent Acting

(in general)

‘‘In general, autonomy describes an […] agent’s ability to act
independently and self-determined. While self-determination allows for
acting on one’s own responsibility, independence entails that an agent’s
actions are not controlled by an external instance (…) ’’ (Janiesch et al.
2019, p. 164)

Any type of agent Acting

(in general)

Human
autonomy

‘‘Autonomy refers to the extent to which people feel free to make their own
choices and initiate their own actions (Deci and Ryan 1985 2000).
Autonomy is a basic psychological need for self-governance, and
individuals feel autonomous when they experience personal endorsement of
their actions (Deci and Ryan 2000; Ryan and Deci 2006).’’ (Sara et al.
2016, p. 284)

Individual
person

N/A Actions and choices (in general)

‘‘Professional autonomy is generally defined as professionals’ having
control over the conditions, processes, procedures, or content of their work
according to their own collective and, ultimately, individual judgment in the
application of their profession’s body of knowledge and expertise.’’ (Walter
and Lopez 2008, p. 207)

(Individual)
professional

N/A Application of expertise and
knowledge (in general)

‘‘Scholars have generally understood autonomy in the workplace as the
ability to exercise a degree of control over the content, timing, location, and
performance of activities.’’ (Mazmanian et al. 2013, p. 1337)

(Individual)
worker

N/A Performance of work activities
(in general)

‘‘Team autonomy also allows those closest to tasks to make critical task
decisions … without having to compromise to secure support from parties
with their own agendas, such as senior managers.’’ (Haas 2010, p. 990)

Team N/A Task-related decision-making

(in general)

‘‘…organizational autonomy refers to performing organizational practices
without explicit direction or approval from others, while organizational
independence refers to performing practices without being influenced by
others.’’ (Wiedner and Mantere 2019, p. 662)

Organization N/A Organizational practices (in
general)

Technology
autonomy

‘‘…IT autonomy describes the ability of an (artificial) agent to make
decisions and execute corresponding actions in an independently and self-
determined manner.’’ (Janiesch et al. 2019, p. 165)

N/A (IT-based)
artificial agent

Decision-making and execution
of corresponding actions (in
general)

Autonomous means ‘‘the system should be able to act without the direct
intervention of humans (or other agents) and that it should have control
over its own actions and internal state’’ (Jennings et al. 1998, p. 276)

N/A (IT) system Acting (in general)

‘‘Autonomous software tools that make decisions independent of the
designer. […] Autonomous tools employ artificial intelligence methods,
including machine learning, pattern recognition, meta-heuristics, and
evolutionary algorithms to generate design artifacts beyond any human’s
capabilities.’’ (Seidel et al. 2019, p. 50–51)

N/A Software tool Decision-making and execution
of design actions (in general)

Task
autonomy

‘‘We define design autonomy as the extent to which individuals perceive
that the platform allows them freedom and discretion to schedule work,
make decisions, and choose methods for design and innovation (…) ’’ (Ye
and Kankanhalli 2018, p. 166)

(Individual)
user

(Digital)
platform

(Innovative)

service design

‘‘…[task] autonomy comprises three dimensions (Morgeson and Humphrey
2006), scheduling autonomy (i.e., the degree of freedom people have
regarding the scheduling, sequencing, or timing of their task)…’’ (Ye and
Kankanhalli 2018, p. 170)

(Individual)
user

(Digital)
platform

Task scheduling, sequencing,
timing

‘‘…decision making autonomy (i.e., the extent of freedom people have
regarding the choice of task type and task goals)…’’ (Ye and Kankanhalli
2018, p. 170)

Choice of task type and goals

‘‘…and work-method autonomy (i.e., the degree of choice people have
regarding the procedures or methods for performing tasks) (…). People
may perceive high autonomy when there are limited instructions and
requirements imposed on them (…). In contrast, if there are many rules,
norms, and restrictions, users may perceive low autonomy during the
process of new service design.’’ (Ye and Kankanhalli 2018, p. 170)

Task performance (methods and
procedures)
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its actions have consequences for others (e.g., the institu-

tion for which the work is being carried out or the owners

of assets), so that at least the outcome or the way in which

the task is being carried out matters for an external stake-

holder. Also, even if an autonomous agent replaces the

work of another agent, the act of replacement may be

viewed as an act of interaction, where the replaced agent is

likely to be influenced in its own autonomy. Moreover, the

initial formation or design of an autonomous agent typi-

cally involves other agents as well.

Given the above, we argue that different agents (char-

acterized by some form of autonomy), as well as their

relations to each other and relevant tasks, represent inher-

ent key features of any (S)AS. As such, it is important to

clearly define the system boundaries and to consider pos-

sible linkages between relevant agents and their sur-

roundings, since, by definition, the autonomy of one agent

depends on its relations to other agents. This appears to be

of particular importance when considering the installation

of a new autonomous agent as an act of change (i.e., one

that changes the way in which work has been carried out

previously). More specifically, it means that ‘someone’

must define or design the new agent and that ‘someone

else’ will be affected (e.g., by being replaced or by having

to interact with the new agent). Corresponding linkages

across autonomous agents are inherent in any

conceptualization of (S)AS and hence should be considered

when researching such systems.

Against this backdrop, we derived a multi-perspective

research framework capturing the key building blocks of

(S)AS; namely, human and technology agents (who?)

having at least some level of autonomy over carrying out

some kind of task(s) (what?). Here, notable tensions are

likely to arise in the course of defining and attributing

autonomy to particular human agents and/or technology

agents, especially if they have to interact with each other,

as reflected in the notion of conjoined agency (Murray

et al. 2021a, b). For example, one possible tension that may

arise concerns the question of who is responsible for con-

trolling the process and outcome of relevant work tasks.

Moreover, tensions related to control, as well as other

tensions, may be triggered, or intensified, by specific

events, such as contextual changes in environmental con-

ditions (e.g., a change in task regulations necessitating an

adaptation of the AS), pointing to the need for considering

the sustainability of AS (i.e., SAS). A graphical represen-

tation of our framework is provided in Fig. 1.

Task autonomy 
«What?»

Human autonomy
«Who?»

Technology autonomy
«Who?»

(Sustainable) 
autonomous 

systems

Context and contextual changes
(e.g., at the institutional, environmental, 
and societal level)

Fig. 1 Framework of (sustainable) autonomous systems
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4 Framework Illustration: Decentralized Autonomous

Organizations

In the following, we will use the example of decentralized

autonomous organizations (DAOs) to illustrate how the

above-introduced (S)AS framework can be applied. DAOs

have arisen as one of many socio-technical innovations

attributed to the introduction of the blockchain technology.

In prior literature, DAOs are defined as ledger-enforced,

value-creating entities that solely run on the blockchain

without interference of a single source of authority or

governance. All rules and incentive structures are codified

in smart contracts to achieve ‘‘self-operation, self-gover-

nance, and self-evolution’’ (Wang, et al. 2019a, b, p. 871).

Based on our (S)AS framework, we can explain DAOs

and their ability to autonomously enact control and being

controlled in a recursive dynamic process (Yeung 2019).

Figure 2 illustrates the relations between human, technol-

ogy, and task autonomy in a blockchain-based DAO

environment where human agents and technology agents

(also referred to as ‘‘actors’’ in the literature on DAOs)

interact in a triadic relationship between rules, DAO pro-

tocol, and practices. This triadic relationship mirrors the

general ‘‘trifecta’’ of an IT-based regulation system that is

‘‘made up of rules, practices and IT artifacts and their

relationships’’ (De Vaujany et al. 2018, p. 755), which in

turn serves as a promising lens to instantiate our (S)AS

framework in the DAO context. Generally, rules describe

the regulating statements directing an active agent in a

network (based on Giddens 1984). In the context of DAOs,

rules define the way in which particular tasks, processes, or

transactions should be carried out. In the DAO protocol

(technology agent), these rules are defined by the DAO

community members (human agents) in the form of chunks

of code (smart contracts). Practices result from the exe-

cution of the rules inscribed in the DAO protocol; that is,

rules are automatically executed whenever a set of criteria

defined in the smart contract is met.

The triadic relationship between rules, DAO protocol,

and practices can be understood as a triadic relationship

between human, technology, and task autonomy (see

Fig. 2). In other words, an IT-based regulation system can

be expressed as a SAS. Here, the definition of rules and its

materialization in the DAO protocol may be conceptual-

ized as SAS design, whereby human autonomy in defining

the rules directly translates into technology autonomy in

executing the rules in the form of practices (i.e., task

autonomy). This implies that there is an overlap between

SAS design and SAS use via the intermediary role of the

DAO protocol. Human agents (i.e., DAO community

members) exert autonomous control of the DAO via SAS

design, while technology agents (i.e., the DAO protocol)

exert autonomous control of the DAO through SAS use.

Taken together, this also implies that DAOs can be con-

sidered as an instrument to execute control through an

autonomously acting system; i.e., control through tech-

nology, and not control of technology. Such blockchain-

based organizations autonomously execute tasks with other

autonomous agents or in an interplay with human agents in

practice. Therefore, SAS in use can be regarded as techno-

social systems where technology agents, such as the DAO

protocol, enact control over other (external) agents. How-

ever, such an autonomously acting technology has been

designed by humans through encoding rules, such as DAO

Rules

DAO 
protocol PracticesTask 

autonomy

Control
materialization

Control-task
sensemaking

SAS design

SAS use

Human agent sphere
(human autonomy)

Technology agent sphere
(technology autonomy)

Fig. 2 SAS design and use in the context of decentralized autonomous organizations (DAOs) (based on De Vaujany et al. 2018)
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decision rights and responsibilities, in an act of control

materialization in the DAO protocol. While the SAS is

supposed to be in use over a longer time period, the

practices, as well as the originally implemented rules, may

not be aligned with community member goals and/or

contextual conditions forever. In the face of contextual

changes, context-related tensions may arise (DuPont 2017).

In a continuous sensemaking process between controls

inserted into the DAO and rules executed by the DAO (i.e.,

practices), the desire to adjust rules (i.e., to implement

different control instantiations within the DAO) may arise

in the human agent sphere. Figure 2 illustrates these

interdependencies, where human agents autonomously

assess the rules and controls to be implemented in the

technology agent sphere (SAS design) and where the DAO

protocol autonomously executes tasks that enforce control

over both human and non-human agents (SAS use).

5 Future Research Directions

As illustrated by the DAO example above, we see a strong

need and bright future for research adding to our under-

standing of the implications surrounding the design,

development, and use of IS characterized by both auton-

omy (i.e., AS) and sustainability (i.e., SAS). Here, it should

be noted that neither autonomy nor sustainability are fixed

end states, or ultimate goals; rather, they represent IS

characteristics that need to be better understood as they

appear in various forms and degrees, change over time, and

have manifold consequences for individuals, organizations,

and society. In this regard, we hope that our synthesis of

different autonomy concepts, as well as our multi-per-

spective research framework of (S)AS will prove to be

useful in facilitating and guiding the design of exciting

future research studies on this topic.

In our original call for papers for this special issue, we

listed a series of potentially relevant research questions in

relation to the design and use of (S)AS along four more

general themes:

Enabling Conditions, Determinants, and Goals of (S)AS

Design and Use

• What goals drive the design, development, and use of

(S)AS and what potential tensions and/or paradoxes can

be associated with those goals?

• How do organizations create an effective balance

between different sustainability goals?

• Under what conditions do they prioritize certain goals

at the expense of other goals?

• How can (S)AS be designed to achieve a particular set

of objectives and ‘cushion’ its inherent tensions?

• What level of digital maturity and what dynamic

capabilities are needed for the value-enhancing use of

(S)AS?

Implementing (S)AS and Managing Their Use

• How can the implementation and use of (S)AS be

controlled and governed?

• Who should oversee corresponding control and gover-

nance activities?

• Designing and developing (S)AS from an end-to-end

point of view may require novel and mindful systems

engineering, evaluation, and testing approaches that go

beyond traditional ones; if so, how would such

approaches look like? Who would approve them?

• What criteria or requirements would have to be met to

ensure the proper functioning of (S)AS along with their

seamless integration into existing structures?

• How can interdependencies among different (S)AS be

managed in due consideration of sustainability?

Outsourcing (S)AS and Governing (S)AS-Based Orga-

nizations, Platforms, and Networks

• If the development of (S)AS was outsourced to third-

party vendors, who would ensure their adaptation to

environmental changes and how would this process be

governed?

• How should network and/or platform-based organiza-

tions—whose operations and business models tend to

be based on the use of algorithmic systems—be

governed and regulated with respect to sustainability

goals?

Ethical and Societal Implications of (S)AS

• What about the ethical dilemmas and issues arising

from algorithmic decision-making and how can man-

agers, organizations, and society cope with those

dilemmas/issues?

• What are the limitations of (S)AS and how can their

appropriate use be influenced by a societal discourse?

Some of these questions have already been addressed by

the two research articles (Heßler et al. 2022; Jussupow

et al. 2022) and the interview (Beck et al. 2022) published

in this special issue. In particular, Heßler et al (2022)

contribute to a better understanding regarding the link

between human and technology autonomy related to the

task of decision support on digital lending platforms.

Specifically, they find support for the perceived importance

of user (i.e., human) autonomy and empathy in decision-

making contexts characterized by self-humanization needs,

as is the case in prosocial digital lending platforms (as

opposed to for-profit lending platforms). They also find that

if users place stronger importance on their autonomy and

empathy, this is associated with higher degrees of algo-

rithm aversion and thus a stronger preference for human-
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like (as opposed to machine-like) decision support. Relat-

edly, Jussupow et al (2022) explore the tensions between

human and technology autonomy in relation to diagnostic

decision-making by studying how radiologists come to use

AI systems in different ways and what role AI-based

assessments play in this process if they confirm or dis-

confirm radiologists’ human-based assessments. Drawing

on a revelatory case study of an AI system used for stroke

diagnosis at a hospital, the study results show how radi-

ologists develop distinct system usage patterns through

three context-specific sensemaking processes: sensede-

manding, sensegiving, and sensebreaking. Further, the

authors find that radiologists’ diagnostic self-efficacy plays

a crucial but different role in each of the three sensemaking

processes.

Despite these interesting and valuable contributions to

the existing body of knowledge, of course, many of the

above-listed research questions remain open. As such, we

hope that our special issue on (S)AS, including the editorial

at hand, will provide researchers with some inspiration and

eventually lead to a vibrant stream of research on corre-

sponding systems in a broad range of IS contexts and

settings.
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Möhlmann M, Zalmanson L, Henfridsson O, Gregory RW (2021)

Algorithmic management of work on online labor platforms:

when matching meets control. MIS Q 45(4):1999–2022

Murray A, Kuban S, Josefy M, Anderson J (2021a) Contracting in the

smart era: the implications of blockchain and decentralized

autonomous organizations for contracting and corporate gover-

nance. Acad Manag Perspect. https://doi.org/10.5465/amp.2018.

0066

Murray A, Rhymer JEN, Sirmon DG (2021b) Humans and technol-

ogy: forms of conjoined agency in organizations. Acad Manag

Rev 46(3):552–571. https://doi.org/10.5465/amr.2019.0186

Nissen ME, Sengupta K (2006) Incorporating software agents into

supply chains: experimental investigation with a procurement

task. MIS Q 30(1):145–166

Orlikowski WJ (1992) The duality of technology: rethinking the

concept of technology in organizations. Organ Sci 3(3):398–427

Pfeiffer J, Pfeiffer T, Meißner M, Weiß E (2020) Eye-tracking-based

classification of information search behavior using machine

learning: evidence from experiments in physical shops and

virtual reality shopping environments. Inf Syst Res

31(3):675–691

Rutschi RC, Dibbern J (2020) Towards a framework of implementing

software robots: transforming human-executed routines into

machines. ACM SIGMIS Database 51(1):104–128

Sara KIM, Rocky Peng C, Ke Z (2016) Anthropomorphized helpers

undermine autonomy and enjoyment in computer games.

J Consum Res 43(2):282–302. https://doi.org/10.1093/jcr/

ucw016

Sedlmeir J, Buhl HU, Fridgen G, Keller R (2020) The energy

consumption of blockchain technology: beyond myth. Bus Inf

Syst Eng 62(6):599–608. https://doi.org/10.1007/s12599-020-

00656-x

Seidel S, Berente N, Lindberg A, Lyytinen K, Nickerson JV (2019)

Autonomous tools and design. Commun ACM 62(1):50–57.

https://doi.org/10.1145/3210753

Strong DM, Johnson SA, Tulu B, Trudel J, Volkoff O, Pelletier LR,

et al. (2014) A theory of organization-EHR affordance actual-

ization. J Assoc Inf Syst 15(2) 53–85. Retrieved from http://

search.ebscohost.com/login.aspx?direct=true&db=buh&AN=

94682722&site=ehost-live

Tang Y, Xiong J, Becerril-Arreola R, Iyer L (2020) Ethics of

blockchain. Inf Technol People 33(2):602–632. https://doi.org/

10.1108/ITP-10-2018-0491

Vial G (2019) Understanding digital transformation: a review and a

research agenda. J Strateg Inf Syst 28(2):118–144

Walter Z, Lopez MS (2008) Physician acceptance of information

technologies: role of perceived threat to professional autonomy.

Decis Support Syst 46(1):206–215

Wang S, Ding W, Li J, Yuan Y, Ouyang L, Wang F-Y (2019a)

Decentralized autonomous organizations: concept, model, and

applications. IEEE Trans Comput Soc Syst 6(5):870–878

Wang S, Ouyang L, Yuan Y, Ni X, Han X, Wang F (2019b)

Blockchain-enabled smart contracts: architecture, applications,

and future trends. IEEE Trans Syst Man Cybernetics Syst

49(11):2266–2277

Wiedner R, Mantere S (2019) Cutting the cord: mutual respect,

organizational autonomy, and independence in organizational

separation processes. Admin Sci Q 64(3):659–693. https://doi.

org/10.1177/0001839218779806

Wiener M, Cram WA, Benlian A (2021) Algorithmic control and gig

workers: a legitimacy perspective of Uber drivers. Eur J Inf Syst.

https://doi.org/10.1080/0960085X.2021.1977729

Ye H, Kankanhalli A (2018) User Service innovation on mobile

phone platforms: investigating impacts of lead userness, toolkit

support, and design autonomy. MIS Q 42(1):165-A169

Yeung K (2019) Regulation by blockchain: the emerging battle for

supremacy between the code of law and code as law. Mod Law

Rev 82(2):207–239

123

R. Beck et al.: A Multi-Perspective Framework for Research on (Sustainable), Bus Inf Syst Eng 64(3):265–273 (2022) 273

https://doi.org/10.1287/orsc.1120.0806
https://doi.org/10.1287/orsc.1120.0806
https://doi.org/10.5465/amp.2018.0066
https://doi.org/10.5465/amp.2018.0066
https://doi.org/10.5465/amr.2019.0186
https://doi.org/10.1093/jcr/ucw016
https://doi.org/10.1093/jcr/ucw016
https://doi.org/10.1007/s12599-020-00656-x
https://doi.org/10.1007/s12599-020-00656-x
https://doi.org/10.1145/3210753
http://search.ebscohost.com/login.aspx?direct=true&db=buh&AN=94682722&site=ehost-live
http://search.ebscohost.com/login.aspx?direct=true&db=buh&AN=94682722&site=ehost-live
http://search.ebscohost.com/login.aspx?direct=true&db=buh&AN=94682722&site=ehost-live
https://doi.org/10.1108/ITP-10-2018-0491
https://doi.org/10.1108/ITP-10-2018-0491
https://doi.org/10.1177/0001839218779806
https://doi.org/10.1177/0001839218779806
https://doi.org/10.1080/0960085X.2021.1977729

	A Multi-Perspective Framework for Research on (Sustainable) Autonomous Systems
	Introduction
	Synthesizing Autonomy Concepts
	Multi-Perspective Framework of (Sustainable) Autonomous Systems
	Framework Illustration: Decentralized Autonomous Organizations
	Future Research Directions
	References




