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Abstract 
Social media is commonly used by organizations to address customer service issues like complaints. For 
example, this is common in the airline industry, but not all organizations utilize it. However, the latest 
natural language processing (NLP) techniques can enable organizations to identify complaints—and other 
social media customer service opportunities—automatically. This exploratory work demonstrates a system 
for identifying complaints in social media using these NLP techniques that significantly improves upon 
the current state-of-the-art. We discuss implications for research, practice and future work. 
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Introduction 
Organizations now widely use social media for responding to customer service complaints. A prime 
example of this is the airline industry, where some firms heavily rely on this approach. This is 
understandable as air travelers often encounter delays, which can result in long waits for customer service 
agents, both in the airport and in call centers. Social media offers an opportunity for restless travelers to 
vent their frustrations to an ever-present online audience. However, complaints by influencers can quickly 
propagate through social networks to the detriment of airlines (Gunarathne et al. 2018). Thus, it is critical 
that airlines identify and address social media complaints quickly; oftentimes complaining on social 
media works out better for customers than complaints directed through other channels (Gunarathne et al. 
2015), especially for influencers (Gunarathne et al. 2017). 
Airlines’ use of social media customer service (SMCS) is not difficult to observe. Table 1 contains data 
from two Twitter interactions collected in November of 2021 that are demonstrative of airline SMCS in 
practice. Tweets depicted in the first two rows illustrate an interaction between a disgruntled customer 
and United Airlines. In this interaction we see that United responded quickly – within three minutes – 
and resolved the issue. In the last two rows of this table, we see an interaction between Neil Druckman, a 
social media influencer, and Delta Airlines, about his bags being lost by the airline. In this interaction we 
observe a response that is very different because Delta takes nearly 12 hours to reply. It is interesting that 
the Tweet was retweeted hundreds of times and liked thousands of times before Delta was able to 
respond. Ultimately, Druckman did thank Delta for the quality customer service when his bags finally 
arrived at his destination, but not before the damage was done. Responding earlier could have 
successfully mitigated the negative publicity that this Tweet created. 

Airlines are not alone in using social media as a channel for customer service; reputable organizations 
across a wide variety of industries have recognized the value of using social media to this end (Guo et al. 
2020). To explore this topic more deeply, big data analytics techniques could be very useful (Gunarathne 
et al. 2015), such as for classifying complaints, compliments or other customer service opportunities. 
Previous work has explored the use of machine learning techniques for classifying complaints in social 
media data, and surprisingly deep learning was found to be inferior to simple feature extraction and 
logistic regression (Preotiuc-Pietro et al. 2019).  
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In this preliminary study, we demonstrate that the latest deep learning techniques for natural language 
processing (NLP) achieves a significant increase in performance over the previous state-of-the-art 
techniques (Preotiuc-Pietro et al. 2019) for SMCS complaint classification. Drawing on the strong 
capabilities of these powerful techniques, we discuss the implications for applying these techniques to 
SMCS information systems (IS) research. 

User Date Time Tweet 

@TanayLakhani 12/19/21 9:51 
PM 

@united flight UA684 is delayed by 2 and half hours. We 
missed our hotel checkin window. Please provide whom 

to contact for reimbursement.  

@united 12/19/21 9:54 
PM 

Hello, Tanay. We are sorry to hear about this travel 
disruption. Once your travels are complete, you can file a 
formal claim with our Customer Care team for possible 
comepnsation options. When you have a moment, you 

can file your claim, here: fly.united.com/jThXh9. 

 

 
  

@Neil_Druckman 12/9/21 5:04 
PM 

Me: Let's fly @delta. It can't be as bad as last time.   

All baggage lost  

Hours on hold  
Delta: Yes, we can see you checked your bags in, but we 
have no clue if they were loaded onto the original flight, 

the connecting one or neither. 

 

 
Me:  🙁  

Delta: Thanks for choosing Delta!  

@Delta 12/10/21 4:59 
AM 

Hi! This is Robin in the Delta Baggage Service Center. 
Please use this DM link to send us a private message and 

I'll be able to further assist you. 

 

 
Table 1. Airline Social Media Customer Service Examples on Twitter 

Methodology 
Deep transfer learning has been an effective method for a variety of tasks for over a decade (Bengio 2012). 
More recently, these techniques have become widespread in the area of NLP due to the advent of the 
transformer architecture (Vaswani et al. 2017) and other advances in NLP involving deep transfer 
learning (Howard and Ruder 2018). Gruetzemacher and Paradice (2022) describe these recent advances, 
and their implications for IS research, in depth. This study demonstrates the power of these techniques 
for a practical business application with simple, baseline transformer language models.  
Statistical language models are an NLP method that essentially functions to predict the next word in a 
sentence. Therefore, they can be used for tasks like autocomplete, but also for text generation tasks 
including in conversational agents, for report generating, for question-and-answer tasks, etc. Transformer 
language models first emerged in the summer of 2018 from OpenAI with the Generative Pretrained 
Transformer (GPT; Radford et al. 2018) and have rapidly become one of the most widely used NLP 
techniques. A more recent version of OpenAI’s GPT, GPT-3 (Brown et al. 2020), has led to dramatic 
changes in thinking about AI capabilities that has resulted in the emergence of essentially a new paradigm 
described as foundation models.   
Google’s BERT language model (Devlin et al. 2019) is widely thought to be a good baseline for 
benchmarking transformer language model performance. BERT is an autoencoding transformer language 
model that is well-suited for discriminative tasks and has been adapted for a wide variety of tasks ranging 
from science (Beltagy et al. 2019) to finance (Araci et al. 2019) to conversational question and answering 
systems (Reddy et al. 2019). Because BERT is a standard baseline, and the most widely used transformer 
language model, we selected it as the first model to use for our SMCS classification task. RoBERTa (Liu et 
al. 2019) is a robustly optimized version of BERT resulting from a replication study that explored using 
training data and emphasized the significance of hyperparameters tuning, outperforming BERT. 
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BERT is a relatively large language model (Devlin et al. 2019) and requires the use of graphics processing 
units or other co-processors due to the large amount of computation required for training and fine-tuning. 
The bulk of the heavy computation is conducted during pretraining by large tech firms, and then 
pretrained models are released to the public. These pretrained models contain a lot of knowledge about 
the world because they are trained on very large corpora, like Wikipedia and Google Books corpora. Using 
the process of fine-tuning, this knowledge can be transferred to downstream, domain-specific tasks. Here, 
the knowledge is being transferred to the task of classifying social media complaints. 
In this study, we use the standard model sizes of BERT (Devlin et al. 2019) and RoBERTa (Liu et al. 
2019). BERT-large and RoBERTa-large typically perform better but require greater computational 
resources for training and fine-tuning. Since this is an exploratory study, we selected to simply use the 
base models. BERT and RoBERTa are no longer state-of-the-art on any common NLP benchmarks (Wang 
et al. 2019), but they are still some of the most widely used language models for many applications 
because they are well-suited for fine-tuning tasks due to their strong adaptability. While newer models 
may lead to increased performance, a systematic comparison of transformer language models is beyond 
the scope of this study, and BERT and RoBERTa are effective for demonstrating the strengths of models 
relative to previous deep learning techniques for NLP.  
Fine-tuning of the models was conducted using Google Colab notebooks utilizing graphics processing 
units for the deep learning computation. Fine-tuning is implemented in a supervised learning fashion, by 
further training the pretrained model on the labeled, complaint classification dataset. We used 10-fold 
cross-validation and default hyperparameters without any hyperparameter tuning, so the results 
approximate those of test data.  

Preliminary Results 
Preotiuc-Pietro et al. (2019) presented a labeled dataset for classifying complaints collected from Twitter. 
These complaints were taken from the Twitter API based on 93 usernames of firms that actively used their 
accounts to reply to complaints. In total, this dataset contains 3,499 Tweets that are labeled for binary 
classification as either a complaint or not a complaint, and the data is available online. The results 
previously demonstrated by Preotiuc-Pietro et al. are representative of the previous state-of-the-art. Both 
techniques used in the 2019 study involve deep learning, but the use of deep learning for feature 
extraction was slightly better. 
The results are shown in Table 2. The highest results are emphasized with bold. BERT outperforms the 
previous state-of-the-art for all metrics, and by a significant margin. However, as expected, RoBERTa 
outperforms BERT by a significant margin. We report precision and recall because they illustrate that 
much of the overall gains in performance for RoBERTa are due to improved recall.  

  ROC AUC Accuracy F1 Precision Recall 
BERT-base (this study) 0.935 0.867 0.795 0.865 0.753 
RoBERTa-base (this study) 0.952 0.893 0.847 0.87 0.83 
Logistic regression w/ deep features (2019) 0.873 0.805 0.78 - - 
Long short-term memory (2019) 0.864 0.802 0.77 - - 

Table 2. Transformer Language Model Results for SMCS Complaint Classification 

Discussion, Future Work & Implications 
With simple fine-tuning of the RoBERTa-base model we were able to achieve a new state-of-the-art on the 
task of SMCS complaint classification. The performance of this model could be trivially improved by 
simply using more computational resources to fine-tune RoBERTa-large. Further improvement could be 
obtained in a straightforward manner with different pretraining strategies or better suited language 
models (Gruetzemacher and Paradice 2022).  
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Future Work 

With respect to IS theory, we see future work using similar deep learning tools as offering opportunities to 
extend existing theory related to SMCS (Gunarathne et al. 2018). Specifically, we see strong potential for 
investigating differential customer service on social media across industries and across cultures. This has 
not previously been possible, but these new techniques, including multilingual transformer language 
models (Conneau et al. 2020), offer unique opportunities for IS researchers to leverage big data and 
machine learning, and particularly for continuing this project.  

With respect to the methodology, we see future work exploring the unique characteristics of different 
transformer language models for the task of SMCS complaint classification, particularly in the context of 
using these tools for decision support or expert systems. This would make for a valuable contribution to 
the literature as we are aware of no existing work documenting the pros and cons of these different 
models for applications in business. 

Implications for Research and Practice  

Although it is only beginning to be applied in IS research (Samtani et al. 2020), deep learning clearly has 
tremendous promise for both research and practice. Similarly, the advanced NLP techniques 
demonstrated here have especially strong potential for IS research (Gruetzemacher and Paradice 2022) 
and practice (Gruetzemacher 2022). 
The application of the big data driven techniques described in this paper—like transformer language 
models—to other, IS research problems offers significant implications for future IS research in 
applications well beyond SMCS. Particularly, we feel that multilingual language models (Conneau et al. 
2020) hold tremendous potential for future IS research because they unlock multilingual textual analysis 
that is a very promising area, but which has been scarcely tapped into (Ebrahim et al. forthcoming; 
George et al. 2018). 
This work also carries significant implications for practice. As the second example in Table 1 illustrates, 
organizations like Delta are not effectively utilizing decision support systems and expert systems for 
identifying customer service opportunities involving social media influencers. Consequently, the 
development and deployment of SMCS decision support systems and expert systems based on the 
techniques demonstrated in this work could have immediate significant advantages for firms that do not 
use them. Such systems can make SMCS interactions—like that demonstrated in the first example of Table 
1—possible with minimal resources; it may even be possible to automate many interactions like this using 
expert systems to support social media bots. 

Conclusion 
In this preliminary work we demonstrate the power of using transformer language models and deep 
transfer learning to achieve state-of-the-art performance on SMCS complaint classification. This is an 
important task, and given our choice of a modest, baseline transformer language model, it is clear that 
further improvements over the results presented here can be obtained in a straightforward fashion. This 
work has significant implications for future work involving social media customer service because it 
shows that deep learning can be applied to big data with strong enough performance to be used for more 
practical applications to gain greater insight into firms’ practices involving customer service via social 
media.  
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