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Abstract 

Pedagogical Conversational Agents (PCAs) offer the potential to increase educational equity worldwide by 
making learning accessible to all as a service for good, often enabled by artificial intelligence (AI). Yet, there 
are ethical challenges to the design and use of PCAs that hinder the achievement of individual and social 
goals. However, in addition to a multitude of directives on the ethical design of information systems, 
concrete resulting design features for PCAs still fall short in scientific literature. Furthermore, a human-
centered ethical discussion that integrates future users’ involvement in ethical PCA design is scarce to find. 
Based on a co-creation process embedded in Design Science Research with a total of 40 students, we derive 
requirements and concrete features for ethically responsible PCAs and reflect them along with the OECD 
principles for trustworthy AI. Initial conceptual prototypes visualize exemplary instantiations. 
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Introduction 

Teaching and learning in schools and other academic institutions is increasingly shifting to the digital space 
thanks to digitalization. The drive for change in recent years in favor of competency-based, interactive, and 
digital teaching was further accelerated by forced disruptions during the global pandemic situation (Chi 
and Wylie 2014; Grogorick and Robra-Bissantz 2021). Digital teaching and learning had to become the 
norm within a fairly short period of time (Grogorick and Robra-Bissantz 2021). As a result, innovative 
digital services to support learning became a greater focus of research. One example are Pedagogical 
Conversational Agents (PCAs), i.e. digital learning facilitators communicating via natural language, which 
are supposed to support learning as text-based chatbots or speech-based assistants (Gubareva and Lopes 
2020; Hobert 2019; McTear et al. 2016). Enabled by rapid advances in AI and natural language processing, 
they open up the vision of a modern and fair education due to their scalability, 24/7 availability, and 
potential to tailor their interaction individually to learners and their needs (Maedche et al. 2019). In order 
to unfold the resulting PCAs’ potential for increasing educational fairness, ethical considerations in the 
design process are gaining relevance (Richards and Dignum 2019). Designing ethically responsible 
information systems (e.g. PCAs) is scientifically motivated (Rothenberger et al. 2019; Spiekermann et al. 
2022; Wambsganss et al. 2021) and reflected in the growing inventory of ethical directives on the ethical 
use of AI (AlgorithmWatch 2020). However, prescriptive ethical design knowledge for PCAs lacks depth of 
detail for practical application (Richards and Dignum 2019; Schlimbach et al. 2022) or is not specifically 
tailored to the educational context (e.g., Feine et al. 2019; Wambsganss et al. 2021). More precisely, current 
research remains on a highly abstract level and lacks the derivation and discussion of concrete features for 
the practical design of PCAs from an ethical perspective (Wambsganss et al. 2021). To contribute to this 
gap, our paper addresses the following research question:  

Which design features can be derived from existing ethical directives to foster the ethical design of PCAs? 
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The possibilities for implementing ethically-aware PCAs are manifold as well as controversial (Schlimbach 
et al. 2022; Wambsganss et al. 2021). Therefore, we aim to derive corresponding implications for PCAs 
based on the design features to contribute to expanding the current PCA design knowledge base. 

Our article is outlined as follows: In the next chapter, we introduce the research background of ethical PCA 
design based on the core principles of the Organization for Economic Co-operation and Development 
(OECD) in dealing with AI and complemented by further supportive literature, before the follow-up chapter 
introduces the DSR paradigm and the methodological elaboration of design features as a co-creation 
process with learners. We then derive prescriptive design knowledge and discuss expository instantiations 
controversially. Our contribution concludes with a summary, by also admitting limitations and hinting at 
implications for further research avenues. 

Research Background 

Information Ethics for PCA Design 

Information ethics is a philosophical discipline in its own that deals, among other aspects, with moral issues 
relating to the development and use of AI systems and the ethical view of data-processing technologies and 
algorithms (Bendel 2021). The particular relevance of the use of AI-based PCAs is demonstrated by the 
establishment of political committees at the national and international level (e.g., EKKI 2020; EU 
Commission 2019) to deal with guidelines and recommendations for action on this topic. However,  
resulting directives are criticized for lacking practical transferability and for too little depth of detail 
(Wambsganss et al. 2021). At the same time, the high density of guidelines bears the danger of confusion 
and overregulation (Schlimbach et al. 2022). The AI Global Ethics Inventory lists 173 ethics guidelines in 
its database in January 2022 (AlgorithmWatch 2020), after the number of guidelines had doubled within 
two years (EKKI 2020). As an orientation-giving intersection of the plethora of guidelines, the OECD has 
defined five core “ethical principles for responsible stewardship and trustworthy AI” (OECD 2019a). Since 
they summarize the input of 50 experts from government, business, society, and academia from 20 nations 
and are recognized in the scientific literature related to ethical design (Schlimbach et al. 2022; Wambsganss 
et al. 2021) as well as by the governments of more than 30 countries worldwide (OECD 2019a), we decided 
to build upon these principles as a foundation for prescriptive design knowledge. 

The OECD Principles for AI 

The following OECD principles were adopted in May 2019 (OECD 2019b): 
1. “AI should benefit people and the planet by driving inclusive growth, sustainable development and 

well-being.  
2. AI systems should be designed in a way that respects the rule of law, human rights, democratic 

values and diversity, and they should include appropriate safeguards – for example, enabling 
human intervention where necessary – to ensure a fair and just society.  

3. There should be transparency and responsible disclosure around AI systems to ensure that people 
understand AI-based outcomes and can challenge them.  

4. AI systems must function in a robust, secure and safe way throughout their life cycles and potential 
risks should be continually assessed and managed.  

5. Organizations and individuals developing, deploying or operating AI systems should be held 
accountable for their proper functioning in line with the above principles.” 

Since they have a directive scope and reflect a high abstraction level typical for that level of instantiation, 
their application to specific use cases and ethical design features remains still challenging (Wambsganss et 
al. 2021). 

Design Science Research as Guiding Paradigm 

Our methodological approach takes up the design-oriented approach of Design Science Research (DSR) 
according to Hevner (2007) and aims to counter the lack of design knowledge for ethical PCAs with practical 
design features (relevance) and to discuss them with supportive scientific literature (Möller et al. 2020) 
(rigor). Our focus lies on the derivation of prescriptive design knowledge highlighting the relevance cycle. 
We have therefore taken up the idea of user integration in a co-creation process by deriving design features 
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for ethically responsible PCAs with 20 students (aged 19-27) of an interdisciplinary academic seminar at a 
German university and another 20 interviewed students to incorporate their ideas as potential future users 
(Triviño-Cabrera et al. 2021). The course took place in the winter semester of 2021/22 with bachelor’s and 
master's students from different disciplines (e.g., architecture, biology, teaching, engineering, business 
informatics). The participants were divided into four heterogeneous groups of five students each to work 
on the semester-long team project and were given the task of conceptualizing PCA instantiations following 
ethical directives. The students followed steps 1-9 of the DSR paradigm as illustrated in Figure 1.  

 

Figure 1. DSR Co-Creation with Students based on Hevner (2007) 

First, the lecturer introduced PCAs in the seminar, discussed their opportunities, and formulated the 
problem of unethical PCA design (1). For this purpose, supportive scientific literature was provided (e.g., 
Casas-Roma and Conesa 2021; Rothenberger et al. 2019; Wambsganss et al. 2021) and also brought along 
by the participants themselves (e.g., Atkins et al. 2021; Bailey et al. 2021; McDonnell and Baxter 2019) for 
controversial discussions in class. In the next step (2), the lecturer presented the five OECD principles for 
dealing with AI (cf. p.2) to derive ethical requirements complemented by supportive literature. 
Subsequently, the participants conducted five interviews per team with potential future users to gather 
further ethical needs for an ethical PCA design (3) and to discuss and supplement them with their own 
experiences (4). The guideline-based interviews lasted about 30 minutes, included mostly open-ended 
questions, and addressed the following topics: opportunities and challenges of the use of PCAs from an 
ethical perspective, necessary control instances for the trustworthy handling of AI in teaching as well as 
design recommendations to be derived, and ideas for desired functionalities. Each student group 
determined its own subject focus (e.g., bias prevention) and ideated their findings into concrete design 
features (5) in a creativity workshop within their group, followed by a discussion and evaluation of the 
results together with all groups in class (6). The reworked PCA design feature concepts were then 
exemplarily instantiated as one conceptual PCA prototype (7) per student team. Merging them into one 
prototype to be actually implemented by a team of professional designers and developers was not in scope 
of the seminar but is planned for the future (8-9). 

Deriving Design Knowledge 

Problem Formulation 

PCAs might positively revolutionize education, e.g., they could serve as support for under-served 
professor/learner ratios in academia (Chun Ho et al. 2018; Winkler et al. 2019), positively affect students’ 
engagement (Winkler et al. 2020), or offer individualized support through adaptive technologies 
(Wambsganss et al. 2020), and potentially provide access to groups previously disadvantaged in education 
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(Richards and Dignum 2019). Despite these technology-enabled opportunities, however, the problem of 
lacking prescriptive design knowledge to prevent unethical or discriminatory PCAs remains unsolved. 
Design biases can play a major role in the development of PCAs, for instance concerning the gender and 
appearance of the avatar or stereotypical communication behavior (McDonnell and Baxter 2019; 
Wambsganss et al. 2021). In the form of algorithmic bias, discrimination is systematically reproduced in 
the algorithms because they learn from the human-supplied data sets in a pattern-based manner, resulting 
in systematic biases (Casas-Roma and Conesa 2021). The accountability and transparent data usage is a 
major challenge, especially against the backdrop of rapidly developing AI and accompanying fears of loss 
of control, explainability of AI algorithms, or increasing user mistrust (Wambsganss et al. 2021). An early, 
preventive counteraction is important to address the problem of unethical and discriminatory PCAs. 

Deriving Design Requirements  

DSR steps 2-4 result in the following design requirements (DRs) numbered from DR1.1 to DR5.3 along with 
the five corresponding OECD design principles: 

1. Sustainable Development & Well-being: This guideline bundles requirements that should 
sustainably shape education through PCAs and the well-being of their users. The students address 
as requirements the sustainable development of technical solutions that are continuously adapted 
to technical progress (Maedche et al. 2019) and legal conditions (Spiekermann et al. 2022) (DR1.1), 
the enabling of accessibility (Vu et al. 2016) regardless of the social status of the learners for more 
educational equity (DR1.2), and the integration of mechanisms that ensure the well-being of 
learners in the process of usage (Kim et al. 2013) (DR1.3). 

2. Rights & Fairness: For the second principle, learners call for the intentional non-discriminatory 
design of the PCA (DR2.1) with measures to overcome algorithmic bias (DR2.2) (Casas-Roma and 
Conesa 2021; Spiekermann et al. 2022), and the inclusion of democratic rights and values 
(Wambsganss et al. 2021) (DR2.3).  

3. Transparency & Responsibility: The requirements include the (self-) obligation to transparently 
demonstrate data processing (Spiekermann et al. 2022) (DR3.1), compliance with data protection 
regulations (Alt et al. 2021) (DR3.2), and responsible design of the relationship between the PCA 
and its human learner without abuse of trust (Richards and Dignum 2019; Zierau et al. 2020) 
(DR3.3).  

4. Supervised Robustness & Security: Within the fourth OECD principle, the introduction of control 
mechanisms (Alt et al. 2021) (DR4.1), measures to protect the privacy of users (Calvaresi et al. 2021) 
(DR4.2), and the continuous supervision of AI by humans (Rothenberger et al. 2019) (DR4.3) are 
required.  

5. Accountability: Requirements in the fifth category include the ability for users to report unethical 
behavior of the system (DR5.1), regular reporting and response to undesirable functionality 
(Wambsganss et al. 2021) (DR5.2), as well as accountability in AI promoting social trust through 
education (Latham and Goltz 2019) and clear legislation in this area (Dignum 2017)(DR5.3).  

Deriving Design Features for Ethically Responsible PCAs 

In this section, we succinctly present the four prototypes (A-D as illustrated in Figure 2) created in the 
seminar with their integrated design features; we refer in parentheses to the design requirements to which 
they respond.   

Group A has created a prototype with the help of the software UXPin, which should support students in 
their time management as well as individually in the learning process. For this purpose, several ethically 
motivated design features are integrated into the app. Personalized learning suggestions adapt the modules 
to be completed to the learner's needs (e.g., their schedule or skill level); learning methods (e.g., flashcards, 
mind maps, exam simulation) are adaptable by the student for diversified learning (DR1.1). To promote 
well-being and avoid excessive use of the app, learning breaks are integrated into the app as a feature that 
encourages the user to exercise and take a break from learning, for example, through short games or guided 
relaxation exercises (DR1.3). Communication behaviors are intended to adapt to the user to enhance 
comfort and trust, but a blacklist of vulgar expressions and undesirable communication patterns prevents 
the AI from learning unethical behaviors (DR2.2). A configurable human avatar is intended to serve as a 
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role model and build trust by allowing characteristics such as body, clothing, language, or gender to be 
specified by the user (DR2.1). User data should only be stored for specific purposes (e.g., for adaptation 
purposes based on the user profile) and not be passed on to third parties (DR4.2). Students claim app 
providers legally liable for data processing (DR5.3). A data protection pop-up as a feature informs the user 
as soon as (additional) data is stored about him/her and the learner can view this data at any time (DR3.1). 

Group B created the prototype "Felix - Your learning companion" (cf. screenshot B) and pushes the focus 
topics bias (DR2.1;2.2), privacy (DR4.2), and social justice (DR1.1). First, educational equity is to be 
increased by financing Felix externally (e.g., advertisements, funding, government grants) so that access to 
education is made easier for as many social classes as possible and, in perspective, also for developing 
countries via PCAs (DR1.2). The risk of addiction through excessive use of app applications should be 
prevented by push messages that regularly encourage users to take breaks and offline relaxation phases 
(DR1.3). The group suggests integrating gamified elements, such as a leaderboard to motivate competitively 
in class, but also notes that points received should be tailored to individual performance potential in the 
spirit of inclusion (DR1.2). The fox as an avatar was chosen allegorically because of its traits attributed in 
fables to promote learning and was deliberately chosen as an avatar in contrast to a human embodiment so 
as not to discriminate against any humanoid trait expression (DR2.1). The fox symbolizes various states 
(e.g., it becomes fat when "fed" by solving mock exams or curls symbolically during loading processes) and 
is intended to introduce a humorous element to make learning fun (DR1.3). Fairness measures (DR1.1) fed 
into the technology are intended to prevent algorithmic bias as a feature (DR2.2). Data protection is to be 
regularly reviewed by a supervisory body with data protection officers (DR4.3) and adapted to current 
legislation (DR3.2). A decentralized software architecture (DR4.2), transparency self-commitment (DR3.1), 
data encryption (DR4.2), crowd-based monitoring of the code (4.3), and anonymity options for the user like 
pseudonymization and privacy settings (DR4.2) support responsible data handling (DR3.3). In addition, an 
interface for reporting discriminatory behavior (DR5.1) is available as a feature. A heterogeneous and 
interdisciplinary council of experts (e.g., from IT, education, science) (DR4.3) should decide on incoming 
reports (5.2) and develop sustainable measures (DR1.1) for the practical implementation of ethics-sensitive 
PCAs and also publish them (DR5.3). 

 

Figure 2. Fragments of Prototypes A and B 

Group C emphasizes the importance of handling personal data in AI-supported PCAs but also emphasizes 
the opportunity to revolutionize individualized learning, independent of space and time, by ethically 
responsible use of future technologies (e.g., cloud computing, deep learning, voice assistance systems) 
(DR1.1). The group chose a robot as an avatar design to transparently visualize at all times that they interact 
with a machine (DR2.1) and thus counteract perceived social manipulation (due to what is perceived as 
human communication). Chat functions with other human learners are intended to prevent social isolation 
(DR1.3). The selection of a preferred privacy mode (analytical/tracking/incognito as shown in screenshot 
C) gives the user freedom of choice (DR4.2). Fixed usage periods are intended to responsibly limit the 
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consumption of the application (DR1.3). The extent of the individualization options depends on the users’ 
willingness to share user data (DR3.3), so they can decide for themselves how much data will be shared 
with the AI.  

The fourth group D designed their prototypical concept in a virtual learning environment from the 
perspective of a high-ability student (IQ > 129) and focuses on the inclusion of minorities (DR1.2). In doing 
so, on the visual level, they propose user customization of a human avatar whose gender, skin color, hair, 
eye color and shape, body shape, and clothing can be selected (see screenshot D) along with other body-
related elements (e.g., glasses, hearing aid, wheelchair) to represent a wide range, especially of 
underrepresented characteristics (DR2.1). Integrated queries are designed to infer the emotional state of 
the learner (e.g., anxiety about the test, motivation to learn, frustration due to being under-challenged) and 
to adapt the gestures of the humanoid teacher (DR2.1) as well as the learning content and cognitive level 
according to the information provided (DR1.3). The group has deliberately decided in favor of adaptable 
features by the user (DR2.3) because these can be implemented much more sparingly so that responsible 
handling of user data is easier to implement (DR3.1). These do not have to be fed into adaptive technologies 
(DR1.1), but the user carries out all settings on his/her own responsibility (DR3.3). This is intended to leave 
no room for algorithmic bias (DR2.2).  

Reflection on the Results 

The multifaceted and sometimes contradictory implementation of the ethical directives into concrete design 
features by the student groups shows that the directives offer great interpretative scope for application. 
Thus, it is important to discuss design knowledge at the level of design features to provide impulses for the 
practical design of ethically responsible PCAs. The following Figure 3 summarizes design features for 
ethically responsible PCAs derived in the co-creation process with students as future users. 

 

Figure 3. Overview of the Derived Design Knowledge 

The most diverging feature among the four groups is the avatar design with the common goal of promoting 
diversity and preventing discrimination: While groups A and D propose human avatars that are adaptable 
to the learner in a variety of trait expressions, group C chose a robotic avatar to emphasize the AI's non-
human communication, and group B chose a fox as a symbolic fable character with attributed traits such as 
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cleverness and curiosity. However, the teams’ reasoning differed seriously, as group A recommends making 
the avatar more mature, older, and different from the learner for making diversity visible, whereas group D 
explicitly calls for similarity as an identification figure. These contrasting perspectives are also reflected in 
the scientific literature. The computers are social actors (CASA) theory states that people show social 
reactions towards computers although they know that they are machines (Nass and Moon 2000). So-called 
social cues further support this behavior, for example through human-like avatars or the integration of 
humorous elements (Feine et al. 2019). The so-called persona effect revealed in studies with students that 
the presence of a lifelike character in an interactive learning environment can have a strong positive effect 
on students' perception of their learning experience (Lester et al. 1997). Human-like avatars can also 
positively influence the trust and credibility perceived towards the PCA, but only if the humanoid design 
happens to a balanced degree (Feine et al. 2019). In case of a mental model mismatch between user 
expectation and the actual PCA design, this can also harm the user experience (Luger and Sellen 2016). For 
this reason, some authors in the literature also tend to advocate for animal-like designs, for example in the 
care context (Moyle et al. 2019).  

Three of the four groups also addressed - primarily based on their own experiences - the need to prevent 
excessive consumption of digital app applications by providing appropriate features (e.g., limited usage 
time or notification of breaks and relaxation), thus raising the aspect of addiction potential and 
uncontrolled use of digital services. This aspect underlines the value of a user-centered co-creation process 
because the students brought up the fear of uncontrolled consumption and thus bring in the need for 
recreational breaks away from digital environments (Mirbabaie et al. 2020) instead of maximizing PCA 
usage. 

Furthermore, it is striking that the proposed design features are almost exclusively adaptable by the learner 
and hardly exploit the possibilities of AI for adaptivity (Atkins et al. 2021). This also reflects the still low 
users’ acceptance of this future technology (Latham and Goltz 2019) and is additionally underlined by the 
high perceived risks in data protection and the demand for more educative information about AI and its 
relevance in learning (Lameras and Arnab 2022) as informative design features. This again shows that not 
only technologically possible features should be developed for the user, but also that design features must 
be conceived with the users to integrate their fit with real user needs at an early stage and thus promote the 
later acceptance of the application (Khosrawi-Rad et al. 2022). However, users might not (fully) understand 
the potential of new technologies or might not know what is best for them, so design decisions should not 
exclusively rely on future users. Since PCAs are also artifacts designed by humans and for humans, a 
decisive aspect of their programming is to design them mindful of human resources and with human well-
being in mind. Only a diverse team of designers and developers is capable of representing sound expertise 
and a variety of user needs.  

Limitations 

Our contribution offers concrete suggestions for the ethically responsible design of PCAs with a particular 
focus on practical relevance from the user perspective. Nevertheless, our design knowledge findings are 
limited and require further research. We focused strongly on the needs, requirements, and design ideas of 
students as future users, which on the one hand raise a new and important perspective; on the other hand, 
they also bring in bias, since the design features reflect the opinions of a total of 40 students in Germany, 
who are not necessarily representative for potential future user groups of PCAs (e.g., in other learning 
scenarios or other cultures) and have only limited expertise (e.g., in terms of technical feasibility). In 
addition, individual features (e.g., avatar design) have met with controversy even within this rather 
heterogeneous user group, which is why this manifests an even more in-depth discussion with additional 
potential users. Furthermore, the DSR process was designed in favor of practical relevance and elaboration 
of concrete concepts but should be more solidly grounded in the rigor cycle (Hevner 2007). This includes 
the systematic analysis of PCA design directives from an ethical viewpoint, as well as the iterative 
implementation and evaluation of design knowledge into mature IT artifacts and their scientific discussion. 
Besides, the OECD Principles we based upon, only apply to countries with democratic values and limit 
therefore the transferability of our findings. Nevertheless, we consider our initial results to be valuable in 
order to focus more on the needs and ideas of future users in a scientifically embedded approach in the 
sense of human-centered service design. 
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Conclusion 

PCAs hold the potential for inclusive and empowering services in education (Richards and Dignum 2019). 
At the individual level, they can offer their users tailored learning support, relieve the burden on the 
organizational level, and potentially provide more global educational equity through their digital 
accessibility and constant availability (Maedche et al. 2019; Vu et al. 2016). However, those chances require 
their ethically responsible design with human well-being in mind. Despite numerous abstracted guidelines, 
there is a lack of concrete design features for the practical development of ethically designed PCAs 
(Wambsganss et al. 2021). Since PCAs involve innovative technologies, such as AI, they should focus on the 
needs-oriented derivation of design knowledge with future users (Dignum 2017) on the one hand and non-
discriminatory control mechanisms on the other hand. In the context of an academic seminar, we derived 
various design features for ethical PCAs with a total of 40 students under the paradigm of DSR and 
implemented them exemplarily in four conceptual prototypes. Their classification and reflection along the 
OECD principles for responsible and trustworthy AI demonstrate the complexity of their interpretation and 
at the same time underlines the limits of user-driven co-creation processes. 

Consequently, future research should address an appropriate level for design directives to allow certain 
design freedom on the one side, but also to provide clear orientation and unambiguous answers to 
controversially discussed aspects (e.g., humanoid PCA design) on the other side. In this respect, design 
knowledge should focus more on the transfer and discussion of concrete features. Furthermore, future 
research is still needed to discover an optimal balance between a needs-oriented co-creation with users 
while at the same time taking expert knowledge into account. Otherwise, there is a risk of not discovering 
latent needs or hidden (technological) potentials in the first place, or of developing solutions that are 
detached from the actual problem. Our contribution aims to initiate a debate on those aspects and calls for 
in-depth research to evaluate, detail, and anchor our initial results for a more human-centered future of 
learning in general and the ethically responsible derivation of design features for PCAs in particular. 
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