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Abstract 

Organizations increasingly use machine learning (ML) to transform their operations. The technical 
complexity and unique challenges of ML lead to the emergence of ML operations (MLOps) practices. 
However, the research on MLOps is in its infancy and is fragmented across disciplines. We extend and 
integrate these conversations by developing a framework that accounts for the technical, organizational, 
behavioral, and temporal aspects of the overarching ML-based solution lifecycle. We identify the key 
components of ML-based solution lifecycle and their configuration through an in-depth study of Finland’s 
Artificial Intelligence Accelerator (FAIA) and follow-up semi-structured interviews with experts from 
multiple international organizations outside FAIA. This study contributes to the recent IS literature 
concerned with the sociotechnical aspects of ML. We bring new insights into the discussion on 
organizational learning, conjoined agency, and automation and augmentation. These insights extend and 
complement MLOps practices, thereby helping organizations better realize the potential of ML technology. 

Keywords 

Artificial intelligence, machine learning, design, machine learning operations (MLOps), development 
operations (DevOps), lifecycle. 

Introduction 

The present wave of artificial intelligence (AI) commercialization builds on the rapid progress of machine 
learning (ML) advancements (Berente et al. 2021). Organizations can now leverage ML-based solutions to 

capture and act on tacit knowledge, which used to be exclusively in the domain of humans or beyond their 
reach altogether (Brynjolfsson and Mitchell 2017). Despite its immense potential, the design and 

operational implementation of these solutions has proven to be challenging for organizations (John et al. 
2021) despite the presence of external ML development tools. This translates to a bigger problem that many 
ML-based solutions fail to generate meaningful or sustainable impact (Ransbotham et al. 2020) since ML-
based solutions face unique design and operational impediments throughout their lifecycle when compared 
with traditional information systems development practices (Lwakatare et al. 2020; Tamburri 2020). In 
response to these challenges organizations take different approaches to designing and managing ML-based 
solution lifecycle, typically by adopting DevOps practices (development-operations). These approaches to 

streamlining and standardization of ML lifecycle management are referred to as machine learning 
operations (MLOps). The research on MLOps is, however, in its infancy, despite great interest among 

practitioners. The scholarly work on MLOps design and operationalization is also fragmented across 
disciplines. Studies concerned with MLOps in computer science primarily deal with technical aspects 
(Paterson et al. 2021) and insufficiently account for organizational and social aspects. Hence, Information 
systems (IS) scholars recognize the need for a sociotechnical perspective on ML (Benbya et al. 2021; Berente 
et al. 2021; Lyytinen et al. 2020; Teodorescu et al. 2021). Yet they typically zoom in on narrower design 

problems such as fairness (Teodorescu et al. 2021; van den Broek et al. 2021), organizational learning 
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(Sturm, Gerlach, et al. 2021) or accountable implementation (Asatiani et al. 2021). This leads to fragmented 
insights into ‘ML-based solution lifecycle’. 

Against this backdrop, we ask the following question: What is the organizational-level lifecycle of ML-
based solutions, and what are its key components? To answer this question, we conducted an exploratory 
study with the goal of integrating disjoined views on the sociotechnical aspects of MLOps. In this particular 
paper, we concentrate on ML-based solutions impacting internal organizational processes and present the 
initial results of this ongoing study to urge IS scholars to pursue further research on this critical issue. This 
study contributes to the recent IS literature concerned with understanding the sociotechnical aspects 
(Sarker et al. 2019) of ML technology (e.g. Baird & Maruping 2021; Benbya et al. 2021; Berente et al. 2021; 
Murray et al. 2021; Raisch & Krakowski 2021). We also respond to Raisch and Krakowski’s (2021) call for 
complexifying and theorizing ML-based solution design and development to match the reality of their 
operation and Lyytinen and colleagues’ (2020) call for a sociotechnical perspective on ML-based solutions 
as novel forms of learning capabilities. We bring new insights into the future generation of MLOps practices 
in the context of organizational learning (Sturm, Gerlach, et al. 2021; Sturm, Koppe, et al. 2021), conjoined 
agency (Baird & Maruping 2021; Murray et al. 2021; Teodorescu et al. 2021), and automation and 
augmentation (Raisch & Krakowski 2021). These insights also translate directly into practical implications 
that extend and complement MLOps practices, thereby helping organizations better realize the potential of 
ML technology. 

Theoretical Background 

While smart agents enabled by advanced ML algorithms (ML-based solutions) can provide benefits to 
organizations, there are numerous obstacles to their design, seamless integration, and flawless operation 
(Ransbotham et al. 2020). There are three main reasons behind this claim. Firstly, these ML-based 
solutions are fundamentally different from conventional information systems (Lwakatare et al. 2020) due 
to a different development lifecycle (Ågerfalk 2020; Benbya et al. 2021; Berente et al. 2021; Lyytinen et al. 
2020). Secondly, unlike typical information systems, they require sufficient data to be built, trained, and 
tested before being deployed, and to be maintained after integration (Makinen et al. 2021). Thirdly, these 
agents can act or react autonomously on behalf of humans (Baird & Maruping 2021). Therefore, the 
integration of these agents requires continuous evaluation and refinement as well as real-time feedback, 
especially when these agents share responsibilities with humans (Rai et al. 2019). Addressing this necessity, 
prior studies mainly focused on the development challenges associated with data, model training, or 
performance (e.g., Zhang et al. 2020). However, the implementation challenges of ML-based solutions go 
beyond training and testing ML models. Hence, researchers call for more human-centered approaches to 
the design, development, and operation of these solutions (Martínez-Fernández et al. 2021). 

From DevOps to MLOps 

DevOps is a popular practice for developing and operating modern information systems in an integrated 
fashion (Alnafessah et al. 2021; Gall and Pigni 2021; Moreschini et al. 2022). The increased adoption of 
ML-based solutions encourages researchers and practitioners alike to develop MLOps, as a new approach 
to DevOps to take full benefit from these solutions (Alla and Adari 2021; Goyal 2020; John et al. 2021; 
Makinen et al. 2021; Moreschini et al. 2022). MLOps can be characterized as either a DevOps cycle with 
ML components (Moreschini et al. 2022) or a DevOps cycle dedicated to ML-based solution development 
(Lwakatare et al. 2020; Martínez-Fernández et al. 2021). Regardless, the MLOps cycle includes both 
DevOps’ development cycle (planning, coding, building, and testing) and its operation cycle (release, 
deploy, operate and monitor). The difference, however, is how different authors integrated ML in these two 
cycles. For example, Moreschini et al., (2022) introduced a parallel cycle of ML development with four 
components, planning, coding, debugging, and validation. Martínez-Fernández et al. (2021) proposed two 
new integrated practices for the development and evaluation of context-specific AI models. Similarly, 
Lwakatare et al., (2020) introduced two new cycles for data management and ML modeling.  While these 
studies investigated different aspects of MLOps, they did not provide a clear picture of the integration and 
operation of ML-based solutions as an integral part of organizational processes (Colantoni et al. 2020). 
Furthermore, while these MLOps models theoretically deliver or optimize ML-based solutions for 
organizations, they are limited in explaining the human-machine dynamics, from delegation to negotiation. 
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MLOps Operational Limitations 

Research showed that the operationalization of MLOps at scale requires the integration of the development 
process with the organizational processes that may be directly or indirectly affected by ML-based solutions 
(Makinen et al. 2021). However, MLOps practices do not sufficiently account for the possible interaction 
scenarios between human and non-human agents to realize the full potential of these solutions. Recent 
studies argued that the MLOps cycle, unlike typical DevOps, cannot be simply integrated with organizations 
due to various reasons, from the absence of a systematic ML pipeline (Moreschini et al. 2022) with context-
specific solutions (Garcia et al. 2018) to the lack of knowledge on governing ML-based solutions (Lwakatare 
et al. 2020) and delegation mechanisms (Baird & Maruping 2021). Moreover, there are some sociotechnical 
challenges concerning the integration of MLOps such as establishing users’ trust and facilitating self-
adaptation (Martínez-Fernández et al. 2021) mainly due to limited empirical work investigating the human 
aspects of managing ML-based solutions in organizations (Asatiani et al. 2021; Keding 2021). MLOps also 
suffers from the typical DevOps limitations related to overlooking human factors in technology 
development, adoption, and diffusion (Riungu-Kalliosaari et al. 2016). Some of these limitations stem from 
the modularity of MLOps components. ML-based solutions are typically developed in an isolated 
environment (Tamburri 2020). This separation leads to unclear definitions of rules and responsibilities and 
insufficient assessment of integrability. This limitation may result in unsuccessful delegation, insufficient 
coordination, and unnecessary negotiations between human and smart agents with a negative impact on 
the overall operation (Asatiani et al. 2021). Furthermore, post-implementation, ML-based solutions need 
to be carefully monitored by human actors (Lyytinen et al. 2020) due to their error-prone nature (Asatiani 
et al. 2021). This monitoring and when necessary, the intervention processes require a significant amount 
of coordination and operational employees’ involvement beyond MLOps’ reach (Pääkkönen et al. 2020). 

MLOps from a Sociotechnical Perspective 

Recent studies argue that the notion of MLOps should be revisited from a sociotechnical perspective for 
mainly four reasons. Firstly, the development of ML-based solutions is not independent of the 
organizational stakeholders since the outcome of MLOps can radically change how these stakeholders 
perform different tasks and in turn how the organization fulfills its operational goals (Asatiani et al. 2021). 
Secondly, the operation of ML-based solutions requires an organizational commitment across multiple 
levels and functions (Raisch & Krakowski 2021). Thirdly, current MLOps models fall short in considering 
the temporality of ML-based solution integration at different levels of adoption and operation (Grønsund 
& Aanestad 2020; Strich et al. 2021; van den Broek et al. 2021). Lastly, ML-based solution development is 
not a linear workflow to follow but a transformational lifecycle to master (Ågerfalk 2020; Baird & Maruping 
2021; Lyytinen et al. 2020; Raisch & Krakowski 2021). These studies altogether emphasize the importance 
of an overarching framework that systematically accounts for the technical, organizational, behavioral, and 
temporal aspects of ML-based solutions. To this end, this study is an attempt to offer a nuanced 
understanding of ‘ML-based solution lifecycle’, that helps the development and integration of ML 
technology in organizations with a larger and long-term impact in mind. While we are not able to address 
all MLOps’ limitations, we can offer a new perspective to revisit MLOps. This new perspective is not 
solution/technology-specific, and therefore, it can serve as an integrative paradigm for future research.  

Method 

We conducted an in-depth qualitative study of ML-solution lifecycle in the context of large organizations 
through a combination of participatory observation of Finland’s Artificial Intelligence Accelerator (FAIA) 
and follow-up semi-structured interviews with experts from multiple international organizations outside 

FAIA. FAIA was initiated and originally funded by the Finnish government in 2018 to facilitate 
collaboration and stimulate ML adoption within the participating companies while extracting the key 
lessons and informing a broader audience of organizations in Finland. Unlike start-up accelerators, FAIA 
focused its efforts on established organizations. Firms participating in FAIA included some of the largest 
Nordic companies, such as Elisa (telecom operator), Nordea (bank), Posti (Finnish national postal services), 
S-group (retail chain), Telia (telecom operator), YLE (Finnish national broadcasting company). Thus, 
companies participating in FAIA provided us a convenience sample representative of large organizations 

investing in ML across various industries in Finland. The organizations participating in FAIA formed 
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several semi-formal groups (batches), typically with 4-8 members each. Each batch focused on specific 
types of ML-based solutions or ML-related practices. The batches met regularly throughout the acceleration 
period for six months.  The role of FAIA’s team was to facilitate and catalyze the collaboration by creating a 
community of practice with peer support and peer pressure. The data collection window covered the first 

3.5 years of FAIA’s activities (August 2018 to December 2021). The first author engaged in observation and 
carried out the field study by participating in weekly internal meetings of the FAIA team and workshops 
with companies participating in the accelerator. The first author also had unrestricted access to internal 
documentation of FAIA and was included in part of the email correspondence between the FAIA team and 
the participating companies. To complement this data, additional confirmatory interviews were conducted 
with non-FAIA affiliated companies, consulting firms, and researchers based in Europe, China, and the 
United States. The companies and questions selected for these additional interviews allowed us to verify 
findings in the context of large organizations outside Finland. To the extent possible, the meetings, 
workshops, and interviews (events) were recorded and transcribed (alternatively, notes were taken during 
the events). Most of the events were in English, but some were in Finnish or Chinese (transcribed and 
translated to English). Overall, our data covers 149 events with an approximate total length of 175 hours. 
As a screening mechanism during the interviews, we first discussed the informants’ roles in their 
organizations and their involvement in ML-related activities. During our data collection, we focused on 
developing an understanding of the ML-solution lifecycle, its integral components, and their relationships.  

Given the complexity of the phenomenon we studied, our approach followed an abductive reasoning process 
(Levallet et al. 2021) informed by engaged scholarship practice (Van de Ven 2007). This type of approach 
has been recommended for studying IS phenomena that are not “amendable to simple explanations” 
(Levallet et al. 2021) and understanding complex processes (Graebner et al. 2012). Furthermore, a high 
degree of engagement with practitioners and participatory research has been advocated for understanding 
sociotechnical aspects of ML-based solutions (Lyytinen et al. 2020). Overall, our abductive approach 

allowed us to cycle between empirical material and literature, as well as zoom in and out between levels of 
analysis, framework components, their relationships, and theoretical framings. Consequently, we were able 
to identify nuanced insights that complement a broader understanding of ML-based solution lifecycle.  

Results 

This section presents the main findings and empirical insights from our analysis. We focused on how ML-
based solutions served the participating organizations, how these organizations managed the design, 
development, operation, and maintenance of ML-based solutions, and what were the challenges these 
organizations faced in this process. The results highlighted the role of management in ML development and 
operation. Despite differences in sizes and responsibilities, the management team consistently played a 
pivotal role in coordinating, updating, and monitoring the development process of ML-based solutions.   

“Our hybrid model aims to achieve the best of a centralized and distributed organization. [Our] 

centrally coordinated Platform Team provides common capabilities to Service and Production Teams. 
Common capabilities refer to technical components and solutions that can be utilized by multiple teams 
in an organization or that require highly specialized expertise to produce. Good examples are the data 
models maintained by the Platform Team and the ready-made solutions on the infrastructure side. 
This approach supports both the autonomous work of the teams and a clear division of ownership and 
responsibility.” ~Owner of Data Platforms and Technologies, Meeting notes 

However, the disconnect between the management and developers was a challenge frequently reported.  

“[...] this morning a colleague told me that the latest dashboards look very, very weird. [...] he went to 
R&D and found out that they changed the logic of how [data is] transmitted from the machines. […] 
it's totally, totally blew out the logic on the other side. But that's the daily life.” ~Director, Data Driven 
Services, Interview transcript. 

Apart from the inherent need to continuously reflect on the ML design, development, and operation 
process, ML organizations were also dynamic and evolving.  
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“Organizing [ML] is a balance between hierarchical structures and self-directed ways of working both 
have their pros and cons. Underlying this is the idea that it is a matter of balancing the extremes [...]. 
When you want to develop the artificial intelligence functions and capabilities of your own 
organization, you should look at the end of the year, for example, and think about what kind of 

organizational form you should move towards next.” ~AI consultant, FAIA meeting field notes. 

Furthermore, both management and development teams needed to actively engage with people from across 
the organization to collect feedback, as well as to contribute to business process renewal or reengineering.  

“Make it a habit to spend a day now and then in the front lines. Experiencing problems firsthand is 
often the best way for getting a non-biased view on any issue. […] If underlying process is rubbish, 
process should first be optimized to ensure valuable automation.” ~Director of Data and Automation, 

Workshop field notes. 

The results suggested that an ML-based solution lifecycle involved data, infrastructure, models, and other 
software artifacts that need to be managed, updated, and coordinated by the management team.  

“From my side of things, Digital Engineering, what we end up working with a lot is some of the 
infrastructure pieces that are needed to support data engineering or data scientists’ work” ~Digital 
Engineering Lead, Interview transcript.  

However, most participating organizations were benefiting from centralized data services.   

“Everything what we collect, [whether] it comes from the equipment or from the business system, it 
goes to Amazon AWS data lake and it’s accessible by the data scientist.” ~Director, Data Driven 
Services, Interview transcript.  

Irrespective of the level of maturity of the ML-related practices, ML technology development and operation 

encompassed multiple iterations to achieve the desired outcomes and higher levels of automation.  

“Once the [NLP-based contract analysis] tool achieves good enough performance level, [...] periodic 
retraining might be needed to adopt to new regulations, such as introduction of GDPR recently, or 
changes in contract drafting styles or standards.” ~Corporate Legal Counsel, Workshop field notes.  

The participants also emphasized the importance of improving the efficiency of ML-based solution 
developments by including the development teams in monitoring and maintaining the ML-based solutions.  

“It would be nice to move to a model like in [name of another company participating in the workshop] 
where Data Science Team manages the whole process, rather than needing to send tickets to fix some 
things.” ~Business Development Manager, Robotics & AI, Workshop field notes.  

The participants emphasized that ML technology was of little value by itself. ML technology could unlock 
value only when they aligned the technology with their business processes and strategic priorities.  

“The fact that there’s AI in the middle of [solution name] is almost unimportant. The point is now 
[users/customers] they've got a capability they didn't have before, which we've made work by 
understanding the technicalities of AI, the way that the AI works, all the complexities of actually 
embedding it in the system, getting the human in the loop, putting in front of the customer in a way 
that makes sense to the customer.” ~Digital Engineering Lead, Interview transcript. 

The participants frequently noted that the understanding of business processes and users’ needs, and 
preferences were the critical success factors of ML-based solution lifecycles. Yet, communication and 
getting to a common understanding within the organization were often challenging.  

“The management may be willing and mentally ready to start dealing with AI, but [...] no one in the 
management can name a single application. [The] operative employees understand what data they 
have and don’t have, but they don’t necessarily have the capability of assessing how it affects their 
competitiveness if they made bigger investments. This conflict is constant. [...] We’re talking about a 
technology that requires cooperation from many parties in the organization: the one who understands 

what’s valuable in the business, then maybe someone who’s more of a visionary—what’s worth 
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pursuing in a certain number of years–and then some technological people who can actually do that 
stuff, those who know the data, and so on. It requires cooperation from so many fronts.” ~Managing 
Director of an AI consulting company, Workshop transcript. 

This leads to surprising insights into the dynamics of responsibilities between employees and ML-based 
solutions when integrating into organizational tasks—what is referred to as conjoined agency in this study. 

“[We] built a machine learning-based tool that enables [company name] airline to predict possible 

disruptions to air traffic more accurately. Currently, they have a few guys who have been watching 
the weather forecasts and monitoring the air traffic for years, but they are going to retire soon. This 
tool captures their know-how and helps younger employees learn and do the job, as if they had years 
of experience.” ~Head of Operations, AI consulting company, Workshop field notes.  

“Some users were feeling ashamed that our bot couldn’t understand what they meant. This negatively 
impacted the usage rate.” ~Senior Data Scientist, Workshop field notes.  

ML solution design needed to evolve as the requirements, experience, and understanding of users had 
changed. Hence, the necessity of individual users’ involvement in the improvement process was frequently 
noted.  

“The end users should be involved already in the design phase of the solution. [Later, they] are often 
the party ultimately responsible for the further development of the solution.” ~AI consultant, FAIA 

internal meeting notes. 

We also observed that many participants, more than expected, depended on vendors for ML tools.  

“You know, vendors have a lot of very fancy material they will throw at you. And they will try it high 
in the organization, so that they can get the top leadership really super excited and then [...] you need 

to do a pilot with this vendor.” ~Head of Digital Product Development, Interview transcript.  

Finally, an ML-based solution might be influenced by factors from outside of the organization. These 
external influences might be positive, for example, might speed up the development by “build[ing] the 
things up from existing pieces” (Senior advisor on Data & AI). However, we noted many ways in which the 
external environment exerted negative pressure on both management and development teams. Despite 
external environment seems exogenous to the lifecycle of ML-based solutions, our study revealed that the 

recognition of these external influences as an important component of the overall configuration. 

“We were the first customer for [vendor name] in our market and we trained their intent recognition 
model with our data. After some time, it’s turned out that they packaged that model into their service 
offering and now they have a pre-trained model ready for use by our competitors. This was an 
important lesson. We are currently in the process of changing the architecture to be more vendor-
independent and to maintain higher control over things.” ~Senior Data Scientist, Workshop field notes. 

The results helped us to identify the key components of the ML-based solution lifecycle (Table 1) and 
summarize their relationships, the configuration of key components within a proposed ML-based solution 
lifecycle (Figure 1A). The resulting definitions of and relationships between these components emerged 
from abductive comparison of empirical findings and the extant literature. As discussed in the next section, 
our model recognized two defining roles, ML Organization and ML Technology, and how their 
collaboration leads to the establishment of Conjoined Agency in executing tasks. We also acknowledge that 
this process is not independent of organizational key processes and therefore, it should be seamlessly 

integrated with proper feedback loops. 

Discussion and Contributions  

Our study confirms the need to consider ML-based solutions as a sociotechnical system (Lyytinen et al. 
2020).  Accordingly, we define an ML-based solution lifecycle as a polycyclic process with three key 
components, ML Organization cycle, ML Technology cycle, and Conjoined Agency cycle that collectively 
allows the use of ML-based IS artifact in executing an organizational task or simply for “job to be done” (see 
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Figure 1A. Configuration of key components 
within ML-based solution lifecycle 

 

Figure 1B. The ML-based solution 
lifecycle framework 

COMPONENT DEFINITION AND EXAMPLES 

ML 
Organization 

Definition: A temporary or permanent social subsystem formed under the umbrella of the focal 
organization that controls resources, enacts processes, sets rules and objectives, and possesses ML-related 
competencies for coordinating, updating, and monitoring ML development, implementation, and operation. 
Examples: Data science team, vendor, external developers, internal task force coordinating the work. 

ML Technology Definition: The physical infrastructure, software and ML tools, and artifacts created internally or externally 
and used by ML organization in ML model development (training, testing, verification, refinement). 
Examples: Pre-trained ML model; GPUs (Graphics Processing Units) used for ML model training. 

Conjoined 
Agency (in task 
execution) 

Definition: A shared capacity between humans and ML-based Solutions to exercise intentionality by 
leveraging resource endowments, preferences, and delegation. 
Examples: An ML-based solution generating control parameters for a manufacturing process where human 
operators are needed to implement these settings; A job candidate screening carried out by an HR 
professional supported by ML-based recommendation engine. 

User Definition: The organizational agent who directly interacts with or benefits from ML-based solutions in 
organizational task execution. 
Examples: Loan consultant using an ML-based Solution to evaluate the credibility of customers applying 
for loans; Purchasing manager using an ML-based Solution to estimate product inventory levels for the 
upcoming quarter. 

ML-based 
Solution 

Definition: An ML-based IS artifact (smart agent) consisting of an ML model integrated with other IS or 
non-IS technologies, and potentially other information or social artifacts. 
Examples: Corporate intranet chatbot answering common employee questions related to HR (human 
resource) issues; Manufacturing quality inspector using image recognition to monitor production quality. 

Organizational 
Processes 

Definition: Sets of tasks carried out within or across organizational boundary and transforming inputs into 
outputs in a goal-oriented fashion, affecting material world, digital world, or both. 
Examples: Insurance claim handling process; Planning raw material and component purchases. 

Focal 
Organizational 
Task 

Definition: An individual task within the organizational process where ML-based solutions with a conjoined 
agency are deployed and integrated with the intention of improving task performance or task outcomes. 
Examples: Estimating the final dollar value of an insurance claim; Classifying a support ticket for handling 
by a specific customer support agent. 

Data Definition: Raw facts in digital form, which are (could be) used by ML organizations in ML model 
development (training, testing, verification, refinement) or by ML-based solutions to generate output. 
Examples: Video frames from a camera filming self-service checkout of a customer in a grocery retail store; 
PDF documents with realized sales contracts. 

External 
Environment 

Definition: The broader context outside of the focal organization’s boundary, which includes social, 
economic, environmental, political, regulatory, technological, and competitive forces influencing or being 
influenced by organizational actions, processes, and outcomes. 
Examples: Customer demand for smart product recommendations. Use privacy regulations 

Table 1. Components of ML-based solution lifecycle configuration. 

Figure 1B). ML Organization changes throughout its lifecycle not only in terms of maturity of its practices 
and capabilities (John et al. 2021) but also with respect to the centralization of ML-related decisions 
(Fountaine et al. 2019). ML Technology lifecycle reflects the process of ML design, development, 
integration, and improvement into a fully-fledged ML-based IS artifact (cf. Paterson et al. 2021). The 
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Conjoined Agency lifecycle represents how over time users and ML-based IS artifacts share the capacity to 
exercise intentionality in task execution and autonomy in the negotiation of responsibilities (Murray et al. 
2021). These subordinate lifecycles are deeply interwoven with each other through data, human interaction, 
and material aspects of technology. This dynamic could be affected by internal events such as changes in 
strategic priorities or external events such as technological advancements. It is also important to note that 
the term “lifecycle” here is not restricting the process to a linear development of prescribed sequences or 
workflow. Rather, we recognize that the ML-based solution lifecycle is a complex process characterized by 
multiple iteration loops, equifinality, and emergent behavior. We also emphasize the temporal dimension 
of ML-based lifecycle and its subordinate lifecycles as a progression of events over time that stabilizes and 
legitimizes a specific ML-based solution in an organizational context. While this study was exploratory and  
limited to the context of large organizations, the persistence of the identified patterns indicates likely similar 
ML-based solution lifecycle and design challenges in small and medium-sized organizations. This, however, 
will require further investigation.  

Theoretical Contributions 

Our study contributes to IS literature in three notable ways. Firstly, our proposed ML-based solution 
lifecycle provides nuanced insight into the context of organizational learning. ML-based solutions 
significantly differ from human-only learning with respect to learning speed, timing, scope, and scale 
(Lyytinen et al. 2020). Scholars studying organizational learning recognize that ML technologies will play 
an increasingly important role in that context and that organizational and social aspects influence the 
potential impact of ML (Argote et al. 2021). Joint human-machine learning has the potential to mitigate 
bias (Rai et al. 2019) or improve trading task performance (Sturm, Koppe, et al. 2021). Our study suggests 
that learning in an ML-based solution lifecycle takes place at least on four levels (a) ML Technology learns 
from training example datasets and subsequent retraining, (b) users of ML-based solutions learn how to 
work with (around) these tools in their task execution, (c) ML Organization learns about how to 
continuously develop and operate ML technology, and (d) ML Organization and users learn how to identify 
and refine organizational use of ML to extract new insights or value by business process renewal or 
reengineering. The presence of learning in ML Organization aligns with the reflective organizational 
functions (Lyytinen et al. 2020) that ensure the long-term utility of ML-based solutions (Ransbotham et al. 
2020). The vitality and potential for value generation from organizational learning within an ML-based 
solution life cycle depend on the ML Organization’s ability to collect user feedback, understand business, 
develop ML competencies, and monitor internal and external events. 

Secondly, our results bring a new perspective to the discussion on conjoined agency (Murray et al. 2021) 
and agentic IS artifacts (Baird & Maruping 2021). Thus far, this research has been primarily concerned with 
the consequences of organizational use of ML on, for example, fairness (Teodorescu et al. 2021) or routines 
(Murray et al. 2021). Baird and Maruping (2021) have also proposed a framework for delegation, which 
recognizes agencies for ML-based IS solutions. Complementing these efforts, this study emphasizes the 
lifecycle view of the conjoined agency. While Murray and colleagues (2021) distinguish different types of 
conjoined agency in protocol development and action selection, their perspective overlooks the lifecycle of 
conjoined agency preceding protocol development. Our results indicate that even if the locus of agency in 
protocol development rests with ML Technology, ML Organization has an active role in shaping and 
refining how ML-based solutions arrive at that protocol. In other words, even if protocol design comes from 
an ML Technology, human actors are still in charge of designing and refining the related metaprotocol 
(protocol for designing protocol). Our findings also suggested that human actors, not necessarily developers 
and users, can react to conjoin agency and facilitate its integration and refinement. Conjoined agencies can 
also attract and engage new human actors. That means organizational use of ML-based solutions may 
redistribute agency between people in potentially new and unexpected ways. 

Finally, ML-based solution lifecycle theorization elaborates our understanding of how organizations can 
manage the automation-augmentation paradox (Raisch & Krakowski 2021). Automation is commonly 
associated with machines taking over human tasks, while augmentation designates humans and machines 
collaborating with and/or complementing each other (Benbya et al. 2021; Raisch & Krakowski 2021; 
Teodorescu et al. 2021). Our study confirms that focusing on either of these approaches is 
counterproductive and may lead to negative consequences. Instead, organizations should proactively 
balance these across space and time. Our analysis suggests that managing the transitions between 
automation and augmentation, as well as deciding on where to leverage these requires awareness of three 
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interlinked lifecycles of ML Organization, ML Technology, and Conjoined Agency. Each of these cycles is a 
function of temporal factors and thereby they might progress or iterate at a different pace. These 
“differential clock speeds” mean that organizations need to decide to what extent they want to leverage ML-
based solutions where the subordinate lifecycles are relatively easy to synchronize versus those where 
substantial effort might be required. For example, the iteration cycle for technology might be dramatically 
faster than the pace at which users take an ML-based solution into use and develop the surrounding task 
routines. The “differential clock speeds” of these cycles might render disconnection, conflicts, or confusion. 
This can take place, for example when an ML-based solution changes behavior or performance at a much 
higher pace than what users can detect or adjust to. 

Practical Implications 

This study offers the following implications for practitioners engaged in developing, managing, and 
advising on organizational efforts relating to MLOps. Firstly, we stress the importance of broadening the 
scope of MLOps to better reflect the sociotechnical nature of these activities. The present focus on the ML 
technology lifecycle is the natural first step in managing the ML-based solution lifecycle. However, to fully 
realize the potential of ML technology and, at the same time, mitigate the associated risks, MLOps 
practitioners need to fully appreciate the ML organization and conjoined agency lifecycles as constituent 
parts of the ML-solution lifecycle. Secondly, learning is a crucial mechanism that MLOps need to activate 
to ultimately deliver value to organizations. Our research points the attention of MLOps practitioners to 
different levels of learning within ML-based solutions. Apart from the obvious MLOps learning cycle, 
practitioners need to reflect on how ML Technology and ML Organization lifecycles can be improved by 
observing the Conjoined Agency lifecycle. MLOps practitioners should recognize that such a process directly 
and ultimately affects the users and how they learn to share responsibilities with ML-based solutions. 
Thirdly, the more holistic understanding of the ML-based solution lifecycle reveals that MLOps 
practitioners might (un)knowingly assume part of the responsibility for determining protocols (guidelines 
and rules) regarding how to seamlessly integrate ML-based solutions with work practices while considering 
strategical and ethical consequences of such integration. Finally, we call MLOps practitioners to not 
overoptimize the ML technology cycle speed at the expense of hindering the overall cycling pace of ML-
based solution integration. This requires MLOps teams to devote efforts to improving the pace at which 
they can reflect and develop insights into ML-based solution integration, as well as the speed with which 
users accommodate ML-based solutions into routines supporting organizational learning or task execution.  
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