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Abstract 

Extant work has examined users’ security behavior in both individual and organizational contexts by mainly 
applying theories that assume users’ rationality. While this has enhanced our understanding of the 
conscious factors that underlie security behaviors, the assumption of conscious rationality bounds the 
theoretical lens. Addressing this limitation would facilitate expanding the knowledge ecology in the 
information security literature. Information security studies have started to recognize this assumption. To 
evaluate this milieu of disparate approaches, we conduct a preliminary literature review and identify several 
nonconscious factors that may shape security behaviors. In this ERF paper, we discuss herd behavior, 
cognitive biases, automatic cognition (also termed system 1 thinking), affect, risk homeostasis, and framing 
effects perception. We discuss future plans to develop a research framework that integrates the alternate 
nonconscious factors that may underlie security behavior, thereby providing a comprehensive alternate 
approach to studying behavioral information security. 
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Introduction 

Users have proven to be a weak link in the information security chain (Warkentin and Willison 2009), and 
as such the behavioral aspect of information security has gained focus from IS scholars. To examine 
employees’ (non)compliance with information security policies in the organizational context (e.g., Johnston 
and Warkentin 2010; Merhi and Ahluwalia 2019) and citizens’ voluntary security behavior in the individual 
and home contexts, extant information security studies have adapted different behavioral theories from 
different disciplines, such as psychology, criminology, and public health (for a comprehensive review, see 
Moody et al. 2018). Among these theories, the most dominant ones are Protection Motivation Theory 
(PMT), General Deterrence Theory (GDT), and Neutralization Theory (NT). In brief, PMT suggests that 
individuals appraise an external threat and how to cope with it, which ultimately motivates them to take 
the necessary protective actions against that threat. GDT posits that the intention to commit crime or to 
violate organizational policies is negatively influenced by the perceived severity, certainty, and celerity of 
sanctions. NT posits that offenders rationalize their deviant behavior through neutralization, or 
rationalization, techniques (e.g., ‘denial of the victim’). Other less dominant theories that have also been 
used by information security researchers to explain employees’ security behaviors consider organizational 
factors such as perceived organizational injustice (e.g., Willison et al. 2018) and abusive supervision (e.g., 
Nehme and George 2020).  

While the use of the above-mentioned theories has enhanced our understanding with respect to the 
underlying factors that explain or predict users’ security behavior, a common attribute among them is that 
they all assume that users (humans) are rational in their decisions and behaviors. For instance, PMT 
assumes that users would deliberately and consciously appraise a given information threat and the 
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respective security actions prior to (not) taking these actions. Similarly, GDT assumes that organizational 
users consciously think about the sanctions they may experience if they violate information security policies 
before (not) doing so. NT assumes that employees would engage in computer abuse after they consciously 
rationalize their actions. The less dominant theories also hold the same underlying assumption. In sum, 
these theories are expectancy-value based and assume the rational-choice model; in the information 
security context, they lay out the conscious or rational-oriented factors that shape security behavior. 
Nonetheless, as recent work in psychology suggests  (Stanovich 1999; Strack and Deutsch 2004), other 
factors which are nonrational may also shape human behavior, part of which of course is information 
security behavior. Nonrational, or nonconscious, factors primarily differ from the rational ones in that they 
are not deliberately and consciously accounted for in users’ cost-benefit analysis.  

Recognizing the underlying assumptions in the theories we use as IS scholars would potentially facilitate 
expanding our “knowledge ecology,” enhance our theoretical contributions, and enhance our understanding 
of IS phenomena  (Grover and Lyytinen 2015). To that end, we present the rationality assumption 
undertaken by many ‘information security’ studies. Our research community has begun to recognize this 
assumption (e.g., Dennis and Minas 2018), and information security studies, while not necessarily 
deliberately, have started considering nonconscious (nonrational) factors in shaping users’ security 
behavior. The significance of studying nonconscious factors is twofold. From a theoretical perspective, this 
would aid in explaining security behavior. From a practical perspective, this would allow for developing 
more effective security training and awareness tools that especially address these nonconscious factors. In 
a sense, such training and awareness tools would bring the nonconscious factors to users’ consciousness. 
Based on a preliminary literature review, we identify several of these nonconscious factors. It must be noted 
that our preliminary literature review is essentially an initial exploratory survey into the study of 
nonrational factors in the behavioral information security domain. It is not intended to be an exhaustive 
review but aimed at providing an initial overview of the current advancements in this matter of interest. We 
discuss the following nonconscious factors in the next section: herd behavior, cognitive biases, automatic 
cognition (also termed system 1 thinking), affect, risk homeostasis, and framing effects perception. 
Following this ERF, our future research plans include identifying other nonconscious factors and then 
developing a research framework that integrates these alternate factors, thereby providing a comprehensive 
alternate approach to studying behavioral information security. We hope that this would guide future 
information security research.  

Nonconscious and Nonrational Factors  

Herd Behavior 

The “bounded rationality” view (Simon 1976) signals that the rationality assumption neglects that imperfect 
information, which leads to high perceived uncertainty, limits people’s ability to engage in rational decision 
making. In uncertain situations, people follow the herd, often because they perceive that others know more 
than they do. In other words, people engage in herd behavior (i.e., when “everyone does what everyone else 
is doing, even when their private information suggests doing something quite different;” Banerjee 1992). 
Note that this can also be a rational behavior if one were to perceive high levels of personal uncertainty. 

Recent information security studies (i.e., Vedadi et al. 2021; Vedadi and Warkentin 2020) have examined 
how users’ herd behavior may contribute to their security behaviors and how users may cope with 
information threats. Overall, empirical evidence from these studies suggests that popularity information on 
the adoption of adaptive security artifacts (specifically, password managers) triggers herd behavior and can 
subsequently influence adaptive security behaviors (Vedadi et al. 2021). Evidence also suggests that in 
uncertain situations, individuals’ herd mentality increases, and so do their protection-motivated behaviors 
following imitating others (Vedadi and Warkentin 2020). However, further investigation is warranted. 

Cognitive Biases  

There are at least four cognition biases related to the information security domain (Ceric and Holland 2019). 
The first bias is selective perception. This means that decision-makers use their perceptions, beliefs, and 
hypotheses to appraise information security threats. For example, if a decision maker believes that an 
anomaly detection is reliable, he or she may ignore solutions from others. The second bias is related to 
exposure to limited alternatives. For example, if information security managers do not have any experience 
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with information security accidents, then they would be more likely to relax their attitude toward 
information security updates. This bias is highly relevant for not creating alternative decisions to reduce 
information security risks. The third bias is related to adjustment and anchoring problems. The bias reflects 
not changing one’s initial judgments about information security risks even when new information is 
available. The fourth bias is related to the illusion of control. This bias is common among decision-makers 
who have optimistic perceptions related to controlling security breaches. They believe that they can control 
any problems even when security breaches are very severe. These biases can drift a person from rationality 
to risky decisions. As related to theories applied in the information security domain, these biases facilitate 
relaxing the theory boundaries related to rationality (Chen et al. 2021). To that end, considering these 
cognitive biases in security context help us better understand security behavior. These and other cognitive 
biases should be investigated further as factors contributing to individual security decision outcomes. 

Automatic Cognition (System 1 Thinking) 

Automatic cognition is a brain process people engage in when reacting to stimuli factors without engaging 
in rational deliberate cognition (Brett and Miles 2021). Many sociology researchers have used automatic 
cognition to explain gender inequality, racism, and the sociology of culture. For example, automatic 
cognition has been applied to primary cultural frames (i.e., gender and race) that lead people to 
unconsciously, automatically, and near instantaneously interpret information and human behavior (Miles 
et al. 2019). The theoretical explanation of automatic cognition has also been also used in the information 
security field recently (Dennis and Minas 2018).  

Dennis and Minas (2018) argue that automatic cognition is needed to predict “irrational” behavior in 
security breaches. To understand irrational and nonrational behavior, they suggest that personal behavior 
in security breaches should consider three factors: the current context, past experience, and specific stimuli.  

Affect 

Another discounted factor for explaining rational decision making is affect. Affect refers to the feeling of 
pleasure or discomfort, arousal, stress, and mood (Anderson et al. 2019). It is an umbrella term which 
encompasses both moods and emotions. Although these terms are used interchangeably, emotion is 
considered more intense and reflective of short period feelings. Mood, on the other hand, is less intense and 
extends for a longer period than emotions do (D’Arcy and Lowry 2019). Affect is often judged to be 
irrational, but it functions as an information processing mechanism with rational calculation by restricting 
the range of options considered, and by focusing one’s attention on specific aspects of the information. 
Moreover, the relationship between uncertainty and affect has been well established by the previous 
literature (Anderson et al. 2019; Faraji-Rad and Pham 2017). Empirical evidence shows that as uncertainty 
increases, reliance on affect in decision making also increases (Faraji-Rad and Pham 2017). Affect is 
considered as a bounded rationality factor that facilitates coping with uncertainty.  

The role of affect in decision making has been widely explored in different disciplines, including IS. For 
instance, it has been examined with respect to technology acceptance (e.g., Djamasbi et al. 2010). In information 
security, it has been shown that information security policy compliance is influenced by users’ affective states, 
which vary daily (D’Arcy and Lowry 2019). Further, affective absorption and negative affective flow  have 
been shown to lead to security policy violation decisions (Ormond et al. 2019). Further exploration of the 
role of affect in the context of security decisions is warranted. 

Risk Homeostasis 

Risk homeostasis theory proposes trade-off effects of individual safety between risk perceptions and risk 
acceptance levels. For example, if users are downloading illegal software, they take some risks. If illegally 
downloaded software is perceived to be less risky to users, then users might take more risks (i.e., sharing 
the illegal software). Conversely, if users’ perceived risks are severe for downloading illegal software, they 
may reduce their exposure to such risk. In the information security domain, risk homeostasis theory is 
applied for information security scenarios as a valid component of information security risks (Pattinson 
and Anderson 2004), risk issues in information security (Farahmand et al. 2008), and antivirus software 
(Jardine 2020). These findings suggest that risk homeostasis theory can play a significant role in explaining 
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information security behavior. Many researchers assume that personal decisions from risky behaviors are 
bounded to rationality, but this factor’s influence has not yet been empirically investigated. 

However, some argue that risk homeostasis can be inevitable and automatic (Renaud and Warkentin 2017). 
For example, if downloading illegal software is socially unacceptable, users are not likely to admit it. Here, 
it is very difficult to determine the effects of risk homeostasis. To better understand the role of risk 
homeostasis, we need further investigation with the theoretical lens of risk homeostasis theory. 

Framing Effects Perception 

Framing effects mainly arise from circumstances when there are two different choices. Positive vs. negative 
wording of the two choices for a given problem domain is the key idea, with individuals tending to prefer 
positively worded choices. As outlined by extant work (Levin et al. 1998), there are three types of framing. 
The first type is attribute framing. This involves a given circumstance that is framed positively vs. 
negatively. The second type is goal framing. In this case, a convincing message is framed for communicating 
the positive outcomes of performing some action vs. the negative action of not performing that same action. 
The third is risky choice framing. Risky choice framing involves a choice between a risky and riskless option, 
wherein both options have an equal expected value dependent on positive or negative wording terms.  

Information security studies have begun to examine framing effects (e.g., Goel et al. 2021). These effects 
may be used to deliver security warning messages to users more effectively. Digital nudging for the positive 
or negative framing of security messages is related to automatic processing of choices. Here, framing effects 
are an important factor for understanding automatic actions in security behavior. Prospect theory 
postulates that individuals are influenced more by the prospect of negative incomes than by positive ones, 
as embodied in the sports phrase “Losing hurts more than winning feels good.” Empirical evidence suggests 
that framing an event as a loss will motivate more action than framing it as a gain. This principle has been 
applied in the security context (Goel et al 2021), but further investigation is required. 

Conclusion and Future Plans 

In this in-process work, we have highlighted the rationality assumption that grounds the dominant theories 
used by most information security studies for examining users’ security behavior. We have followed by 
identifying and discussing several factors that facilitate relaxing this assumption. In our next steps, we plan 
to identify other ‘nonconscious’ factors, and then develop a research framework that may guide researchers’ 
efforts in expanding our knowledge ecology as related to the explanatory and predictive factors of users’ 
information security behavior.  
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