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Abstract 

A Wireless Sensor Network (WSN) is an assemblage of 

cooperative sensor nodes acting together into an 

environment to monitor an event of interest. However, one 

of the most limiting factors is the energy constrain for each 

node; therefore, it is a trade-off is required for that factor in 

designing of a network, while reporting, tracking or 

visualizing an event to be considered. 

In this paper, two object tracking techniques used in 

Wireless Sensor Networks based on cluster algorithms 

have been combined together to perform many functions in 

the proposed algorithm. The benefit of using clusters 

algorithms can be count as the detection node in a cluster 

reports an event to the Cluster Head (CH) node according 

to a query, and then the CH sends all the collected 

information to the sink or the base station. This way 

reduces energy consuming and required communication 

bandwidth. Furthermore, the algorithm is highly     scalable 

while it prolongs the life time of the network.  

 

Keywords: Wireless Sensor networks; Target Tracking, 

Dynamic Clustering.  

 

1 Introduction  

Wireless sensor networks (WSNs) have gained 

worldwide attention in recent years, particularly with the 

possibility of production and development of smart sensors 

in micro-electro-mechanical systems (MEMS) technology. 

Target tracking is one of the non-trivial applications of 

wireless sensor network which is set up in the areas of field 

surveillance, habitat monitoring, indoor buildings, and 

intruder tracking [1]. In these applications the sensor nodes 

that can sense the target at a particular time are kept in 

active mode while the remaining nodes are to be retained 

in the inactive mode which will save energy until the target 

approaches them [2]. In order to continuously monitor 

mobile target, a group of sensors must be turned in active 

mode just before the target reaches to them. This group of 

active sensors varies depending on the velocity of the 

moving target [1]. 

Power consumption is the key factor in designing any 

WSN. Plenty of researches have been conducted to achieve 

a good balance between power consumption and object 

precision [5 and 6]. In addition, a centralized approach has 

been introduced when the traditional object tracking 

methods are applied since the number of node sensors 

increase in the network; more messages are passed to the 

sink which consumes extra bandwidth. However, in sensor 

networks, hundreds, and in some applications, hundreds of 

thousands of sensors are deployed in a large geographical 

area so that the phenomenon of interest can be efficiently 

monitored. Obviously, the network must have a high level 

of fault tolerance in order to still doing its function 

adequately [7 and 8]. 

There are different object tracking techniques that can be 

used in WSN. These Techniques are categorized based on 

network architecture, algorithm or technique, type of 

sensors, and number of targets to be tracked [3]. Network 

Architecture based classification is further split into 

Cluster based architecture, decentralized architecture and 

tree based architecture. The second category which is the 

classification with respect to the algorithm or the technique 

used is divided into three groups for the network of sleepy 

sensors, target reporting, and target chasing. According to 

the type of sensor classification, the sensor might be either 

binary sensor or ordinary sensor. Finally; single target or 

multiple targets can be tracked. 

2 Related Works  

In this section, a brief discussion on some related works 

in object tracking protocols in WSN is introduced. Lee 

et.al, proposed a dynamic clustering algorithm that 

achieves reduction in energy consumption based on 

prediction result of moving objects as well as to avoid 

redundant data. Furthermore; the authors present an 

algorithm that minimizes the overlay area of the cluster 

and they justify the efficiency of their algorithm by 

simulation using NS2 [9]. 

Deldar et.al, presented an energy efficient predication 

based tracking algorithm that selects tracker sensor nodes 

based on the both energy and distance parameters, and 

performs localization of the target using trilateration 

algorithm. The proposed algorithm decreases the network 

energy consumption and increases the network life time. 
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Finally, the authors suggest using other localization 

methods for future work that have lower computation 

overhead. The authors use OPNET Simulator to verify 

their algorithm [10]. 

In Wang et.al, the authors implement a novel mobility 

management protocol that integrates on-demand dynamic 

clustering into a cluster-based WSN. The proposed 

algorithm achieves a reasonable tradeoff between energy 

consumption and local node collaboration as well as 

solving the boundary problem of cluster-based sensor 

networks. The authors use MATLAB simulation program 

to evaluate the performance of their algorithm [11]. 

In UMA et.al, the authors suggest an energy efficient 

prediction-based clustering algorithm based on LEACH_R 

algorithm. The new proposed version reduces the number 

of hops between the transmitter sensor node and the 

receiver sensor nodes as well as the number of transmitted 

packets. The Authors’ experiment is carried out using NS2 

environment. Their algorithm gives better results in both 

performance and energy consumption [12]. 

  

3 Cluster-based Tracking Techniques  

Cluster tracking techniques based on the network 

architecture can be classified under hierarchical network. 

Hierarchical network is a mesh-based system with multi-

hop radio connectivity among wireless nodes. The nodes in 

the region of an event could monitor and report it back to a 

sink, and then the sink has the ability to convey its 

information to the outside world such as laptop, or base 

station. However, a cluster architecture can be a static one 

that is formed at the time of the network deployment where 

each cluster has steady characteristics such as a number of 

members to which they belong and area that is covered. 

There are several drawbacks apparent on static clustering; 

for instance, the failure of static membership has an effect 

on fault-tolerance. If the Cluster Head dies(CH), the cluster 

becomes useless and it also prevents sensors in different 

clusters from sharing information. On the contrary, 

dynamic clustering offers several advantages; for example, 

clusters are formed dynamically according to particular 

triggered events. For example if an event has been detected 

by a node with sufficient power, the node volunteers to act 

as a CH. The CH invites others nodes to make them 

members of that cluster. In this capacity, the sensors do not 

statistically form a cluster and they may be selected on 

different clusters at different times [13]. 

In the literature, there are various algorithms and 

approaches for object tracking proposed. In this section we 

provide an overview of the basic algorithms and evaluate 

them according to the accuracy of tracking and power 

consumption. 

 Jang and Dong [14] have proposed a new location 

tracking scheme based on a static cluster network. The 

authors balance data accuracy of the tracked mobile objects 

and the energy efficiency of the network. The proposed 

scheme was designed to pursue mobile targets using only a 

portion of the sensor nodes that detected the mobile target. 

A modified version of the back-off procedure of IEEE 

802.11 is used for this purpose. In addition, the authors 

further addressed data accuracy as controlling the number 

of nodes by varying the transmission range of the nodes. 

The proposed scheme includes two processes; selection 

and release. It is assumed that all nodes have the same 

amount of energy and no error of communication and 

processing. In addition, every node is placed into a position 

that previously determined through a network and all nodes 

have either active or sleep status. Whenever a mobile target 

is detected by nodes surrounding the target, each node 

selects a random time during  the back-off procedure and 

the node that selects the shortest random time will transmit 

a DETECT message to its neighbors and starts to track the 

mobile target, while other nodes stop tracking and they do 

not reply to any message. 

Figure 1 briefly depicts the selection process. In Figure 1 

it is assumed that five nodes detect the mobile object at the 

same time. Therefore, the five nodes trigger the back-off 

procedure. If node C has the lowest value of back-off 

times, node C will send a DETECT message to its 

neighbor nodes and start to track the target. Other nodes A, 

B, D, and E receive the message from node C, and they 

stop the back-off procedure.  

However, if the target is located out of the sensing range 

as the target moves, the tracking nodes send a RELEASE 

message to their neighbors. All the nodes that could detect 

the release message trigger the back-off procedure, and 

then a node that has the lowest back-off value is selected as 

the tracking node. Figure 2 shows the release process. As it 

depicts, node A is tracking the target. As a result of the 

target moves and becomes out of the transmission range of 

node A, node A sends a RELEASE message to its 

neighbors because  it cannot track the target. Until 

receiving the message, nodes B and C trigger the back-off 

procedure, and the nodes with the lower value of back-off 

times will be purse the target.  

Freitas et.al, has stated a model and performance 

analysis of mobile agents as a target tracking through a 

wireless sensor network. The authors assume that the 

sensor nodes are static, whereas developed software to the 

features of the AFME framework have been implemented 

as the mobile agents. The algorithms for locating and 

tracking are accomplished by two types of software agents: 

Resident Agent (RA) and Collaborative Agent (CA). The 

RA agents can is fixed in a sensor node, while 

RA_Coordinator (RAC) is in a coordinator node or 

RA_SensorNode (RAS) if it is a sensor node. Both of the 

agents have the ability to communicate with CA agents 

when these agents are being on the same node. The CA 

agents could move among the nodes in the network, since 

they are responsible for keeping tracking and calculating 

the position of the objects. CA agents can be divided into:  

CA_Master (CAM) or CA_Slave (CAS). The task of 
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organizing a cluster can be performed by CAM. On the 

other hand, CASs have the function of cooperating with the 

agent CAMs by sending the information so that the 

location of the target can be calculated and requesting 

others agents to migrate to another node [15]. 

 

 
Figure 1: An example to depict the selection process. A 

circle node represents a sensor node, and a rectangle node 

represents a mobile target. A dotted circle represents the 

maximum transmission range of a node [14]. 

 

In order to locate the object, the triangulation algorithm 

is executed through CAM agent because it has the 

knowledge of the position of two neighboring nodes. The 

distance can be calculated by Equation 1. 

 

If are the coordinates of three local nodes are x1,y1 , x2,y2 

and x3,y3 then the coordinates of x0,y0 can be calculated as 

follows: 

 

𝑃0 = [𝑥0
𝑦0

] = 𝐴−1. 𝑏        (1) 

Where A:  𝐴 = 2. [𝑥3−𝑥1
𝑥3−𝑥2

 𝑦3−𝑦1
𝑦3−𝑦2

]     (2) 

And b: 𝑏 = [
𝑟1

2−𝑟3
2

𝑟2
2−𝑟3

2] − [
(𝑥1

2−𝑥3
2)+(𝑦1

2−𝑦3
2)

(𝑥2
2−𝑥3

2)+(𝑦2
2−𝑦3

2)
]    (3) 

Then, due to the equilateral triangular nodes distribution 

in the network, the CAM agent can calculate the new 

position of the node where the agent has to migrate, by 

using (4). 

𝑥4 = 𝑥1 + 𝑥3 − 𝑥2   

                                     (4) 

𝑦4 = 𝑦1 + 𝑦3 − 𝑦2       

 

4 Dynamic Cluster Formation 

The necessary equations that are used in implementation 

of the dynamic cluster network have adopted from [16] and 

[17]. One of the main characteristic of the dynamic cluster 

network is that it forms clusters by using a distributed 

algorithm method. The decisions are made by the 

individual nodes without any centralized control. The 

algorithm is designed such that there are a certain number 

of clusters K during each round.  Furthermore, each node 

has the same energy level. To maintain an acceptable 

energy level for all the nodes forming the network it 

requires that each node takes its turn as a cluster head since 

it is much more energy intensive than being a non-cluster 

head node. 

 

 
 

Figure 2: An example depicted the release process. A 

dashed circle represents the maximum sensing range of a 

node. 

 

Each sensor 𝑖 selects itself to be a cluster head at the 

beginning of round (which starts at time t) with probability 

𝑃𝑖(𝑡), which is chosen such that the expected number of 

cluster head nodes for this round is k. Thus, if there are N 

nodes in the network 

𝐸[#𝐶𝐻] = ∑ 𝑃
𝑁

𝑖=1
𝑖(𝑡) ∗ 1 = 𝑘     (5) 

Ensuring that all nodes are cluster heads the same 

number of Times requires each node to be a cluster head 

once in  
𝑁

𝑘
 rounds on average. If 𝐶𝑖 (𝑡) is the indicator 

function determining whether or not node 𝑖 has been a 

cluster head in the most recent  (𝑟 𝑚𝑜𝑑 
𝑁

𝑘
) rounds 

 (i. e. ,   𝐶𝑖 (𝑡) = 0   if  node 𝑖 has been a cluster head and , 

one otherwise), then each node should choose to become a 

cluster head at round 𝑟 with probability 



𝑃 𝑖 (𝑡)  =  {

𝑘

𝑁−𝑘∗(𝑟 𝑚𝑜𝑑 
𝑁

𝑘
)

∶ 𝐶𝑖 (𝑡) = 1

0                      ∶ 𝐶𝑖(𝑡) = 0
     (6)         

This will lead to only nodes that are not cluster heads 

recently, and has more energy than nodes that have 

recently performed this energy-intensive function, may 

become cluster heads at round +1 . The expected number 

of nodes that have not been cluster heads in the first 𝑟  

rounds is 𝑁 − 𝑘 ∗ (𝑟 ). The term ∑ 𝐶𝑖(𝑡)𝑁
𝑖=1  represents the 

total number of nodes that are eligible to be a cluster head 

at time 𝑡 and. 

𝐸 [∑ 𝐶𝑖(𝑡)

𝑁

𝑖=1

] = 𝑁 − 𝑘 ∗ (𝑟 𝑚𝑜𝑑  
𝑁

𝑘
)  (7) 

Thus all the nodes in the network will maintain 

approximately equal energy to each other after every 

rounds .Using (6) and (7), the expected number of cluster 

heads per round is 

𝐸[#𝐶𝐻] = ∑ 𝑃𝑁
𝑖=1 𝑖(𝑡) ∗ 1 = (𝑁 − 𝑘 ∗ (𝑟 𝑚𝑜𝑑  

𝑁

𝑘
)) ∗

𝐾

𝑁−𝐾∗(𝑟 𝑚𝑜𝑑 
𝑁

𝑘
)

= 𝑘  (8)  

The probability for becoming a cluster head is based on 

the assumption that all nodes start with an evenly 

distributed amount of energy, and that all nodes have data 

to send during each frame. The other case where nodes 

have different amounts of energy, in this case the nodes 

with more energy should be cluster heads more often than 

the nodes with less energy, to ensure that all nodes die at 

approximately the same time. This can be achieved by 

setting the probability of becoming a cluster head as a 

function of a node’s energy level relative to the aggregate 

energy remaining in the network, rather than purely as a 

function of the number of times the node has been cluster 

head, thus 

𝑃𝑖(𝑡) = min {
𝐸𝑖(𝑡)

𝐸𝑡𝑜𝑡𝑎𝑙 (𝑡)
𝑘, 1}   (9)  

Where 𝐸𝑖(𝑡) is the current energy of node and is the 

current energy of node and 

𝐸𝑡𝑜𝑡𝑎𝑙(𝑡) = ∑ 𝐸𝑖 (𝑡)    (10)

𝑁

𝑖=1

 

Using these probabilities, the nodes with higher energy are 

more likely to become cluster heads than nodes with less 

energy. The number of cluster head nodes is 

𝐸[# 𝐶𝐻] = ∑  𝑃𝑖(𝑡) ∗ 1 = (
𝐸1(𝑡)

𝐸𝑡𝑜𝑡𝑎𝑙
+ ⋯ +

𝐸𝑁(𝑡)

𝐸𝑡𝑜𝑡𝑎𝑙
)

𝑁

𝑖=1

𝑘

= 𝑘    (11) 

4.1 Energy Consumption  

To transmit a 𝑙 bit message at a distance, the radio   

hardware energy dissipation expends [16] and [17] 

𝐸𝑇𝑥(𝑙, 𝑑) = 𝐸𝑇𝑥 − 𝑒𝑙𝑒𝑐(𝑙) + 𝐸𝑇𝑥 − 𝑎𝑚𝑝(𝑙, 𝑑) =

{
𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙ℇ𝑓𝑠𝑑2  , 𝑑 < 𝑑0

𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙ℇ𝑚𝑝𝑑4  , 𝑑 ≥ 𝑑0
     (12) 

And to receive this message, the radio expends: 

𝐸 𝑅𝑥 (1) = 𝐸 𝑅𝑥 − 𝑒𝑙𝑒𝑐 (𝑙) = 𝑙 𝐸𝑒𝑙𝑒𝑐   (13)  

The energy dissipated in the cluster head node during a 

single frame is 

𝐸𝑐𝐻 = 𝑙𝐸𝑒𝑙𝑒𝑐 (
𝑁  

𝐾
− 1) + 𝑙𝐸𝐷𝐴

𝑁

𝐾
+ 𝑙𝐸𝑒𝑙𝑒𝑐 +

𝑙ℇ𝑚𝑝𝑑𝑡𝑜 4  𝐵𝑆     (14) 

Where 𝑙 is the number of bits in each data message 

is, 𝑑𝑡𝑜𝐵𝑆
1  is the distance from the cluster head node to the 

BS, and we have assumed perfect data aggregation. While 

the energy used in each non-cluster head node is 

𝐸𝑛𝑜𝑛 − 𝐶𝐻 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙ℇ𝑓𝑠𝑑𝑡𝑜𝐶𝐻
2     (15)   

Where  𝑑𝑡𝑜𝐶𝐻
1  is the distance from the node to the cluster 

head? The area occupied by each cluster is approximately  
𝑀2

𝐾
  . Therefore, in this case  

𝐸𝑛𝑜𝑛  − 𝐶𝐻 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙ℯ𝑓𝑠  
1

2𝜋
 

𝑀2

𝐾
     (16) 

The energy dissipated in a cluster during the frame is  

𝐸𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 𝐸𝐶𝐻 +  ( 
𝑁

𝐾
− 1 ) 𝐸𝑛𝑜𝑛 − 𝐶𝐻 ~ ̃𝐸𝐶𝐻 +

 
𝑁

𝑘
 𝐸𝑛𝑜𝑛 − 𝐶𝐻    (17)  

And the total energy for the frame is  

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝑘𝐸𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 𝑙 (𝐸𝑒𝑙𝑒𝑐𝑁 + 𝐸𝐷𝐴𝑁 + 𝑘ℇ𝑚𝑝 𝑑𝑡𝑜𝐵𝑆
4 +

𝐸𝑒𝑙𝑒𝑐  𝑁 + ℇ𝑓𝑠  
1

2𝜋
 
𝑀2

𝑘
 𝑁)     (18)  

The optimum number of clusters can be found using  

𝐾𝑜𝑝𝑡 =  
√𝑁

√2𝜋
 √

ℇ𝑓𝑠

ℇ𝑚𝑝
 

𝑀

𝑑𝑡𝑜𝐵𝑆
2      (19) 

  



5 Simulation Parameters  

The following assumptions are made for the purpose of the 

simulation scenarios in this paper: 

1. Sensor nodes are randomly spread in a region. 

2. Sensor nodes are homogenous and a unique id has 

given for each node throughout the network. 

3. The position of the node is fixed after it has been 

deployed; whereas CHs are randomly and 

continuously reelected. 

4. Single-hop or multi-hop communication between 

nodes and CHs. 

 

Table 1: Simulation parameters  

Parameters Values 
Area (100m,100m) 

Nodes number 100 

Energy for each node 0.5J 

BS location (50m,175m) 

Packet CH size 200 Bits 

Packet BS size 6400 Bits 

Energy for transmitting (ETX) 50nJ / Bit 

Energy for receiving (ERX) 50nJ / Bit 

Energy for data aggregated (EDA) 5nJ / Bit 

Energy consumptions of power 

amplifier in free space (ɛfs) 

10pJ/Bit/m
2 

Energy Consumptions of power 

amplifier in Multi-path fading (ɛmp) 

0.0013pJ/Bit/m
4 

 

6 The proposed algorithm 

We propose in this paper a new approach for tracking a 

mobile object based on a dynamic cluster network. 

Obviously, there are several drawbacks apparent on static 

clustering as discussed earlier.  

On contrary, if we make a tracking network as a 

dynamic cluster, which all nodes are homogeneous, we 

will be able to form some clusters to be responsible for 

tracking, according to triggered particular events. 

Meanwhile other clusters will be responsible to convey the 

messages to the sink. In fact, if we have the decision to 

construct a cluster, we will make nodes randomly close to 

each other to reduce the power consumption, through 

multiple radio connectivity. In this way, the shortest 

distances between nodes, the lowest power consumption 

and the longest life time for the network are achieved. The 

proposed algorithm can be explained in the following 

steps. 

1. After constructing the network, which is randomly 

deployed on a particular area and election of CHs, the 

sensor nodes are being involved to detect a mobile 

object. 

2. If there is a target detected by some nodes that belong to 

a specific cluster, the cluster randomly points to any of 

the detecting nodes with sufficient energy to track the 

mobile object, while the other sensor nodes that belong 

to different clusters go to sleep mode except CHs in 

order to forward a report to the base station through 

multiple CHs if it is needed. There are two types of CHs 

in the proposed algorithm either primary, if the CH is 

close enough to be elected by the network or secondary.  

3. Another feature of the algorithm that enhances its 

performance is that the tracking CH will select only one 

node for tracking or three suitable nodes for localization 

and decide the reporting schedule relying on the target 

speed.  

To evaluate the performance of the algorithm, simulation 

experiments were carried by Matlab environment. We 

present in the next paragraphs snapshots that demonstrate 

the deployment phase of the network and phases of 

formation cluster heads, determining nodes that belong to 

each CH, informing the base station about network 

construction, and establishing tracking process.   

As it has shown in Figure 3, the formation of the 

network includes only homogenous nodes that are 

randomly distributed in a square area, and then an election 

of CHs takes place in order to determine the number of 

CHs and to assign particular nodes to each CH. Figure 4 

shows the CHs and the nodes included in each CH. After 

the structure of the network has been formed, a report 

regarding to that formation has to be forwarded to the base 

station. However, the base station decides based on on the 

number of hops in each cluster and the number of member 

nodes fit in each cluster, if the positions of CHs have 

plausible locations. 

 

 

Figure 3:  Network formation in a square area 
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The network is tested under the assumption that all 

nodes provide periodically their sensing information to the 

CHs and the CHs inform the base station with the collected 

information. Also, it is important to mention that during a 

specific period or round, the process of reelection CHs 

could be conducted in the network according to triggering 

an event of interest. Figure 5 depicts the life time of the 

network. The figure shows that the life time of the network 

is steady until approximately 400 rounds and then the 

number of live nodes falls to reach almost zero after 800 

rounds. Alternatively, Figure 6 shows the number of dead 

nodes during the life time of the network. It is clear that 

there are no dead nodes before 400 round. However, the 

dead nodes increase to reach 90 nodes at roughly 800 

rounds. 

 

Figure 4: Election cluster heads. 

Figure 5: The network lifetime. 

Figure 6: The number of dead nodes during the network 

lifetime. 

 

Figure 7: The number of transmitted packets to the BS and 

CHs. 

Additionally, the number of packets arrived to the CHs 

and to the base station in measured. Figure 7 shows that the 

number of packets reached to the BS are much less than 

the packets reached to the CHs during the lifetime of the 

network. Thus, the number of packets decreases 

dramatically when the number of dead nodes increases 

roughly after 700 rounds. 

Figure 8 and Figure 9 show the process of tracking a 

mobile object. Once a query from the base station is sent to 

detect a target, all CHs inform the sensor nodes in the 

network to get involved by scanning the environment. If a 

target is detected by some nodes in a cluster, the cluster 

will randomly choose a node with sufficient energy to 

track the target. When the speed of the target is detected by 
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the base station, the sleep packet protocol is applied on the 

network except for CHs and the detected node. However, if 

the target moves outside the radio range of the node, a 

release message is sent from the detected node and the 

tracking algorithm of is invoked.  

Finally, the proposed algorithm support localization by 

involving three nodes to evaluate equation (1) by the base 

station. Figure 10 shows the how the target localization and 

two CHs send their information to the BS.  

 

 

Figure 8: Target detection by the network and highlight the 

detected node. 

 

Figure 9: Tracking the moving target through the network 

and highlight the detected node. 

 

7 Conclusion 

     Two object tracking techniques were presented in this 

paper based on dynamic clustering algorithms. A 

combination of the two techniques is proposed to improve 

the performance of dynamic cluster. TO demonstrate the 

performance of the proposed algorithm, Matlab 

environment was used to present this illustration. Various 

factors such as the accuracy of tracking and the power 

consumption were considered in the simulation tests. It 

was demonstrated that the proposed algorithm provides 

many functions such as tracking or localization of an 

object as a response to a query from the base station.  Also, 

since we proposed that tracking an object is based on 

dynamic cluster environment rather than static cluster, our 

protocol has resulted efficient power consumption and 

efficient localization of nodes with respect to cluster heads. 

Furthermore, the sleep packet protocol is considered in the 

proposed algorithm which implies that only one node is 

appointed from the CH to track the object. However, the 

different speeds of the moving object are not examined in 

the proposed algorithm but it is considered a random 

movement for the mobile object. We are planning to 

extend this protocol in the future to consider the aped and 

directions of the moving nodes and how such factors can 

affect the algorithm performance. 

 

Figure 10: Target localization through the network and 

highlight the detected nodes. 
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