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Spatial room impulse responses (SRIRs) capture room acoustics with directional informa-
tion. SRIRs measured in coupled rooms and spaces with non-uniform absorption distribution
may exhibit anisotropic reverberation decays and multiple decay slopes. However, noisy mea-
surements with low signal-to-noise ratios pose issues in analysis and reproduction in practice.
This paper presents a method for resynthesis of the late decay of anisotropic SRIRs, effec-
tively removing noise from SRIR measurements. The method accounts for both multi-slope
decays and directional reverberation. A spherical filter bank extracts directionally constrained
signals from Ambisonic input, which are then analyzed and parameterized in terms of multiple
exponential decays and a noise floor. The noisy late reverberation is then resynthesized from
the estimated parameters using modal synthesis, and the restored SRIR is reconstructed as
Ambisonic signals. The method is evaluated both numerically and perceptually, which shows
that SRIRs can be denoised with minimal error as long as parts of the decay slope are above
the noise level, with signal-to-noise ratios as low as 40 dB in the presented experiment. The
method can be used to increase the perceived spatial audio quality of noise-impaired SRIRs.

0 INTRODUCTION

Room impulse responses (RIRs) capture the reverbera-
tion characteristics of a space. Rooms with simple geome-
tries and uniform absorption tend to feature isotropic sound
energy decays, for which reverberation time is constant in
all directions and the sound energy decays with a single
slope [1]. However, non-uniform spaces, such as coupled
rooms, feature multiple-slope decays, which typically com-
prise a mix of the single slopes for each space [1–3]. These
are perceivable [4, 5], direction-dependent [6], and vary
with inter-room position and coupling aperture size [7, 8].

Spatial RIRs (SRIRs), such as those measured using a
spherical microphone array (SMA), contain the directional
characteristics of a room’s reverberation. They are there-
fore also often called directional RIRs, which is used inter-
changeably in this document. Spatial room characteristics
play a crucial role in localization and other room-related
properties, such as sound source width, envelopment, per-
ceived loudness, and clarity [9, 10].

Using an SMA to measure SRIRs allows encoding
the microphone signals to the spherical harmonic domain
(SHD) in higher-order Ambisonic (HOA) format [11, 12],
which is independent of the used capture or playback de-

vices. SRIRs allow for greater flexibility after measurement
than monophonic or stereophonic alternatives because they
can be analyzed using beamforming directional approaches
and reproduced over both loudspeaker arrays and head-
phones.

However, commercial SMAs tend to be noisier than
single-capsule microphones. This noise is particularly
prominent because of the number of capsules and encod-
ing process of microphone signals to the SHD. Potential
noise sources include the microphone capsules and cir-
cuitry noise, as well as electromagnetic interference and
quantization noise. Additionally, measurements taken in
non-laboratory environments can suffer from environment
background noise, such as air conditioning, people, and
traffic, which intensifies with large distances between the
source and receiver [13]. All of the above contribute to the
problem of a noisy measurement in practice.

Excessive noise in the impulse response can substan-
tially degrade the resulting audio quality and needs to be
suppressed whenever possible. A noisy impulse response
leads to degradation in rendering because it introduces un-
wanted temporal smearing of the input signal [14–16]. For
these reasons, there is a need for a robust method to denoise
measured SRIRs.
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Recent studies have proposed tailored denoising algo-
rithms for SRIRs [17–19]. They are centered around the
concept of segregating late reverberation components in ei-
ther spherically isotropic [19] or anisotropic components
[18, 20]. The articles [18, 20] are in that sense related to
this current work. They presented a conceptual framework
for tackling the problem of directional SRIR denoising,
suggesting to first carry out a plane-wave decomposition
in many directions, followed by a mixing time estimation
based on spatial coherence. They have then approximated
the reverberation tail with exponential slopes, potentially
accounting for multi-slope situations. These methods then
proposed to resynthesize the reverberation tail in order to
achieve signal-to-noise–ratio (SNR) improvements. From
the published literature, however, details about the resyn-
thesis have been left unaddressed. The present authors have
identified key issues related to the spatial analysis and re-
synthesis to the SHD, which they improved upon by the
recently formalized spherical filter bank (SFB) in the SHD
[21]. Furthermore, they could not find a detailed perfor-
mance analysis of the presented framework, e.g., in terms
of input-to-output error, which is addressed more explicitly
in the present article.

This paper describes a method for denoising SRIRs, in-
corporating both anisotropic directional analysis and multi-
slope sound energy decay fitting. The approach aims to be
robust to measurements with low SNRs and non-Gaussian
noise. A brief description of the approach is as follows.
Firstly, an SFB is used to extract directionally constrained
signals of the SHD SRIR. These beamformer outputs form
a set of spatially filtered signals that subdivides the spa-
tial impulse input signal. Next, each directional component
is analyzed and described as multiple exponential decay
slopes, using a recently proposed neural network parameter
fitting method [22], which also provides a noise-level esti-
mate. The proposed approach then replaces the presumed
noisy components below this noise level, using modal syn-
thesis to resynthesize the late decay tails to match the timbre
and decay rate of the estimated slopes. Finally, the SFB de-
sign allows re-encoding of the processed signals back to
the SHD while preserving their energy.

This paper is structured as follows. SEC. 1 presents an
analysis with insights about SRIRs, further motivating the
multi-slope decay fit. SEC. 2 details the methodology and
algorithm design for the multi-slope directional denoising
approach. The approach is evaluated in SEC. 3 both techni-
cally, which includes directional SNR comparisons, using
both simulated SRIRs with added Gaussian noise and mea-
sured SRIRs with captured noise, and perceptually, through
a listening test on denoised SRIR measurements with vary-
ing SNRs. The results of the evaluation are discussed in
SEC. 4, and the paper is concluded, along with further work
proposed, in SEC. 5.

1 ANISOTROPIC MULTI-SLOPE DECAY SRIR

To better understand anisotropic reverberation, Fig. 1
presents the input amplitude density of a measured
SRIR (SRIRmeas), which is used throughout this pa-

Fig. 1. The scaled input RMS of the measured spatial room impulse
response SRIRmeas (Nsph = 3) under test, evaluated on a dense
grid. Numbers indicate beamformer steering directions utilized
within this article. The white numbers indicate the filter steering
directions close to the Cartesian axes used for further performance
analysis visualizations.

Fig. 2. Broadband T60, estimated from spatial Butterworth fil-
ters, on the measured spatial room impulse response SRIRmeas

(Nsph = 3) input shown in Fig. 1. The markers’ colors show the
estimated broadband T60 over each beamformer, indicating an
anisotropic reverberation tail.

per. The depicted directional dependency of the SRIR
supports the need for directional processing in the
following.

However, not only the reverberation level but also the
reverberation time can change with the angle of incidence.
Therefore, it is not sufficient to treat only reverberation
level as a function of direction, but also the decay rate.
This becomes apparent in Fig. 2, which shows a frequency
band average of the T60 reverberation length for each of the
beamformer directions shown in Fig. 1. Here, the T60 is the
time taken for the energy of the impulse response to decay
to −60 dB lower than the initial impulse [23]. In insufficient
SNR situations, it is suggested to infer T60 by doubling the
decay time to −30 dB [23]. This observed directional de-
pendency calls for adequate directional processing, which
is addressed with an SFB in this article.

Furthermore, the energy decay curve (EDC) may be com-
posed of multiple decaying exponential slopes at noniden-
tical decay rates. Multi-slope decays are used for quantify-
ing complex acoustic phenomena, such as room coupling or
non-uniform absorptive material distributions [8, 24]. Fig. 4
demonstrates that the reverberation decay of SRIRmeas is
composed of multiple slopes. It can therefore be concluded
that in the present case, a typical single-slope assumption
is violated and hence requires further methods, which are
detailed in the following.
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Fig. 3. Block diagram of the denoising approach presented in this paper. The subscript nm marks spherical harmonic domain signals.
Each step is detailed in SEC. 2.

Fig. 4. Energy decay curve (EDC) fit (multi-slopes) in the 1-kHz
frequency band on measured SRIR, as shown in Fig. 1, beam-
formers steering close to [+x, −x, +y, −y, +z, −z], indexed by
colors. The estimated EDC (dotted) stemming from the model pa-
rameterization matches closely the measured input EDC (solid),
and the denoised EDC (dashed) obtained from the output shows
the SNR improvement.

2 METHODS

This section explains the methodology of the direc-
tional denoising approach of impulse response tails with
anisotropic multi-slope decays, beginning with the spatial
deconstruction of the SRIR and the spatially filtered de-
cay slope estimation, to the resynthesis of the late decay
and reconstruction of the SHD SRIR. Fig. 3 illustrates the
proposed denoising approach, consisting of the following
steps:

1. Input noisy HOA SRIR hin
nm(t).

2. Extract spatially filtered signals hξ(t) in directions
�ξ, see Eq. (4).

3. Use DecayFitNet [22] to estimate multi-slope decay
model parameters Ai, Ti, Anoise on hξ(t), see SEC. 2.2.

4. Resynthesize late tail from estimated parameters us-
ing modal synthesis while zeroing the noise compo-
nent (Anoise = 0).

5. Ensure spatial band-limitation of synthesized h̃ξ(t),
see Eq. (17).

6. Calculate crossover point between input hξ(t) and
synthesis h̃ξ(t) from estimated Anoise.

7. Re-encode to SHD by perfect reconstruction of hξ(t)
and energy preserving reconstruction of h̃ξ(t), see
Eqs. (14) and (15), respectively.

8. Output denoised HOA SRIR ĥ
out
nm(t).

Spherical harmonics in this paper are orthonormalized
as defined in [25, Eq. (6.20)], on the unit sphere � = [φ, θ]
∈ S2, with the azimuth angle φ and zenith/colatitude angle
θ. A signal model may be formulated with additive noise
snoise as

s(t,�) = ŝ(t,�) + snoise(t,�), (1)

in the SHD as

σnm(t) = σ̂nm(t) + σnoise
nm (t). (2)

It will be further assumed that all signals are spatially band-
limited to spherical harmonic (SH) order Nsph. The discrete
spherical harmonic transform (SHT), up to order Nsph, and
the inverse SHT (iSHT) are given as [26, Eqs. (3.34) and
(3.35)]. In order to avoid confusion, the SHD spectrum is
explicitly marked with the subscript ( · )nm. Because SRIRs
typically decay exponentially temporally, whereas the noise
terms are temporally static, the model allows estimating the
clean SRIR ĥ

out
nm(t) from a noisy input SRIR hin

nm(t) in the
early decay, if the SNR is sufficient, and hence the noise
term is negligible.

2.1 Directional Analysis and Resynthesis
Reverberation models often make the assumption of

isotropic decay. However, as highlighted in SEC. 1, this sim-
plification may not apply in practice. Assuming potentially
anisotropic reverberation, the analysis requires directional
processing. Hence, in this study, the analysis, resynthesis,
and therefore denoising are carried out on directionally
constrained parts of the sound field. This directional con-
strain is imposed by beamformers, i.e., spatial filters in
the SHD. Partitioning the SHD input signal with a com-
plete set of beamformers, uniformly covering the domain
(i.e., the sphere), may therefore be interpreted as an SFB.
The SFB thereby enables intuitive techniques of directional
processing in the SHD. The key idea here is that the SFB
analysis and re-synthesis form a pair that allows transform-
ing between domains under preservation and reconstruction
criteria detailed in the following.

The SFB extracts signals from the spatially continuous
SHD on a spatially discrete grid, allowing the transform
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Fig. 5. Comparison of spatial Butterworth filter (solid) for k = 5,
lc = 2.5, and normalized plane-wave decomposition (dotted) for
third-order (Nsph = 3) spherical harmonic signals.

back to the SHD. The key difference of SFBs compared to
an unmodified SHT and iSHT is the possibility to choose
the underlying (axisymmetric) filter pattern. The evaluated
spatial pattern of the iSHT is proportional to the maximum
directivity (max DI) beamformer or plane-wave decompo-
sition, i.e., a higher-order hyper-cardioid. Despite showing
maximum directivity, the back-lobe and side-lobe suppres-
sion can be improved in the context of SRIR analysis. Pre-
viously, patterns with greater front-to-back ratio generally
increased the performance, because differences in oppo-
site directions are typically easily audible and thus need
to be resolved. The utilized pattern is a design choice and
should be tailored to the application and requirements on
hand. For the purpose of demonstration, this study uses
a spatial Butterworth filter, which may be formulated as
cButterworth

n = 1√
1+(n/nc)2k

, where n ∈ [0, Nsph] is the SH

order, Nsph is the maximum SH order, nc the cut-on SH
order, and k ∈ N the filter order [27, Table 3.1]. The fil-
ter is then normalized to have unit amplitude in steer-
ing direction. Its polar pattern is compared to the max DI
beamformer in Fig. 5, which demonstrates superior back-
lobe suppression while only minimally widening the main
lobe. Another suitable alternative would be the max rE pat-
tern, which is conceptually similar to a higher-order super-
cardioid. In comparison, the max DI beamformer is given
by cmax DI

n = 4π
(Nsph+1)2 . Any axisymmetric analysis pattern is

defined in terms of Nsph + 1 modal weighting coefficients
cn, where the operator diagN formalizes repeating m times
the weight of order n. The SH coefficients of these beam-
formers are, for axisymmetric patterns, given directly as

wnm = diagN (cn) ym
n (�′)H, (3)

with the steering vector ym
n (�′) evaluating the spherical

harmonics in direction �′, and the Hermetian transpose
(·)H.

The filter bank framework allows establishing the inter-
pretation of analysis and synthesis. Extracting beamformer
ξ ∈ [1, . . ., J] signals sξ as

sξ = Aσ in
nm, (4)

where the analysis matrix A of size J × (Nsph + 1)2 is
comprised of stacked beamformers wnm .

The latter is formulated accordingly with stacked steering
vectors ym

n (�ξ) to a matrix Y

A = [
diagN (can

n )Y H
]H = Y diagN (can

n ). (5)

The re-encoding of the beamformer output signals back
to the SHD is formulated accordingly as

σout
nm = BHsξ, (6)

where the matrix B of size J × (Nsph + 1)2 is

B = Y diagN (csyn
n ). (7)

Covering the SHD uniformly, the steering vectors
ym

n (�ξ) are evaluated on a uniform grid. The re-encoding to
the SHD requires a grid supporting the spatial integration
of a polynomial of order 2Nsph, which is discretized by, e.g.,
a spherical t-design [28]. The grid may be rotated without
any loss of generality, e.g., in order to align the first steering
direction to [1, 0, 0]T. Although spherical t-designs are gen-
erally over-determined and therefore not optimal in terms
of minimal spatial interaction, their property of constant
quadrature weights is essential in the current formulation.

Preservation factors for a uniform grid are derived in [21]
as [21]:

βA =
√

4π

wan
00 J

, (8)

βE = 4π

[wan
nm]Hwan

nm J
. (9)

These factors ensure that the sum over all J analysis filter
weightings wξ either preserves amplitude as

J∑
ξ

βAwξ(�) = 1, ∀� ∈ S2, (10)

or preserves energy as

J∑
ξ

βEw2
ξ(�) =

J∑
ξ

[√
βEwξ(�)

]2
= 1, ∀� ∈ S2.

(11)

The reconstruction of amplitude, defined in this case
more strictly as perfect reconstruction, is achieved if the
signal restored from the filter bank σout

nm(t) exactly matches
the input signal σ in

nm(t)

σout
nm(t)

!= σ in
nm(t), (12)

for any time t. If perfect reconstruction is not possible,
the reconstruction of energy over time may be demanded
(projection of signal onto itself) such that

〈
σout

nm(t),σout
nm(t)

〉 != 〈
σ in

nm(t),σ in
nm(t)

〉
. (13)
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Shown previously in [29], perfect reconstruction is
achieved by

σout
nm(t) = βA BHsξ(t), (14)

and energy preservation reconstruction by

σ̃out
nm(t) =

√
βE BH s̃ξ(t), (15)

where csyn
n = 1

can
n /can

0
is defined for both, according to

Eq. (7). This formulation shows the advantage of the fil-
ter bank framework, because the preservation factors βA

and βE are the only difference between both reconstruction
topologies. For further details and derivations, see [21, 29].

Because Eq. (6) essentially constitutes a modified SHT,
the transform to order Nsph requires spatially band-limited
signals in the spatially discrete domain to avoid spatial alias-
ing. Because the signals sξ stem from a directional filtering
operation, the inter-signal coherence of a diffuse, spatially
band-limited signal may be formulated as the spatial coher-
ence matrix

Rξ,ξ′ = Y ξ,nm diagN (can
n )Y H

ξ,nm . (16)

Assuming decorrelated signals s̆ξ(t), such as from indepen-
dent white noise realizations, the spatial band-limitation
may be reestablished directly by

s̃ξ(t) = Rξ,ξ′/(1R)s̆ξ(t), (17)

where the spatial coherence matrix is normalized by the
sum over one axis (denoted as 1R), avoiding a change
in total power. Note that frequency-dependent spatial co-
herence Rξ,ξ′ ( f ) may also be introduced, e.g., in order to
mimic the measurement microphone array proprieties. In
practice, SMAs lose their directivity toward low frequen-
cies because of limitations of the radial filter gains. This
could be matched by increasing the spatial coherence ac-
cording to an a-priori measurement. However, in favor of
generality, only the broadband constraint of Eq. (17) was
applied.

2.2 Parameter Estimation
EDCs are representations of the sound energy decay

of rooms. They can be obtained from RIRs by applying
the backward integration procedure proposed by Schroeder
[30]. The sound energy decay is frequently modeled as a
single decaying exponential with one decay rate, commonly
known as the reverberation time [23, 31]. However, it is be-
coming increasingly relevant to fit higher-order models to
EDCs that include multiple exponentials and consequently
multiple decay rates, as motivated earlier. In the following,
EDCs are modeled with the decay model dκ(t) [32, 33]:

dκ(t) = Anoise(L − t) +
κ∑

i=1

Ai

[
e

ln(10−6)·t
fsTi − e

ln(10−6)·L
fsTi

]
,

(18)

where κ is the model order, Ti and Ai are the decay rate
and amplitude of the ith exponential decay, Anoise is the
amplitude of the noise term, L is the length of the EDC,
ln(·) denotes the natural logarithm, t is the sample index,
and fs is the sampling frequency of the RIR.

Various algorithms exist for estimating the model param-
eters Ti, Ai, and Anoise from noisy RIR measurements [22,
32, 34]. In the denoising approach, a recently proposed
neural network architecture is used, which was shown to
be robust, computationally efficient, and deterministic (as
opposed to iterative), [22]. The neural network was trained
with a purely synthetic EDC dataset, spanning EDCs with
the following decay parameter ranges:

1 ≤ κ ≤ 3
0.1 L

fs
≤ Ti ≤ 1.5 L

fs

−30 dB ≤ Ai ≤ 0 dB
−140 dB ≤ Anoise ≤ −30 dB

. (19)

The performance of the neural network was reliable when
analyzing two measured datasets with more than 20,000
EDCs [22]. The evaluation datasets featured variable acous-
tic conditions, such as a considerably varying amount of
furniture, room coupling, scattering, and diffraction from
geometry.

In the denoising algorithm, the DecayFitNet is used as
described in [22]. The network returns estimates for Ti, Ai,
and Anoise for every analyzed octave band.

2.3 Denoising
The potentially noisy SRIR Ambisonic signals hin

nm(t)
are first spatially segregated by the SFB analysis Eq. (4).
The now spatially discrete signals hξ(t) may then un-
dergo the decay analysis for each beamformer ξ, which
provides the (multi-slope) reverberation tail parameteriza-
tion and a noise floor estimate. These parameters inform
a modal resynthesis of the late reverberation of each di-
rectional component. This study uses modal resynthesis
because it allows for a direct resynthesis of signals that
correspond to the model Eq. (18). Because SRIRs can ex-
hibit very steep frequency roll-offs, in combination with
short decay times toward high frequencies, the band re-
jection of time-frequency filter banks may be a limiting
factor when designing the signals in the time domain, such
as by band-passed noise sequences. Each ξ contains 213

modes with logarithmically spaced randomized frequency
ω ∈ [0, π] and randomized phase ϕ ∈ [0, 2π]. The modes
are then modulated with the corresponding time derivative
of the cumulative energy decay, i.e., d ′

κ(t), see Eq. (18) with
Anoise = 0. To vary smoothly between frequency bands, the
decay envelope is linearly interpolated in log-scale between
the neighboring bands’ center frequencies, i.e., d ′

κ,ω(t).
The modal resynthesis is carried out as

h̆ξ(t) =
∑
ω

d ′
κ,ω(t) sin(ωt + ϕ)

√
2ω, (20)

where the latter factor compensates the energy distribution
induced by the logarithmic spacing of ω.

The crossover point between the input SRIR and resyn-
thesized tail is found based on the noise estimated from the
parameterization while aiming to preserve as much of the
original input as possible. Therefore, the squared input RIR
is first smoothed with a 100th-order median filter. Then, the
crossover point is determined by the first time sample 6 dB

530 J. Audio Eng. Soc., Vol. 70, No. 6, 2022 June



PAPERS RESYNTHESIS OF MULTI-SLOPE SPATIAL ROOM IMPULSE RESPONSE DECAYS

Fig. 6. Magnitude in decibels of the input hin
nm(t) and output hout

nm(t)
signal instantaneous power of the presented algorithm using simu-
lated spatial room impulse responses (SRIRsim) with 50-dB signal-
to-noise–ratio (SNR) additive noise. The horizontal line indicates
the highest noise estimate from the input parameterization, and
the vertical line the determined crossover point between the input
and denoising that results in the output.

above the highest estimated Anoise scaled by 2B because of
the (simplified) band-pass proportion from B band-passes,
and the orthonomormality error of the SFB analysis A, de-
termined as trace(AH A)/J . Both the estimated noise floor
determined from the directional parameterization and the
resulting cross-over start, besides the SRIR instantaneous
power, are shown in Fig. 6. Assuming decorrelated input
and resynthesis tails, a 300-ms constant power fade param-
eterized with ap(t) blends between both parts, such that

ĥout
nm(t) =√

ap(t)βA BHhξ(t) + √
(1 − ap(t))

√
βE BHh̃ξ(t). (21)

The unaltered early part of the SRIR reconstructs per-
fectly using Eq. (14). Replacing the beamformer outputs
by independently randomized realizations, the spatial co-
herence and thus spatial bandwidth limitation needs to be
re-established. Assuming fully decorrelated components
h̆ξ(t), the normalized beam correlation matrix Eq. (17) may
therefore simply be applied to obtain h̃ξ(t). The signals of
the resynthesized noise tail are re-encoded to the SHD using
the energy-preserving topology of Eq. (15).

3 EVALUATION

3.1 Input Signals
The anisotropic multi-slope decay resynthesis algorithm

was evaluated using two types of input signal. The first
was a simulated SRIR, which provided a noise-free refer-
ence case to which varying levels of additive noise could be
added. The second was a measured SRIR from a coupled
room SRIR dataset [13], recorded with an Eigenmike and
with audible noise present. The two SRIRs are detailed in
the following and referred to as simulated SRIR (SRIRsim)
and SRIRmeas. Both SRIRs were order truncated to
Nsph = 3, which simplifies the presentation without any loss

of generality. A waterfall plot of both scenarios is shown in
Figs. 7(a) and 8(a).

The SRIRsim was created using an image-source model
for the early reflections and a stochastic decay part for
the late reverberation. This hybrid model provided natural-
sounding results in various previous applications and is
considered a standard practice. The shoebox model sim-
ulated a room of dimensions 10.2 m x 7.1 m x 3.2 m,
V = 231.7 m3. The reverberation time was specified as
1 s, falling to 0.5 s at high frequencies. The source was
positioned [1, 0, 0]T m from the receiver. The reverb was
faded linearly (over 50 ms) into an exponentially decaying
stochastic reverb after 52.81 ms. The latter corresponds to
tmp95 = 0.0117 · V + 50.1, a conservative estimation of the
mixing time according to [35].

The procedure of utilizing a noise-free simulated SRIR
allowed for the controlled addition of noise at a chosen
level. According to the signal model Eq. (1), the experiment
injected additive white noise of varying SNR. Therefore,
spherically isotropic, but spatially band-limited, white noise
was simulated as independent realizations of white noise
in each SH component σnoise

nm of equal power [36]. Fig. 6
depicts the instantaneous power of the resulting signal.

The second test signal was the measured SRIRmeas, which
includes multi-slope decays and directional reverberation,
as well as non-Gaussian noise present in the measured im-
pulse response. The measurement was taken according to a
dataset of coupled SRIRs recorded using the mh Acoustics
em32 Eigenmike, an SMA capable of fourth-order HOA
capture1 [13]. The chosen SRIR was measured at a distance
of 250 cm, which is in the center of the coupling aperture
between two rooms, of the Meeting Room to Hallway tran-
sition. The source is positioned inside the less reverberant
room, and auralization of the SRIR shows clear directional
elements to the decay and measured noise, making this
SRIR appropriate as a test signal for the evaluation of the
algorithm. Besides the microphone self-noise, there were
multiple (directional) noise sources present. As needed for
the evaluation, the average of six 10-s exponential sweep
measurements achieved the maximum SNR in this scenario.

3.2 Technical Evaluation
3.2.1 Test Metrics

Informal listening showed a clear and consistent SNR
improvement with the proposed algorithm. In order to quan-
tify the SNR increase, varying additive white diffuse noise
was added to the noise-free SRIRsim. This allows a direct
SNR comparison between the noise-free original SRIR and
denoised SRIR obtained from an equivalent but noisy input.

The SNR is defined as the ratio between the measured
power of a signal with negligible noise contribution and the
measured power of a predominantly noisy signal. There-
fore, the power of the first 5 ms is measured starting with
the direct sound, comparing to the measured power of the
last 5 ms of the IR. A metric to evaluate noise reduction
based on the measured SNR improvement may then be

1Database available at http://doi.org/10.5281/zenodo.4095493.
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Fig. 7. Waterfall plots over the first beamformer output of the simulated spatial room impulse response (SRIRsim) tail after 100 ms,
between the noisy input (a) and denoised output (b). The input was simulated by adding white diffuse noise with 50-dB signal-to-noise
ratio (SNR) to a noise-free impulse response (IR). The solid line visualizes the 1/3-octave smoothed IR tail magnitude (in decibels).

defined as

SNRimpv = SNRout

SNRin
= Pout

t5 /Pout
t5, end

P in
t5 /P in

t5, end

= trace(Cout
nm,t5 )/ trace(Cout

nm,t5, end
)

trace(C in
nm,t5 )/ trace(C in

nm,t5, end
)

,

(22)

using

P = 1

(N + 1)2T
trace(Cnm), (23)

and the SHD signal covariance Cnm over time interval T.
To quantify the spectral error across the sphere, the mean

absolute difference of the directionally constrained spectra
between the noise-free input and denoised output is com-

pared as

E spec = 1

J K

J∑
ξ=1

K∑
k=1

∣∣∣|H late,out,smth
ξ,k | − |H late,in,smth

ξ,k |
∣∣∣ .

(24)

Therefore, the log space (decibels) difference of the 1/3-
octave–band smoothed spectra H is averaged over the fre-
quency index k and beamformers ξ, essentially comparing
the solid to dashed lines shown in Fig. 9. This error will
also contain absolute level mismatches among directional
components.

The reverberation tail reconstruction is apparent in the
waterfall plots in Fig. 7. Quantifying the reverberation tail

Fig. 8. Waterfall plots over the first beamformer output of the measured spatial room impulse response (SRIRmeas) tail after 100 ms,
between the noisy input (a) and denoised output (b). Input measured by a spherical microphone array. The solid line visualizes the
1/3-octave smoothed impulse response (IR) tail magnitude (in decibels).
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Fig. 9. Noise-free input (solid) and denoised output (dotted) rever-
beration tail spectra (after 100 ms). Output obtained from simula-
tion with 30-dB signal-to-noise−ratio (SNR) additive noise and
1/3 octave smoothed. Shown are the beamformers ξ steering close
to [+x, −x, +y, −y, +z, −z], numbered according to idx, as in
Fig. 1.

Fig. 10. Noise-free input (circles) and denoised output (crosses)
T60, ξ(b). Output obtained from simulation with 30-dB signal-to-
noise−ratio (SNR) additive noise. Shown are the beamformers ξ
steering close to [+x, −x, +y, −y, +z, −z], numbered and offset
according to idx, as in Fig. 1.

length error between the noise-free input and denoised out-
put

E T60 = 1

J B

J∑
ξ=1

B∑
b=1

|T out
60,ξ(b) − T in

60,ξ(b)| (25)

gives an indicator of the mean T60 error introduced by the
processing. Extracted from backward-integrated EDCs in
octave filter bands b, the time sample that first crosses
−60 dB marks T60(b). In low SNR conditions, T60(b) is
approximated by doubling the time to cross −30 dB. An
example of the averaged values is shown in Fig. 10.

3.2.2 Results
Table 1 presents the results of the technical evaluation

comparing the noise-free input SRIRsim and denoised out-

Table 1. Signal-to-noise−ratio (SNR) improvements [see Eq.
(21)] and Mean Spectral Error E spec [see Eq. (22)], between

original and denoised simulated spatial room impulse responses
(SRIRsim) (Nsph = 3) with varying levels of added noise

SNRin, sim in decibels, Mean Reverberation Time Error E T60 in
seconds [see Eq. (23)].

SNRin, sim SNRimpv E spec E T60

100 1.04 ≤0.01 ≤0.01
80 19.96 ≤0.01 ≤0.01
60 38.12 ≤0.01 ≤0.01
50 48.69 0.01 0.01
40 57.31 0.02 0.02
30 62.18 0.05 0.04
20 53.95 0.20 0.34

put, obtained from the same SRIR with varying levels of
additive noise. When increasing the level of simulated ad-
ditive diffuse white noise, i.e., decreasing SNRin, sim, the
reported algorithm generally performed strong denoising.
Measured SNRimpv indicates steady SNR improvements,
which saturates on one end because of no measurable dif-
ferences and on the other end at around SNRin, sim = 30.
Both the mean spectral error E spec and mean reverberation
length error ET60 stay very low up until SNRin, sim = 30.

3.3 Perceptual Evaluation
3.3.1 Test Design

The previously reported technical evaluation showed
good results on the tested single-slope SRIR when mod-
ified with varying levels of additive white noise. However,
in reality, SRIRs are more complex and can only be captured
in all their aspects by measurements. These measurements
cannot be achieved noise free because of limitations of the
microphones and environmental noise. To quantify the real-
world perceived performance of the proposed algorithm, a
perceptual listening test was conducted with the measured
SRIR detailed in SEC. 3.1.

The listening test subjects were recruited from the Aalto
University Acoustics Lab and can be considered expe-
rienced listeners, designing and participating in multi-
ple critical listening tests before. A total of 12 listeners
(male/female), aged 24−38 years (mean: 29.5), rated the
items in a single trial according to a Multiple Stimuli with
Hidden Reference and Anchor–like test paradigm (using
[37]) in terms of the presented spatial denoising quality
(poor−excellent). Out of these 12 participants, nine iden-
tified the reference condition by rating it higher than 90,
whereas the other results were excluded from the evalua-
tion. The test took place in the listening booths of the Aalto
University acoustics laboratories and took around 15 min
in total.

All SRIRs were binaurally rendered by SH domain con-
volution, with a set of head-related impulse responses ob-
tained from a KU100 dummy head [38]. The SH spectrum
tapering approach with coloration compensation was ap-
plied in order to mitigate high-frequency loss by SH order
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truncation, as described in [39]. The equalization therein
can be seen as a diffuse field equalization technique, where
the resulting renderings contained enough high-frequency
content for the judging of fine details, without relying on
further non-linear processing.

The binaural SRIRs were convolved with a 5-s loop of
a dry drumkit recording. The signal was chosen to excite a
broadband response with enough transients. The reverbera-
tion decayed fully at the end of the loop, such that even small
differences in the decay behavior could be detected. Par-
ticipants were explicitly encouraged to limit the loop range
during the test such that they can concentrate on small de-
tails, and the test conductor noticed that every participant
focused on the last reverberation decay. Additionally, there
was a training phase, where participants could get familiar
with the interface and the type of performance differences.
Although these instructions might result in an overly crit-
ical evaluation, it is assumed that these helped detect dif-
ferences that might have otherwise been left undiscovered
with a small sample size.

The reference to compare against (REF) is the unpro-
cessed measurement with the maximum SNR achieved
by averaging six SRIR measurements obtained from 10-
s sweeps (measured broadband SNRin = 61.38 dB). The
items C1−C6 are the proposed algorithm operating under
decreasing SNR conditions, achieved by adding varying
levels of recorded noise to the input signal. Besides the
microphone self noise, the recorded noise included a quite
prominent air conditioning noise and high-frequency infer-
ence from other electronic devices. The conditions were
as follows: C1, 100-dB SNR; C2, 60-dB SNR; C3, 50-dB
SNR; C4, 40-dB SNR; C5, 30-dB SNR; and C6, 20-dB
SNR. Additionally, the test included two anchor-like con-
ditions: A1, 30-dB SNR without any denoising, and A2,
30-dB SNR without spatial processing in the resynthesis
(i.e., one omni-directional beamformer) and only a single
estimated slope.

3.3.2 Results
The results of the listening test are presented in Fig. 11

as individual transparent dots and violin plots, whereby
the width of the violin shows the density of data, me-
dian values are presented as a white point, the interquar-
tile range is marked using a thick black line, and the
range between the lower and upper adjacent values is
marked using a thin black line. Comparing to the tech-
nical evaluation in the noise-free single-slope case, the
participants could detect deviations from the reference
earlier than the technical measures predicted from the
single-slope case. However, the median follows an order
as predicted and is in good agreement with the techni-
cal measures. The participants also rated the algorithm
as excellent when operating in the typical measurement
SNR range.

Because of the low number of participants, descriptive
and non-parametric statistics were favored over paramet-
ric alternatives. The Wilcoxon signed-rank test evaluates a
statistically significant difference between two conditions

Fig. 11. Perceptual evaluation results, depicted as a violin plot. The
inner part resembles a box plot, where the white point indicates
the median. Each individual response is marked as a transparent
dot.

Fig. 12. Difference in condition rating scores, indicated by a
Wilcoxon signed-rank test. P-values are clipped for better vi-
sualization.

(H0: the tested underlying distributions are the same). The
results are presented in Fig. 12, reported at a 95% con-
fidence level. With both medians of REF and C1 at 100,
the ratings suggest that subjects were not able to confi-
dently identify the condition where the proposed method
was applied, in comparison to the reference. For decreas-
ing SNRs, the test indicates a perceptual difference to no
spatial denoising treatment. The effectiveness of the pro-
posed algorithm is highlighted by the comparison between
A1 (no processing) and C5 (with processing), in the 30-
dB SNR scenario. Here, the proposed algorithm performs
better than the unprocessed case, which is supported by
their statistically significant difference. Similarly, the com-
parison A2 (no spatial reconstruction) to C5 (full spatial
processing) shows an advantage of incorporating the direc-
tional reconstruction of the late SRIR tail.
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4 DISCUSSION

This paper presented a method for SRIR tail resynthe-
sis, including directional dependency and multi-slope de-
cays. The importance of directional processing was jus-
tified by observing the anisotropic behavior in Figs. 1
and 2 and the multi-slope parameterization in Fig. 4.
The results presented in SEC. 3.2.2 highlight promis-
ing performance. The parameter extraction, reverb tail
resynthesis, and SH re-encoding delivered predictable
outcomes.

The measured SRIRs obtained from an SMA exhibited
prominent noise, with a distinct high-frequency component.
Additionally, there were environmental noise sources, such
as an air conditioning unit, in the room. The noise is au-
dible even when listening to the SRIR alone and is not
spectrally white as shown in Fig. 8(a), which means that a
Gaussian noise assumption cannot be made. It also shows
a frequency-dependent decay time, with rapidly vanishing
high-frequency components. After the denoising procedure
presented in SEC. 2, the noise was not perceivable any-
more. This was confirmed by a formal listening test, which
showed the timbre and tail decay can match convincingly,
something that is supported by comparing the waterfall
plots Fig. 8(b) and decay slopes in Fig. 4.

When measuring the input to output on the noise-free
input SRIRsim, the performance could also be quantified.
It showed that the SNR could consistently be improved
upon, up to the measurable limit. However, the denoising
process was carried out frequency-dependently; hence, the
mean spectral error E spec quantified changes in timbre. It
shows that E spec stays relatively low until around −30-dB
noise-floor SNR. This corresponded well to the point where
a slight shift in timbre was audible when listening to the
reverberation tails. Compared to Fig. 8, it shows that the
high frequencies drop rapidly in the same range. At such
low SNR conditions, the tail is buried in noise, and a mean-
ingful parameter estimation is not possible. Nevertheless,
Fig. 9 also shows the excellent matching between input and
output spectra, where the deviations in the lower-frequency
region might originate from different mode frequencies dur-
ing resynthesis.

The effect of mismatched reverberation times becomes
audible in the same range of additive noise. Around −30-dB
SNR from the noise floor, a slight double decay starts to be-
come audible. Again, this affects high frequencies first. The
parameter estimation becomes harder on flattened EDCs,
generally resulting in overestimating the corresponding T60,
even though the parameterization detects the noise floor.

The findings of the experiment support the informal find-
ings from the measured SRIRmeas, where a controlled evalu-
ation is not possible because there is no noise-free compar-
ison SRIR. The broadband SNR of this SRIR is the range in
which the proposed denoising algorithm could be justified
by the previous systematic evaluation.

Ultimately, the denoising algorithm replaces parts of the
SRIR. The lower the input SNR, the larger the interference
with the original SRIR. The perceptual evaluation showed
that the algorithm can operate almost transparently and that

denoising may improve the perceived audio quality. How-
ever, replacing significant portions of the impulse response
is audible when compared to a reference. The test also high-
lighted the importance of following the spatial characteris-
tics of the SRIR and showed that the spatial aspect of the
described method improves the perceptual performance.

It should be noted that the performance is dependent on
the actual input conditions. Nevertheless, the results indi-
cate reliable performance, as long as the input EDC can
be considered sufficiently above the noise floor. The ex-
perienced performance limitations in this work seemed to
be related to the parameter extraction. Further information
on the temporal evolution of an impulse response was not
yet incorporated. The current framework only acts on the
measured input parameters, without inference or conver-
gence assumptions. The latter additional assumptions may
improve the performance on critical input SNR conditions,
where parameters are not retractable anymore.

Although the modal resynthesis allowed for a straight-
forward implementation according to the multi-slope IR
model, the resynthesis to the SHD introduced additional
complexity. A formulation directly in the SHD could pro-
vide an appropriate alternative here.

Compared to previous work (e.g., [19]), using fewer
beamformers might improve directional independence of
the parameterization and synthesis computation time. How-
ever, the presented SFB relies on a uniform spatial sampling
and quadrature weights, accordingly. Future formulations
may allow non-uniform sampling, supporting more mini-
mal spatial sampling strategies. The spatial weighting of the
chosen spatial Butterworth filter pattern, however, seemed
to provide sufficient suppression for all examined SRIRs in
this work so that the spatial interaction was not identified
as a limiting factor.

5 CONCLUSION

This paper has presented a method for resynthesizing
the late decay of an SRIR, whereby an SFB extracts di-
rectionally constrained signals that are then analyzed and
described as multiple exponential decays and a noise floor.
The late reverberation is then resynthesized for each direc-
tional component signal using modal synthesis without the
noise floor, and the SRIR is reconstructed with restored late
reverberation.

The method has been evaluated both technically and per-
ceptually, using both synthesized and measured SRIRs. The
technical evaluation showed that the resynthesis technique
is effective for SNRs as low as 40 dB, but at 30 dB and
lower, it produced limited results because significant por-
tions of the evaluated IR disappeared in the noise floor.
The perceptual evaluation showed that the method was suc-
cessful, although artefacts were audible for denoised SRIRs
with low SNRs. Future work could include more elaborate
parameterization in very low SNR conditions, i.e., by infer-
ring parts that disappear within the noise floor from parts
that are retractable.
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Further resources of this study are available online.2
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