
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Generalized Superimposed Training Scheme In IRS-assisted Cell-
free Massive MIMO Systems

Citation for published version:
Garg, N, Ge, H & Ratnarajah, T 2022, 'Generalized Superimposed Training Scheme In IRS-assisted Cell-
free Massive MIMO Systems', IEEE Journal of Selected Topics in Signal Processing.
https://doi.org/10.1109/JSTSP.2022.3174397

Digital Object Identifier (DOI):
10.1109/JSTSP.2022.3174397

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
IEEE Journal of Selected Topics in Signal Processing

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 17. Aug. 2022

https://doi.org/10.1109/JSTSP.2022.3174397
https://doi.org/10.1109/JSTSP.2022.3174397
https://www.research.ed.ac.uk/en/publications/a4ce43b7-4efe-4eea-80fa-a0406e4603c9


1

Generalized Superimposed Training Scheme In
IRS-assisted Cell-free Massive MIMO Systems

Navneet Garg, Member, IEEE, Hanxiao Ge, Student Member, IEEE, and Tharmalingam Ratnarajah, Senior
Member, IEEE.

Abstract—In this paper, for a cell-free massive multi-input
multi-output (MIMO) system assisted with intelligent reflective
surface (IRS) panels, a generalized superimposed pilot (GSP)
training scheme is proposed, where the available number of pilots
are equal to the coherence time slots, and the transmitting data
symbols are spread over the coherence time with the help of
simple precoding. Further, in order to keep the system scalable,
a low complexity approach is employed for processing, and the
corresponding rate components are analyzed. It is shown that
with careful design of precoding and number of data symbols,
the GSP symbols can provide much better channel estimation
and data detection performance, as compared to the regular pilot
scheme and the conventional superimposed scheme. These results,
verified via simulations, shows that the centralized processing im-
proves the data detection performance than localized processing.
The pilot contamination effect, is significantly reduced due to
the availability of larger number of pilots, as compared to the
regular pilots transmission. For four IRS panels in the system,
the proposed scheme is shown to reduce the channel estimation
errors by 74% approximately.

I. INTRODUCTION

In the recent years, cell-free massive multi-input multi-
output (CF-mMIMO) systems have gained considerable at-
tention for next generation wireless networks (beyond 5G
or 6G), since it is able to achieve all merits of traditional
distributed large-scale MIMO and network MIMO systems
with simple precoding schemes [1]–[3]. These merits include
tremendous macro-diversity and coverage ratio, high spectral
and energy efficiencies, low interference [4], [5]. In such
systems, the spatial data detection and the system capacity
heavily depends on the CSI quality. To improve the channel es-
timation performance in CF-mMIMO system and to make the
system scalable to the number of users and access points, low
complexity matched filter based approaches are investigated in
[6]. However, as the number of user equipments (UEs) exceeds
the number of available pilots, the reuse of pilots among UEs
gives rise to the pilot contamination, which bottlenecks both
the channel estimation and data detection, and does not vanish
even in the asymptotic regime L → ∞ [7], where L denotes
the number of access points (APs). To minimize the pilot
contamination, several pilot assignment (PA) methods have
been studied, including random PA, greedy PA, Tabu-search-
based PA [8], structured PA based on geographical locations
[9], graph coloring based PA [10]. Dynamic cooperation
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clustering has also been used to reuse the pilots in an efficient
way in [6]. In [11], sparse channel matrix estimates are
improved using deep neural networks for mmWave systems. In
[12], [13], pilot power control is proposed to reduce the pilot
contamination using convex approximation approach, whereas
the rate-optimized power allocation is considered in [14], [15]
via geometric programming. Energy efficiency maximization
for power control is investigated for mmWave system in [16].
Authors in [17], [18] have analyzed the performance for Rician
fading channels.

Note that the above works employ regular pilots (RPs) trans-
mission, where the pilot and data symbols are sent separately
in the coherence interval (T = τp + τd), where τp and τd are
the number of time slots used for pilot and data transmission.
The value of τp decides the number of available pilots, which
in turn decide the strength of pilot contamination. In contrast
to RPs, the superimposed pilots (SPs) have been investigated
in literature to have interesting features in traditional large-
scale MIMO systems [4], with orthogonal frequency-division
multiplexing (OFDM) in [19]–[22]. In the SP scheme [23],
pilot and data symbols are transmitted simultaneously over
a coherence time block. Particularly, the SP scheme benefits
from suppressing pilot contamination by reducing the possibil-
ity of pilot reuse, since T pilots are available and T > τp [24],
[25]. However, the correlation between pilot and data symbols
reduces the quality of channel estimation and deteriorates
the data detection process. This performance analysis has
been verified via the asymptotic and closed-form analytical
expressions of sum rate for an uplink massive MIMO system
[26]–[28]. In spite of the performance degradation, the above
works indicate that the SP scheme outperform RPs in terms
of the achievable sum rate.

Interestingly, to improve the SP scheme’s performance, a
general SP framework has been proposed in our previous
work [7]. The related works include the literature [21], [29]–
[31]. In [29], information theoretic bounds are obtained for
separate and joint channel and data estimations. The work in
[30] focus on single carrier precoding optimization for peak
to average power ratio, whereas [21], [31] is oriented towards
multi-carrier transmissions. In the GSP scheme, instead of
sending the same number of data symbols as the number of
pilots (T ), the number of data symbols is reduced, optimized,
and further precoded to avoid the possible pilot contamination
in both the channel estimation and the data detection. This
general SP scheme achieves significantly better performance
than the conventional SP scheme, in terms of both the channel
estimation mean-squared error (MSE) and the sum rates.
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A. Intelligent reflective surfaces

Parallelly, in the recent years, reconfigurable intelligent
surfaces (IRS) are also investigated, where the surface at a
geographical location equipped a large number of reflective
elements. Each element can provide the phase shifts of the
signals, which can be configured via a central or the IRS
controller [32]. Due to the presence of the non-line-of-sight
(nLOS) component of the multi-path fading channel in the
signal transmission, the spectral efficiency decreases. The
utilization of IRS can improve the performance, since a
properly configured IRS can align or reflect the signal in a
suitable direction to improve the channel strength [33], [34].
For beyond 5G and 6G, IRS based applications are investigated
in [35]–[37]. Further, with IRS, the works like stochastic
geometry analysis for centralized and local processing systems
[38], [39], joint-transmit beamforming with reflectors designs
[40], spectral-efficiency maximization [41], and more (e.g.,
energy harvesting, relaying, secrecy rate) are carried out.
The required number of reflective elements is investigated
in [42]. These studies show performance improvements due
to the presence of an IRS. The motivation of this work is
to investigate the improvements for a multi-cell system in
presence of multiple-IRSs.

In literature [17], [43]–[46], authors have investigated the
integration of CF-mMIMO systems with an IRS panel for
Rayleigh fading channels. Therefore, in such a system, it will
be interesting to compare the performances of RPs, SPs and
GSPs, especially for Rician fading channels. These superim-
posed schemes are attractive for the most wireless networks,
including future next-generation beyond 5G systems, where
high data rates are desirable [31], [33].

B. Contributions

In this paper, a CF-mMIMO system is considered with
multiple users, where the access points are connected via a
central processing unit (CPU) [5]. For the proposed general
SP (GSP) scheme, which is a generalization from [7] and
for the CF-mMIMO system with a CPU, we consider two
scenarios, viz., centralized and localized processing, and an-
alyze the channel estimation MSE and sum rates. Note that
these scenarios correspond to the cooperation levels L4 and
L1 of [5]. For the SP or GSP scheme, the performance of
levels L2 and L3 is similar to L4. With the same transmit
power constraint, the channel and data estimates of RPs and
conventional SPs are obtained. Simulation results verify the
expressions and shows significant gains for GSPs, as compared
to RPs and conventional SPs. Contributions of the article can
be summarized as follows.

1) The GSP scheme: Instead of choosing the same num-
ber of data symbols as the number of pilots, the general-
ized SP (GSP) scheme is proposed [7], where any num-
ber (from 1 to T ) of data symbols can be used for reliable
communication. Moreover, the data symbols are precoded in
the general scheme, making the channel estimation and data
detection less susceptible to pilot contanimations.

2) Analysis for IRS-aided CF-mMIMO system: For both
the centralized and localized processing scenarios, the MSEs

of channel estimates, the powers of self-interference (SI)
and cross-interference (CI), and the sum rates are derived
to evaluate the general SP scheme. The analysis shows that
the centralized operation with CPU can improve the rates
significantly, and asymptotically for large number of APs,
signal-to-interference-plus-noise-ratio (SINR) can be seen to
be improved at least by a factor of L.

3) IRS optimization: The phase shifts at IRSs are optimized
to minimize the channel estimation error variance. The opti-
mization problem is simplified to a quadratic program in terms
of channel correlation matrices.

4) Comparison and simulations: For the same transmit
power constraint as in the general SP scheme, the estimates
of channels and data for both the centralized and localized
scenarios are obtained for different possible cases based on
number of users, number of data streams and the number of
coherence time slots. In simulations, the analytical expressions
are verified, and the different performance indicators show
the improved performance of the general SP scheme for CF-
mMIMO system.

C. Organization

Section II describes the details the cell-free system and the
general SP scheme. The analysis for centralized and localized
processing is given in Section III. Different pilot schemes
are compared in Section IV, followed by simulations and
conclusion in Section V and VI, respectively.

D. Notations

Scalars, vectors and matrices are represented by lower
case (a), lower case bold face (a) and upper case bold
face (A) letters, respectively. Conjugate, transpose, Hermitian
transpose, element-wise Hadamard product, and Kronecker
product of matrices are denoted by (·)∗, (·)T , (·)†, ⊙ and
⊗, respectively. CN (µ,R) represents a circularly symmetric
complex Gaussian random vector with mean µ and covariance
matrix R. The notations ∥·∥2 and ∥·∥F denote the l2 norm and
Frobenious norm, respectively. The notation vec(X) denotes
the vector obtained by stacking the columns of matrix X.
D(a1, a2) and BD(A1,A2) denote a block diagonal matrix
with respectively scalars a1, a2 and matrices A1,A2 as its
diagonal components. O(X) denotes the unitary part of the
QR decomposition of X [26]. λmax(A) and νmax(A) denote
the maximum eigenvalue and the corresponding eigenvector
of A. The Kronecker delta δkj = 1, when k = j, and is 0
otherwise. mod(a, b), ⌈a⌉, ⌊a⌋ and 1a∈A respectively denote
the remainder of a/b, ceil and floor value of a, and the indicator
function.

II. SYSTEM MODEL

In a given geographical region, we consider IRS-aided cell-
free mMIMO system with L APs and a CPU as shown in
Figure 1, which serve K single antenna users, and each AP has
M antennas. This region consists of NB blockages, through
which multi-path fading channels are determined. The surfaces
of a few of these blockages are equipped with the IRS panels.
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Figure 1. CF-mMIMO system with APs, users, CPU, IRSs and blockages.

Let NIRS be the number of IRS panels deployed in this region,
and each IRS panel is assumed to have Q number of passive
elements. Given T number of slots in the coherence time, the
received signal at the lth AP can be written as

Yl =
∑
k

hlkx
H
k +Wl = HlX

H +Wl, (1)

where xk is the T × 1 transmitted vector from the kth user,
for each k = 1, . . . ,K; the matrix Wl is the M × T additive
Gaussian noise at the lth AP with zero mean and σ2 variance
across its each entry; the M×1 vector hlk denotes the effective
multi-path channel. The matrices Hl = [hl1, . . . ,hlK ] and
X = [x1, . . . ,xK ] are obtained by concatenating the respec-
tive vector entries. The effective channel can be expressed as

hlk = glk +
∑
i

EliΦiuik (2a)

= glk +
∑
i

(
Eli ⊙ 1MuT

ik

)
ϕi (2b)

= glk +Ulkϕ, (2c)

where i = 1, . . . , NIRS ; the vector glk represents the M × 1
multi-path channel between the lth AP and the kth user via
NB − NIRS number of blockages; Eli is an M × Q multi-
path channel from ith IRS panel to the lth AP; uik denotes
the Q×1 multi-path channel from the kth user to the ith IRS
panel; the diagonal matrix Φi = D (ϕi1, . . . , ϕiQ) such that
|ϕiq| = 1,∀i,∀q = 1, . . . , Q and ϕT

i = [ϕi1, . . . , ϕiQ];

Ulk :=
[
El1 ⊙ 1MuT

1k, . . . ,ElNIRS
⊙ 1MuT

NIRSk

]
(3)

is of size M × QNIRS and ϕT =
[
ϕT

1 , . . . ,ϕ
T
NIRS

]
∈

CQNIRS×1. When IRS panel is not present, we set Φi =
ρIQ,∀i = 1, . . . , NIRS , where ρ denotes the attenuation
introduced by a blockage in absence of a IRS panel. However,
when IRS panels are deployed, the values of IRS panel coeffi-
cients are obtained from the channel statistics to minimize
the channel estimation MSE. The details of each channel
model and the transmitted symbol vector x is provided in the
subsequent subsections, respectively. To generalize, we assume
Rician fading for all channel models. A comprehensive list of
variables is given in Table I.

Variables (& indices) Description
L (l,m) number of APs
K (k, j) number of users
M number of antennas at each AP
d (n) number of data symbols
T (t) number of coherence time slots
NIRS (i) number of IRS panels
Q (q) number of elements in each IRS
NB number of blockages
pk, sk,Zk kth pilot, data and precoder
xk superimposed symbol of kth user
λ ∈ (0, 1) power fraction
Ct a set of users using tth pilot
Z , Zj a 2D-set and its first projection for

ZH
k pj ̸= 0, ∀k ̸= j

P transmit power per time slot
F, ft Fourier matrix and its column
hlk = h̄lk + h̃k effective channel, constant, and random

parts
glk, Glk, βg,lk, ḡlk, g̃lk, AP-user channel, Rician factor, path loss,

constant and random parts
Eli, Eli, βE,li, Ēli, Ẽli, AP-IRS channel, Rician factor, path loss,

constant and random parts
uik, Uik, βu,ik, ūik, ũik, IRS-user channel, Rician factor, path loss,

constant and random parts
Φi, ϕiq diagonal matrix of phase shifts ϕiq

aM (θ, ϕ), λ0 steering vector and wavelength
R

[h]
lk,mj ,C

[h]
lk cross-correlation (hlk,hmj ) and

covariance matrices (hlk)
R

[Z]
k,j1j2

correlation of two superimposed symbols
(ZH

k xj1 ,Z
H
k xj2 )

ĥlk , ∆lk , ∆̄lk channel estimate, estimation error and its
mean

Yl,Wl received signal and noise at lth AP

R
[ĥ]
lk,mj , C[ĥ]

lk cross-correlation (ĥlk, ĥmj ) and
covariance matrices (ĥlk)

R
[∆]
lk,mj , C[∆]

lk,mk cross-correlation (∆lk,∆mj ) and
cross-covariance (∆lk,∆mk)

R
[∆]
k,j , C[∆]

k cross-correlation (∆k,∆j ) and covariance
(∆k)

R
[ĥ]
k,j , C[ĥ]

k cross-correlation (ĥk, ĥj ) and covariance
matrices (ĥk)

ŝlk , ŝk data estimate at lth AP and the CPU
Table I

LIST OF VARIABLES.

A. Channel model for user to AP (glk)

The multi-path channels passing from NB −NIRS number
of blockages can be given in terms of Rician channel model
as

glk =

√
βg,lk

G+
lk

[√
Glkglk + g̃lk

]
, (4)

where βg,lk and Glk denote the large-scale fading and the
Rician factor; glk = aM (ϑg,lk, φg,lk) and g̃lk ∼ CN (0, IM )
represent the LOS and NLOS components; the angles ϑg,lk

and φg,lk are azimuth and elevation angles between the AP
and the kth user. The notation G+

lk denotes plus one value,
that is, G+

lk = Glk + 1. The steering vector can be given as
[47]

aTM (ϑ, φ) =
[
1, e−j 2π

λ0
rT2 u(ϑ,φ), . . . , e−j 2π

λ0
rTMu(ϑ,φ)

]
,

where rm ∈ R3 represents the location of mth antenna
element in the antenna plane, r1 = [0, 0, 0], and uT (ϑ, φ) =
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[cosϑ cosφ, sinϑ cosφ, sinφ].

B. Channel model for user to IRS (uik)

The channel from a user to an IRS panel can either be LOS
or NLOS. Thus, the channel uik can be defined similar to the
above as

uik =

√
βu,ik

U+
ik

[√
Uikūik + ũik

]
, (5)

where ūik = aQ(ϑu,ik, φu,ik), ũik ∼ CN (0, IM ) and
ϑu,ik, φu,ik are azimuth and elevation angles at the ith IRS
panel.

C. Channel model for IRS to AP (Eli)

The M × Q channel between the lth AP and the ith IRS panel
can be written as

Eli =

√
βE,li

E+
li

[√
EliĒli + Ẽli

]
, (6)

where Ēli = aM (ϑA,ik, φA,ik)aQ (ϑE,ik, φE,ik)
H ; vec

[
Ẽli

]
∼

CN (0, IMQ); the angles (ϑA,ik, φA,ik) and (ϑE,ik, φE,ik) are the
angles at the AP and the IRS panel respectively.

D. Effective channel from AP to user (hlk)

Based on the above channel models, the effective channel
from the kth user to the lth AP can be expanded from the
Equation (2a) as

hlk =

√
βg,lk

G+
lk

[√
Glkglk + g̃lk

]
+
∑
i

√
βE,li

E+
li

βu,ik

U+
ik

[√
EliĒli + Ẽli

]
Φi

[√
Uikūik + ũik

]
= h̄lk + h̃lk (7)

where h̄lk =
√

βg,lkGlk

G+
lk

glk + Ūlkϕ and

h̃lk =

√
βg,lk

G+
lk

g̃lk +
∑
i

√
βE,li

E+
li

βu,ik

U+
ik

×
[
ẼliΦi

√
Uikūik +

√
EliĒliΦiũik + ẼliΦiũik

]
(8)

constitute the constant and random part the channel respec-
tively with
Ūlk =

[√
βE,liEli

E+
li

βu,ikUik

U+
ik

Ēli ⊙ 1M ūT
ik,∀i = 1, . . . , NIRS

]
.

It can be noted that the random part comprises of sum
of Gaussian random variables and a product of Gaussian.
Therefore, the resulting distribution will not be Gaussian.
However, we can approximate this part to Gaussian, which
is present in the following proposition.

Proposition 1. The NLOS part of the effective Rician channel
can be considered a correlated Gaussian random variable,

2 4 6 8 10 12 14 16 18 20
Norm of the e,ective channel khk

0

0.1

0.2
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0.4

0.5

0.6

0.7
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1

P
D

F
of

kh
k

Figure 2. The PDFs of the norm of effective channel with and without
Gaussian approximation with Q = M = 2.

that is, the effective channel distribution is hlk = h̄lk+ h̃lk ∼
CN

(
h̄lk,Ch,lk

)
, where the covariance matrix given as

C
[h]
lk = E

{(
hlk − h̄lk

) (
hlk − h̄lk

)H}
(9)

=

[
βg,lk

G+
lk

+
∑
i

βE,liβu,ikQ

E+
li

]
I+

∑
i

βE,liEli

E+
li

βu,ik

U+
ik

ĒliĒ
H
li ,

and R
[h]
lk,mj = E

{
hlkh

H
mj

}
= h̄lkh̄

H
mj + δlmδkjC

[h]
lk .

The above results simplifies the distribution of the effective
channel to Rician fading. To verify the proposition, we have
plotted the PDF of the norm of the effective channel ∥hlk∥2
for different number of IRS panels with Q = M = 2 and
β∗ = 1 in Figure 2. It can be seen that the effective channel
values agrees with the Gaussian-approximated values, for each
number of IRS panels. Therefore, we use this proposition to
derive the theoretical analysis in the following.

E. The GSP symbol
At the kth user, the transmitted superimposed symbol for

both the channel estimation and data transfer can be given as

xk =
√
P
(
pk

√
λ+ Zksk

√
1− λ

)
, (10)

where P is the transmit power per time slot for each user;
λ ∈ [0, 1] is the pilot power allocation factor; pk is the T × 1
pilot vector; Zk is a T × d orthogonal precoder matrix; and
the sk denote the d × 1 data vector having zero mean and
covariance as E

{
sks

H
k

}
= 1

dId. The pilot and precoder matrix
can be chosen as follows. Let F = [f1, . . . , fT ] be the T × T
orthogonal matrix such that fHk fj = Tδkj . Then, each pilot
can be selected as

pk = fk,∀k = 1, . . . ,K, (11)

where k = mod(k−1, T )+1, assigning the available T pilots
in a round robin manner when pilots are reused (K > T ). Let
Ct = {k : k = t, k = 1, . . . ,K} for each t = 1, . . . , T denote
the set of users, who use the tth pilot.
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Precoding matrix: The precoding matrix for the kth trans-
mitting user (Zk) can be chosen orthogonal to the pilot pk

as

ZH
k pj

T
=

{
0, (k, j) ∈ Z̄,

e(kj), (k, j) ∈ Z,
(12)

where Z = {1, . . . ,K}2 \ Z̄;
Z̄ =

{
(k, j) : j ∈ Ck,∀k = 1, . . . ,K

}
;

e(kj) is a vector of zeros and ones with ones ekj =
∥∥e(kj)∥∥1.

For further usage, we define Zj be the projection of Z in
the second dimension, i.e.,

Zj =
{
k : ZH

k pj ̸= 0,∀k ̸= j
}
,

which shows that the sets Ck \ {k} and Zk are disjoint by
construction. For example, with T = 2, K = 3 and d = 1,
we have p1 = p3 = f1 = Z2, Z1 = Z3 = p2 = f2. Then,
C1 = {1, 3} and Z1 =

{
k : ZH

k p1 ̸= 0,∀k ̸= 1
}
= {2}. The

above allocation distributes the data symbols over the whole
coherence time when more users are present, i.e., T −K < d;
and for T −K ≥ d, data symbols are spread over only T −K
dimensions in order to provide the accurate channel estimation
with pilot contamination. If T −K ≥ d and M ≥ K, the data
symbols can be estimated in a much better and reliable manner.

The two other products can be defined as pH
k pj = Tδkj

and

ZH
k Zj

T
=

{
J[kj], k ̸= j,

Id, k = j,
(13)

where Jn is a rank-n permutation matrix with n-ones. The
transmit power constraint at the k-th user can be given as

E∥xk∥2 = P · E∥pk

√
λ+ Zksk

√
1− λ∥2

= P ·
[
∥pk∥2λ+ E∥Zksk∥2 (1− λ)

]
= PT,

where ∥Zk∥2F = Td. The product of precoder matrix and the
superimposed vector can be given as

R
[Z]
k,j1j2

= E
ZH

k xj1

T
√
P

xH
j2
Zk

T
√
P

(14)

= λekj1e
T
kj2 +

1− λ

d
δj1j2J[kj1]J

T
[kj2]

. (15)

III. CHANNEL AND DATA ESTIMATIONS

In the cell-free system, APs are connected via fronthaul
connections to a CPU that has higher computational resources.
Hence, the APs can cooperate to provide the better perfor-
mance to UEs. The lth AP receives the signal, and can use
the available channel estimaties to detect the data signals
locally, or fully delegate the data detection to the CPU, which
can combine the inputs from all APs to provide superior
performance [5]. In the following, we first provide the analysis
of localized processing based channel estimation and data
detection. Thereafter, the CPU based centralized processing
analyzed.

A. Localized processing

To get the meaningful channel or data estimates, the re-
ceived signal equation should satisfy the necessary condition
that the number of equations (MT ) must be at least equal to
the number of variables, that is,

MK +Kd ≤ MT, (16)

where MK and Kd stand for number of channel entries
and data symbols, respectively. If the above condition is not
satisfied, it leads to pilot and data contamination. For example,
for K = 3 and T = 6, d ≤ M

(
T
K − 1

)
= M . For M = K,

we have d ≤ T −K.
1) Channel estimation: At the lth AP, the channel estimates

can be obtained using least squares (LS) method as

ĥlk = argmin
hlk

∥∥∥Yl −
√
Pλhlkp

H
k

∥∥∥2
F

(17a)

=
Ylpk

T
√
Pλ

= hlk +∆lk, (17b)

where the estimation error ∆lk is given as

∆lk =
1

T
√
Pλ

∑
j ̸=k

hljx
H
j pk +

Wlpk

T
√
Pλ

(18a)

=
∑

j∈Ck\{k}

hlj +

√
1− λ

λ

∑
j∈Zk

hljs
∗
(jk) +wlk, (18b)

with s∗(jk) = sHj e(jk) and wlk = Wlpk

T
√
Pλ

∼ CN
(
0, σ2

PTλIM

)
.

In the above equation, the factor σ2

PTλ denotes the inverse value
of the pilot SNR over T time slots. The mean of channel
estimation error can be given as

∆̄lk = E {∆lk} =
∑

j∈Ck\{k}

h̄lj , (19)

since E
{
s∗(jk)

}
= 0. It can be seen that the non-zero mean

only arises due to the pilot reuse. Then the correlation can be
obtained as

R
[∆]
lk,mj = E∆lk∆

H
mj = ∆̄lk∆̄

H
mj + δkjC

[∆]
lk,mk, (20)

where C
[∆]
lk,mk = E

{(
∆lk − ∆̄lk

) (
∆mk − ∆̄mk

)H}
is ob-

tained in the following result.

Lemma 2. The cross covariance of the channel estimation
error can be derived as

C
[∆]
lk,mk =

1− λ

λd

∑
j∈Zk

h̄ljh̄
H
mj

+ δlm

 ∑
j∈Ck\{k}

C
[h]
lj +

1− λ

λd

∑
j∈Zk

C
[h]
lj +

σ2

TPλ
IM

 .

(21)

Proof: Proof is given in Appendix-A.
The above result relates the error covariance as a function

of the covariance matrices of other effective channels, and
it shows that as the portion of data in the GSP symbol is
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decreased, the MSE decreases. For further computations, we
define the following correlations as

R
[ĥ]
lk,mj = Eĥlkĥ

H
mj

=
(
h̄lk + ∆̄lk

) (
h̄mj + ∆̄mj

)H
+ δlmδkjC

[ĥ]
lk ,

where C
[ĥ]
lk = C

[h]
lk + C

[∆]
lk,lk. For the analysis with Rician

fading, the following result is derived, which enables us to
derive the analytical expressions in a organized manner to
better understand the effect of correlations.

Lemma 3. For x ∼ CN (x̄,C), the forth moment can be
given as

E∥x∥4 = f4(x̄,C) = tr(R)2 + 2tr(CR)− tr(C2), (22)

where R = x̄x̄H + C. If x̄ = 0 and C = IM , E∥x∥4 =
tr(C)2 + tr(C2) = M2 +M .

Proof: Proof is given in Appendix-B.

The above correlation value mainly depends on C and ∥x̄∥22.
Thus, to get higher moment value, any of two can be improved.

2) IRS optimization: The objective of IRS panels is to
improve the channel strengths. In a given region, coefficients
of the IRS panels can be optimized in order to minimize the
channel estimation error at the APs. Thus, after obtaining the
expression of channel estimation error variance for a given
value of IRS panel coefficients in the above, these coefficients
will be optimized using the second order statistics. The IRS
values optimization problem can be cast and solved in the
following lemma.

Lemma 4. The solution of the MSE minimization problem is
obtained as

arg min
|ϕiq|=1,∀i,q

∑
lk

trC
[∆]
lk,lk = −U−1

ϕ cϕ ⊙ 1∣∣∣U−1
ϕ cϕ

∣∣∣ , (23)

where Uϕ =
∑

lk,j∈Zk
ŪH

lj Ūlj and cHϕ =∑
lk,j∈Zk

√
βg,ljGlj

G+
lj

gH
lj Ūlj .

Proof: Proof is provided in Appendix-C.

Since the dominant strength of trC[∆]
lk is due to pilot reuse

components, the above expression shows that one can config-
ure the reflective elements using the LoS channel information
to reduce the pilot contamination in the effective channel
estimates. The above result is more suitable for pilot reuse
case. Thus, for no-pilot reuse T ≥ K + d, we get Zk = ∅; in
that case, the values ϕiq = 1,∀i, q are set.

3) Data detection: Towards the data estimates at the lth AP
for the kth user, the data estimates via LS can be expressed

as

ŝlk = argmin
sk

∥∥∥Yl −
√

P (1− λ)ĥlks
H
k ZH

k

∥∥∥2
F

(24a)

= ZH
k YH

l

ĥlk

∥ĥlk∥22
· 1

T
√

P (1− λ)
(24b)

= ZH
k

[∑
i

xih
H
li

]
ĥlk

∥ĥlk∥22
· 1

T
√

P (1− λ)
(24c)

= sk + sk

(
hH
lkĥlk

∥ĥlk∥22
− 1

)
︸ ︷︷ ︸

:=slk,SI

+
∑
i̸=k

ZH
k xi

T
√
P

hH
li ĥlk

∥ĥlk∥22

1√
1− λ︸ ︷︷ ︸

:=slk,CI

+
ZH

k WH ĥlk

∥ĥlk∥22
· 1

T
√
P (1− λ)

, (24d)

which respectively consists of desired signal term (sk), self-
interference (SI) term (slk,SI ), cross-interference (CI) term
(slk,CI) and noise vector. The SI term depends on the accuracy
of the channel estimates, that is, for perfect channel estimation,
slk,SI = 0. The CI terms depend on both the channel
estimation of the desired channel and the transmission from
other users. To analyze the effect of these terms, the following
result has been derived. Note that for simplicity, the factor
∥ĥlk∥22 is multiplied to both sides in the above equation.

Theorem 5. For localized processing at the lth AP, the power
of desired signal, SI, CI and noise for the kth user can be
obtained as

Plk,S = f4(h̄lk + ∆̄lk,C
[ĥ]
lk,lk), (25)

Plk,SI = tr
(
R

[h]
lk,lkR

[∆]
lk,lk

)
+ f4(∆̄lk,C

[∆]
lk,lk)

+ 2ℜ∆̄H
lkh̄lktrR

[∆]
lk,lk, (26)

Plk,CI =
M

1− λ

∑
j1 ̸=k

∑
j2 ̸=k

trR
[Z]
k,j1j2

× 1

M
tr
[
R

[h]
lj2,lj1

R
[ĥ]
lk,lk

]
,

(27)

Plk,N =
σ2Md

TP (1− λ)

 tr(R[ĥ]
lk,lk)

M
+

σ2(M + 1)

T 2Pλ

 . (28)

Proof: Proof is given in Appendix-D.
In the above results, the signal power (Plk,S) depends both

on LoS channel and the variance of channel estimates. With
pilot reuse, the variance of estimates becomes; however, the
power of SI (Plk,SI ) also becomes large, thereby reducing the
effective information rates. In the SI, the covariance matrix
C

[∆]
lk,lk plays a major role as R

[∆]
lk,lk is also composed of

C
[∆]
lk,lk. In the power of CI (Plk,CI ), cross-correlation between

channels and the superimposed symbol design are the main
components. Superimposed symbol design depends on system
variables (T , K, d and M ); thus, the value trR

[Z]
k,j1j2

is limited
and fixed for a given system. The strength of cross-correlation
is due to the LoS components in the Rician channels. LoS
components depends on the steering vectors. For a large array
(M → ∞), inner-product of two steering vectors dimin-
ishes, as the difference between their corresponding angles
is increased. Since each AP has limited antennas, the cross-
correlation factor is dominant in the CI. The power of effective
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noise terms mainly depends on the transmit power (P and λ),
number of time slots (T ), and the number of antennas (M ).

Since tr(C
[ĥ]
lk ) ∝ M , it can be seen that the desired signal

and SI power increases proportional to M2 from Lemma (3).
The CI power is proportional to M . The M2 factor in the noise
power arises due to the same noise in both channel estimation
and data detection. The resulting rate expression can be written
as

Rlk = log2 (1 + SINRlk) , (29)

where SINRlk =
Plk,S

Plk,SI+Plk,CI+Plk,N
. Asymptotically, for

M → ∞, we have

lim
M→∞

SINRlk →
f4(h̄lk+∆̄lk,C

[ĥ]
lk,lk)

M2

f4(∆̄lk,C
[∆]
lk,lk)

M2 + σ4d
T 3P 2λ(1−λ)

. (30)

Similarly, when P → ∞ with the necessary condition (16)
satisfied, we obtain C

[∆]
lk,lk → 0. It can be observed from (1)

that when M < K or (16) is not satisfied, the local processing
is inefficient for detection due to increased interference from
users and thus, centralized processing is essential, which is
presented below.

B. Centralized processing
For meaningful channel and data estimates at the CPU, the

system should satisfy the necessary condition, that is,

MLT ≥ KM +Kd, (31)

where MLT are the number of observations, and the KM
and Kd correspond to channel and data estimates of K users.
E.g, for K = 3 and T = 6, d ≤ M

(
LT
K − 1

)
= M (2L− 1).

It shows that CPU based processing can increase the allowable
number of data symbols per user or the number of users in the
system by a factor of

LT
K −1
T
K −1

≈ L. If ML = K, d ≤ T − K
L .

1) Channel estimation : In this level, all L APs forward
their received signals to the CPU, which performs both the
channel estimation and the data detection. At the CPU, the
combined received signal can be written asY1

...
YL


︸ ︷︷ ︸
:=Y

=
∑
k

h1k

...
hLk


︸ ︷︷ ︸
:=hk

xH
k +

W1

...
WL


︸ ︷︷ ︸
:=W

. (32)

The corresponding channel estimates can be written as ĥH
k :=[

ĥH
1k, . . . , ĥ

H
Lk

]
= hH

k + ∆H
k , with ∆H

k :=
[
∆H

1k, . . . ,∆
H
Lk

]
.

The correlation between two error vectors can be given as

R
[∆]
k,j = E∆k∆

H
j = ∆̄k∆̄

H
j + δkjC

[∆]
k , (33)

where C
[∆]
k is a L × L block matrix with C

[∆]
lk,mk as its

(l,m)th block. Similarly, the estimated channel correlation can
be defined as

R
[ĥ]
k,j = Eĥkĥ

H
j

=
(
h̄k + ∆̄k

) (
h̄j + ∆̄j

)H
+ δkjC

[ĥ]
k ,

where C
[ĥ]
k = C

[h]
k +C

[∆]
k and C

[h]
k = D

(
C

[h]
1k , . . . ,C

[h]
Lk

)
is

a block diagonal matrix.

2) Data detection : Towards the data detection, the data
estimates via LS can be expressed as

ŝk = argmin
sk

∥∥∥Y −
√
P (1− λ)ĥks

H
k ZH

k

∥∥∥2
F

(34a)

= ZH
k YH ĥk

∥ĥk∥22
· 1

T
√

P (1− λ)
(34b)

= sk + sk

(
hH
k ĥk

∥ĥk∥22
− 1

)
︸ ︷︷ ︸

:=sk,SI

+
∑
j ̸=k

ZH
k xj

T
√
P

hH
j ĥk

∥ĥk∥22

1√
1− λ︸ ︷︷ ︸

:=sk,CI

+
ZH

k WH ĥk

∥ĥk∥22
· 1

T
√

P (1− λ)
, (34c)

wherein the desired signal term (sk), SI term (sk,SI ), CI term
(sk,CI) and noise vector have similar affects as in (24d), and
the strength of these terms is derived in the following lemma.

Theorem 6. For centralized processing at the CPU, the power
of desired signal, SI, CI and noise for the kth user can be
obtained as

Pk,S = f4

(
h̄k + ∆̄k,C

[ĥ]
k

)
, (35)

Pk,SI =
∑
l,m

tr
(
R

[h]
lk,mkR

[∆]
mk,lk

)
+ f4

(
∆̄k,C

[∆]
k

)

+ 2ℜ
L∑

l=1

∆̄H
lkh̄lk

L∑
m=1

tr
(
R

[∆]
mk,mk

)
, (36)

Pk,CI =
M

1− λ

∑
j1 ̸=k

∑
j2 ̸=k

trR
[Z]
k,j1j2

×
∑
l,m

tr
(
R

[h]
lj2,mj1

R
[ĥ]
mk,lk

)
M

,

(37)

Pk,N =
σ2MLd

TP (1− λ)

∑
l

tr(R
[ĥ]
lk,lk)

ML
+

σ2(ML+ 1)

T 2Pλ

 .

(38)

Proof: Proof is given in Appendix-E.
In addition to the insights drawn for Theorem 5, the depen-

dence of different powers on the number of APs (∝ L2) can be
observed, showing the aggregation of signal, interference and
noise components at the centralized CPU. The rate expression
for the kth user can be given as Rk = log2 (1 + SINRk) ,
where SINRk =

Pk,S

Pk,SI+Pk,CI+Pk,N
. To get further insights

with respect to L, for L → ∞, we obtain

lim
L→∞

SINRk =

f4
(
h̄k+∆̄k,C

[ĥ]
k

)
M2L2

Pk,SI+Pk,CI

M2L2 + σ4d
T 3P 2λ(1−λ)

, (39)

where only the dominant component of noise power is given.
Further, enforcing M → ∞ provides

SINRk →
f4

(
h̄k+∆̄k,C

[ĥ]
k

)
M2L2

f4
(
∆̄k,C

[∆]
k

)
M2L2 + σ4d

T 3P 2λ(1−λ)

, (40)

where the cross interference vanishes for M → ∞. It
also shows that the main factor limiting the SINR is the
channel estimation errors, which is controlled using the power
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allocation factor λ. In other words, the factor λ can be
optimized to get better data estimates and the SINRs.

Note that the CPU estimates of data can also be written in
terms of local APs’ estimates as

ŝk =
∑
l

wlkŝlk, (41)

where wlk =
ĥH

lkĥlk∑
l ĥ

H
lkĥlk

.

IV. COMPARISON OF SP AND RP SCHEMES

In this section, we compare with the conventional SP and
RP schemes and with other cooperation schemes. Thus, in the
following, first SP and RP schemes are provided in brief for
the present system model.

A. Conventional SP scheme

In the conventional superimposed schemes the
data and pilots are added together, i.e., xk =√
P
(
pk

√
λ+

√
(1− λ)Fsk

)
with Zk = F, where the

size of sk is matched to the size of pk, that is, d = T . This
leads to unnecessary data contamination and severe channel
estimation errors. However, for the purpose of comparison,
the analysis is as follows. First, the transmit power constraint
can be verified as E

{
xH
k xk

}
= P (Tλ+ T (1− λ)) = PT,

where E
{
sks

H
k

}
= 1

T IT . Next, from the received signal
equation in (1), the local channel estimates can similarly be
computed as in (17b), where the estimation error ∆lk for this
case is obtained as

∆lk =
∑

j∈Ck\{k}

hlj +

√
1− λ

λ

∑
j ̸=k

hljs
H
j FHpk +

Wlpk

T
√
Pλ

.

It can be seen that the data term in the channel estimation
error is increased from 1

d in C
[∆]
lk,mk from (20) to T , that is,

the increment factor is Td, which is significantly large. For
local processing, the necessary condition MT ≥ KM +KT
should be satisfied, and MLT ≥ KM +KT for centralized
processing. The rest of equations for data estimation can be
followed similarly as in the GSP scheme as

ŝlk =

(
YH

l ĥlk

∥ĥlk∥22
−
√
Pλpk

)
1√

TP (1− λ)
. (42)

B. The RP scheme

In the conventional non-superimposed schemes, the whole
coherence time is divided into two parts, viz., training phase
and data estimation phase. Let T = Tp+Td, where Tp and Td

denote the durations of the training phase and data estimations
phases, respectively. For K users in the system, to avoid
the pilot reuse, we must have Tp ≥ K. If Tp < K, this
causes pilot reuse in the system deteriorating the channel and
consecutively the data estimation due to pilot contamination.
In simulations, we shall review both cases with and without
pilot contamination.

1) Channel estimation: In this phase, each user transmits a
Tp × 1 vector xk = pk

√
λTP
Tp

satisfying the power constraint

E∥xk∥22 = λTP , where pH
k pj = Tpδkj ,∀k, j. The received

signal at the lth AP can be written as

Yp,l =
∑
k

hlkp
H
k

√
λTP

Tp
+Wp,l. (43)

The channel estimates via LS can be given as

ĥlk =
Yp,lpk

Tp

√
λTP
Tp

= hlk +∆lk, (44)

where ∆lk =
∑

j∈Ck\{k} hlj +
Wp,lpk

Tp

√
λTP
Tp

. To get the channel

estimates at the CPU, there are two options. Each AP can
either forward the M × Tp received signal matrix Yp,l,∀l, or
directly forward the M × 1 estimated channel vectors ĥlk,∀l
for K users. If Tp = K, then both approaches are equivalent,
else if Tp > K, forwarding channel estimates is a better
choice. Thus, at the CPU, from the section III-B1, we can
write the channel error vector as ∆H

k =
[
∆H

1k, . . . ,∆
H
Lk

]
.

2) Data estimation: In the data estimation phase, without
loss of generality (to fairly compare with the superimposed
schemes), let each user transmit d data streams over Td time
slots. Then, the transmitted signal from each kth user is given
in form of a Td × 1 vector as

xk =
√
PT (1− λ)Vksk, (45)

where Vk is a Td × d precoding matrix such that ∥Vk∥2F =
d, and E

{
sks

H
k

}
= 1

dId. The transmit power constraint can
be verified as E

{
xH
k xk

}
= PT (1 − λ) · trEVksks

H
k VH

k =

PT (1− λ)
∥Vk∥2

F

d = PT (1− λ).
The received signal at the lth AP can be written similar

to (1), where we have MTd equations and dK variables. For
meaningful estimation, MTd ≥ dK or d ≤ MTd

K , i.e., per user
data streams should be less than the value MTd

K . Least squares
estimates can be given as

ŝlk = VH
k YH

l

ĥlk

ĥH
lkĥlk

· 1√
PT (1− λ)

(46a)

=
∑
i

VH
k Visi

hH
li ĥlk

ĥH
lkĥlk

+VH
k WH

l

ĥlk

ĥH
lkĥlk

· 1√
PT (1− λ)

(46b)

= sk +

(
hH
lkĥlk

ĥH
lkĥlk

VH
k Vk − I

)
sk︸ ︷︷ ︸

self-interference

+
∑
i ̸=k

VH
k Visi

hH
li ĥlk

ĥH
lkĥlk︸ ︷︷ ︸

cross-interference

+VH
k WH

l

ĥlk

ĥH
lkĥlk

1√
PT (1− λ)

(46c)

The CPU estimate can also be written in terms of local
estimates as ŝk =

∑
l

ĥH
lkĥlk∑

l ĥ
H
lkĥlk

ŝlk. For meaningful data esti-
mates, the system should satisfy the condition, MLTd ≥ dK
or d ≤ MLTd

K , i.e., per user data streams should be less than
this number MLTd

K .
It can be noted that this limiting case is not affected by the

transmitted power. It is rather influenced by the number of
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Scheme L/C Conditions

GSP L d ≤ M
(

T
K

− 1
)

, M ≥ K, T ≥ K + d

C d ≤ M
(

LT
K

− 1
)

, ML ≥ K, T ≥ K + d

SP L K ≤ MT
M+T

, d = T

C K ≤ MLT
M+T

, d = T

RP L Tp > K, d ≤ M
(

T
K

− Tp

K

)
C Tp > K, d ≤ M

(
LT
K

− LTp

K

)
Table II

COMPARISON OF NECESSARY CONDITIONS FOR DIFFERENT
TRANSMISSION SCHEMES WITH LOCALIZED (L) AND CENTRALIZED (C)

PROCESSING.

data streams for transmission. When the number of streams
is equal to the number of available slots, SINR reduces to a
constant, which is due to the channel estimation errors.

C. Comparison of GSP with RP and SP schemes

These schemes can be compared in terms of sum rate and
the estimation delay for localized and centralized processing.
For localized processing, the delay for RP schemes is lower as
compared to SP and GSP, in which data decoding requires to
wait for T time slots. Therefore, SP/GSP schemes are useful
for fast fading channels with small coherence time or can be
utilized at the starting portion of the coherence time frame.
Table II shows the different conditions for meaningful channel
and data estimation for different schemes. The main conditions
limiting the performance of RP and SP schemes are Tp > K
and d = T respectively. In the GSP scheme for centralized
processing, the large number of users can be accommodated
given the constraint K ≤ ML with no-pilot reuse; however,
T ≥ K + d is essential for reliable data detection.

The information rate corresponds to number of data symbols
successfully communicated over the wireless channel. In terms
of sum rate, GSP provides superior performance to both SP
and RP, since GSP communicates more number of reliable data
symbols. Regarding the computational overhead, all schemes
bear the similar overhead.

D. Comparison with other cooperation scenarios from [5]

1) Level 3: local processing and large scale fading decod-
ing: From the level 4 processing, the data estimates can be
written in terms of a linear sum of local channel estimates.
It means that the data estimates can be locally calculated
and forwarded to the CPU for the final estimation, rather
than forwarding the channel estimates. In this case, the SINR
expression remains the same, since the coefficients of linear
sum are the same.

2) Level 2: Local processing and centralized decoding: To
further relax the cooperation requirements, the linear combin-
ing can be relaxed simple averaging. In this case, each lth AP
can send the value ŝlk

∥ĥlk∥2
2

M , instead of ŝlk, which aggregates
at the CPU as

1

M

L∑
l=1

ŝlk∥ĥlk∥22 = ŝk
∥ĥk∥22
M

,

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Pilot power fraction (6)

10-3

10-2

10-1

100

101

102

M
S
E

(T
=

6)

SP (K = 8)

SP (K = 6)

SP (K = 4)

SP (K = 2)

RP (K = 8; d = 1)

RP (K = 6; d = 1)

RP (K = 4; d = 2)

RP (K = 2; d = 4)

GSP (K = 8; d = 1)

GSP (K = 6; d = 1)

GSP (K = 4; d = 2)

GSP (K = 2; d = 4)

Figure 3. Averaged channel estimation MSE 1
KL

∑
lk E∥∆lk∥22 versus the

pilot power allocation factor λ for different cases.

where ∥ĥk∥2
2

M is a constant and it does not affect the resulting
SINR and sum rate.

Therefore, it can be concluded that for SP/GSP schemes,
cooperation levels (L2-L4) have equal performance, which is
better than non-cooperation level (L1).

V. SIMULATION RESULTS

A. Simulation settings

We choose M = 2, L = 4, T = 6 NIRS = 4, Q = 16, and
vary K and d in order to evaluate different possible cases as

• K = 8 and d = 1: GSP/SP contamination case (K > T )
• K = 6 and d = 1: full pilots case (T < K + d and

T = K)
• K = 4 and d = 2: CC processing case (M < K ≤ ML)

or RP contamination case (Tp < K)
• K = 2 and d = 4: local processing case (M ≥ K)

Simulations are averaged over 12500 runs. For the RPs, the
training time Tp = ⌈0.25T ⌉ = 2 is set to be 25% of
coherence time slots. Transmit power is set to be P0 = 25
dB, ρ = 0.9, and the noise power is σ2 = 1. Note that the
theoretical results for the GSP scheme have been verified with
simulations. However, for the simplicity of the presentation,
analytical results are omitted in the following figures.

B. Channel estimation

Figure 3 plots the MSE for the channel estimates with
respect to the pilot power fraction (λ) for three pilot schemes
with different cases of K and d. It can be observed that MSE
changes in RP with λ are negligible, since K ≥ 2 = Tp causes
pilot contamination, that is, the pilot reuse (when Tp < K)
affects the strength of estimates than the SNR. It can be seen
that the MSE of conventional SP scheme is also higher than
that of the GSP scheme. However, as the number of users
are increased in the system, the gap between them disappears
due to larger strength of pilot contamination. For K = 2 and
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Figure 4. Averaged channel estimation MSE 1
KL

∑
lk E∥∆lk∥22 versus the

pilot power allocation factor λ for SP scheme with and without IRSs.

K = 4, the GSP can be seen to provide much less MSE than
that for the SP scheme.

Figure 4 plot the channel estimation MSE for the cases of
presence and absence of IRSs in the system for pilot reuse
cases. It can be observed that the intelligent surfaces can
improve the MSE significantly. At λ = 0.5, MSE is reduced
by 74% for K = 8 and 53% for K = 6.

C. Interference powers and sum rates

For the localized processing, Figures 5 (a)-(c) plot the
average powers of SI 1

LK

∑
l,k Plk,SI , CI 1

LK

∑
l,k Plk,CI ,

and the sum rates 1
L

∑
l,k Rlk. Note that these performance

measures are averaged over the number of APs in the system.
In these figures, the RP scheme performs worse at lower values
of 1− λ, since Tp < K provides poor channel estimates; and
as the number of users (K) is increased, the performance gets
worse.

• From Figure 5 (a), as the data power fraction is increased,
the self interference increases, which is intuitive since the
SI term for the kth user occurs due to its own channel
imperfections. Since the GSP provides better channel
estimates for K = 2 and K = 4, the SI power is much
lower than that of the conventional SP scheme. The gap
between the GSP and the SP schemes gets lower, as
the number of users or the number of data symbols is
increased.

• Figure 5 (b) shows the convex behavior for the CI power,
that is, there exists an optimal value of λ, which can
minimize the strength of CI. This convex behavior arises
due to the data symbol terms in the channel estimation
error. The more the data symbols in the channel estimates,
the more the CI power variations with λ. The gap between
the GSP and SP schemes decreases for an increase in K,
similar to the SI power. For K = 2 and K = 4, the CI
values for the GSP scheme are approximately the same,
which is due to the low-complexity least squares based
processing for data symbols (rather than zero-forcing).

• Figure 5 (c) reflects the concave behavior of the averaged
sum rates with respect to λ, which shows that there is
an optimum value of λ for sum rate maximization. This
optimum point shifts to the right as the number of users
are increases, which is due to the fact that the existence
of more users provides more data symbols in the system,
and thus, to get higher rates, the power fraction for the
data symbols should be increased.

For centralized processing, the power of SI & CI and the
sum rate is plotted in Figures 6 (a)-(c) respectively. It can
be seen that due to the accumulated signals at the CPU from
APs, the powers of SI and CI is higher than that in case of
localized processing. Regarding the trend with respect to K
and d for different schemes, similar inferences can be drawn
as above for the Figures 5 (a)-(c). In addition to that, it can be
seen that for CI power, the λ-value for minimum CI shifts
to left as compared to Figure 5 (b), which is due to the
reason that CI term consists of interfering terms, and at the
CPU, more observations are present to estimate better. Thus,
to minimize CI power, less power (1−λ) is required for CPU
based processing.

D. Bit error rates

Figure 7 plots the bit error rate of QPSK symbols at CPU
and local estimates, averaged across all users. It can be seen
that the CPU processing improves the bit rates. The error rate
is a convex function of data transmission power, that is, there
exists a value of λ that can minimize the bit error rate.

VI. CONCLUSION

In this paper, for an IRS-adied CF-mMIMO system, we
have proposed and analyzed generalized superimposed training
scheme with low complexity processing. For the channel
estimation MSE and sum rates components for localized and
centralized scenarios, we obtained the necessary conditions
to avoid pilot contamination and successful data detection.
Further, we have discussed with other cooperative scenarios
and compared with regular pilot scheme and conventional
superimposed scheme. Simulation results show the superior
performance of proposed superimposed scheme both in terms
of channel estimation and data detection. It also demonstrate
significant reduction in interference components, when cen-
tralized processing is used.

As a part of future work, we will investigate iterative
procedure to further improve the bit error rates and sum
rates. For distantly located users, power allocation can also
be optimized, along with OFDM based channel estimation
incorporating interpolation.



11

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Data power fraction (1! 6)

10-4

10-2

100

102

104
SI

 p
ow

er
 (l

oc
al

-a
ve

ra
ge

d)

SP (K = 8)

SP (K = 6)

SP (K = 4)

SP (K = 2)

RP (K = 8)

RP (K = 6)

RP (K = 4)

RP (K = 2)

GSP (K = 8; d = 1)

GSP (K = 6; d = 1)

GSP (K = 4; d = 2)

GSP (K = 2; d = 4)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Data power fraction (1! 6)

10-3

10-2

10-1

100

101

102

103

C
I p

ow
er

 (l
oc

al
-a

ve
ra

ge
d)

SP (K = 8)

SP (K = 6)

SP (K = 4)

SP (K = 2)

RP (K = 8)

RP (K = 6)

RP (K = 4)

RP (K = 2)

GSP (K = 8; d = 1)

GSP (K = 6; d = 1)

GSP (K = 4; d = 2)

GSP (K = 2; d = 4)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Data power fraction (1! 6)

0

2

4

6

8

10

12

Su
m

 ra
te

 (l
oc

al
-a

ve
ra

ge
d)

SP (K = 8)

SP (K = 6)

SP (K = 4)

SP (K = 2)

RP (K = 8)

RP (K = 6)

RP (K = 4)

RP (K = 2)

GSP (K = 8; d = 1)

GSP (K = 6; d = 1)

GSP (K = 4; d = 2)

GSP (K = 2; d = 4)

(a) (b) (c)

Figure 5. For the localized processing, the powers of SI, CI and sum rate versus the data power fraction (1− λ) for SP (dashed-dot lines), RP (dashed lines)
and GSP (solid lines) schemes with users K = 2 (blue), 4 (red), 6 (black), 8 (magenta).
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Figure 6. For the centralized processing, the powers of SI, CI and sum rate versus the data power fraction (1− λ) for SP (dashed-dot lines), RP (dashed
lines) and GSP (solid lines) schemes with users K = 2 (blue), 4 (red), 6 (black), 8 (magenta).
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error rates of data estimates versus the data power fraction (1− λ).

A. Cross covariance lemma

E
{
∆lk∆

H
mj

} (a)
=

∑
j1∈Ck\{k},j2∈Cj\{j}

Ehlj1h
H
mj2

+
1− λ

λd

∑
j1∈Zk

Ehlj1

∑
j2∈Zj

hH
mj2δj1j2δkj + δlmδkjEwlkw

H
mj

=
∑

j1∈Ck\{k},j2∈Cj\{j}

(
h̄lj1 h̄

H
mj2 + δlmδj1j2C

[h]
lj1

)
+

1− λ

λd

∑
j1∈Zk

(
h̄lj1 h̄

H
mj1 + δlmC

[h]
lj1

)
δkj + δlmδkj

σ2

TPλ
IM

=
∑

j1∈Ck\{k},j2∈Cj\{j}

h̄lj1 h̄
H
mj2 +

1− λ

λd

∑
j1∈Zk

h̄lj1 h̄
H
mj1δkj

+ δlmδkj

 ∑
j1∈Ck\{k}

C
[h]
lj1

+
1− λ

λd

∑
j1∈Zk

C
[h]
lj1

+
σ2

TPλ
IM


= ∆̄lk∆̄

H
mj + δkjC

[∆]
lk,mk,

where Es∗(jk) = 0 is used in (a); the expression of C[∆]
lk,mk is

given in (21).

B. Fourth norm of the Rician channel

Proof: If x ∼ CN (0, I), we derive

trEAxxHBxxH =
∑
ijkl

EAijxjx
∗
kBklxlx

∗
i (47a)

=
∑

i=j=k=l

+
∑

i=j,k=l,i̸=k

+
∑

i=l,j=k,i ̸=j

EAijxjx
∗
kBklxlx

∗
i

=
∑
i

AiiBii2 +
∑
i̸=k

AiiBkk +
∑
i̸=j

AijBji (47b)

=
∑
i,k

AiiBkk +
∑
i,j

AijBji (47c)

= tr(A)tr(B) + tr(AB), (47d)

where |xi|2 ∼ 1
2χ

2
2(0) and E |xi|4 = 2. For x ∼ CN (0,C),

we get

E∥x∥4 = trExxHxxH (48a)

= trECC−1/2xxHC−1/2CC−1/2xxHC−1/2 (48b)

= trECx̃x̃HCx̃x̃H = tr(C)2 + tr(C2), (48c)

where x̃ = C−1/2x ∼ CN (0, I).
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For h = h̄+h̃ with h̄ being a constant and h̃ ∼ CN (0,C),
the forth order moment can be obtained as

E
∣∣hHh

∣∣2 = E
∣∣∣h̄H h̄+ h̃H h̄+ h̄H h̃+ h̃H h̃

∣∣∣2 (49a)

=
∣∣h̄H h̄

∣∣2 + E
∣∣∣h̃H h̄

∣∣∣2 + E
∣∣∣h̄H h̃

∣∣∣2 + E
∣∣∣h̃H h̃

∣∣∣2
+(((((((
2Eℜh̃H h̄h̄H h̄+(((((((

2Eℜh̄H h̃h̄H h̄+ 2Eh̄H h̄h̃H h̃

+(((((((
2Eℜh̃H h̄h̃H h̄+(((((((

2Eℜh̃H h̄h̃H h̃+(((((((
2Eℜh̄H h̃h̃H h̃ (49b)

=
∣∣h̄H h̄

∣∣2 + 2h̄HEh̃h̃H h̄+ E
∣∣∣h̃H h̃

∣∣∣2 + 2h̄H h̄trC (49c)

=
∣∣h̄H h̄

∣∣2 + 2h̄HCh̄+ 2h̄H h̄trC+ tr(C)2 + tr(C2)

=
(
h̄H h̄+ trC

)2
+ 2h̄HCh̄+ tr(C2) (49d)

=
(
h̄H h̄+ trC

)2
+ 2trC

(
h̄h̄H +C

)
− tr(C2) (49e)

= tr(R)2 + 2tr(CR)− tr(C2) := f4(h̄,C), (49f)

where R = x̄x̄H +C and the terms are canceled due to zero
mean of h̃.

C. IRS optimization lemma

arg min
|ϕiq|=1,∀i,q

∑
lk

trC
[∆]
lk,lk (50)

(a)
= arg min

|ϕiq|=1,∀i,q

∑
lk

∑
i∈Zk,lk

trh̄lih̄
H
li (51)

(b)
= arg min

|ϕiq|=1,∀i,q
ϕHUϕϕ+ 2ℜcHϕ ϕ (52)

(d)
= −U−1

ϕ cϕ ⊙ 1∣∣∣U−1
ϕ cϕ

∣∣∣ , (53)

where in (a), C
[∆]
lk,lk is substituted and simplified since

C
[h]
li does not contain ϕ; in (b), h̄li value is used

and simplified for Uϕ =
∑

lk,j∈Zk
ŪH

lj Ūlj and cHϕ =∑
lk,j∈Zk

√
βg,ljGlj

G+
lj

gH
lj Ūlj with j ∈ Zk, l = 1, . . . , L and

k = 1, . . . ,K; (d) is obtained by solving via differentiation.

D. Localized processing with GSP symbols

1) Signal power : The signal power can be derived as

Plk,S = E
∥∥∥∥ĥlk∥22sk

∥∥∥2
2
= E∥ĥlk∥42 · E ∥sk∥22 (54a)

= f4(h̄lk + ∆̄lk,C
[ĥ]
lk,lk). (54b)

2) Power of self-interference : The power of self-
interference component can be computed as

Plk,SI = E
∥∥∥sk (hH

lkĥlk − ĥH
lkĥlk

)∥∥∥2
2

(a)
= E

∥∥−∆H
k (hlk +∆lk) sk

∥∥2
2

(b)
= E

∣∣∆H
lk (hlk +∆lk)

∣∣2
(c)
= E

∣∣∆H
lkhlk

∣∣2 + 2ℜE∆H
lkhlk∆

H
lk∆lk + E

∣∣∆H
lk∆lk

∣∣2
(d)
= tr

(
R

[h]
lk,lkR

[∆]
lk,lk

)
+ 2ℜ∆̄H

lkh̄lktrR
[∆]
lk,lk + f4(∆̄lk,C

[∆]
lk,lk),

where in (a), ĥH
lk = hlk + ∆lk is substituted; in (b),

trEsksHk = 1; in (c), the square is expanded; in (d),
E
∣∣∆H

lkhlk

∣∣2 = E∆H
lkR

[h]
lk ∆lk = tr

(
R

[h]
lk,lkR

[∆]
lk,lk

)
.

3) Power of cross-interference: The power of CI term can
be derived as

Plk,CI =
1

1− λ
E

∥∥∥∥∥∥
∑
i ̸=k

ZH
k xi

T
√
P
hH
li ĥlk

∥∥∥∥∥∥
2

2

=
1

1− λ

∑
i ̸=k

∑
j ̸=k

trE

[
ZH

k xi

T
√
P

xH
j Zk

T
√
P

]
E
{
ĥH
lkhljh

H
li ĥlk

}
=

M

1− λ

∑
i ̸=k

∑
j ̸=k

trR
[Z]
k,ij ×

1

M
tr
[
R

[h]
lj,liR

[ĥ]
lk,lk

]
,

where EĥH
lkhljh

H
li ĥlk = tr

(
Ehljh

H
li · Eĥlkĥ

H
lk

)
=

tr

[
R

[h]
lj,liR

[ĥ]
lklk

]
.

4) Noise power: The noise power can be calculated as

Plk,N × T 2P (1− λ) = E
∥∥∥ZH

k WH
l ĥlk

∥∥∥2
2

= E∥ZH
k WH

l

(
∆̊lk +

Wlpk

T
√
Pλ

)
∥22

= E∥ZH
k WH

l ∆̊lk∥22 + E
∥∥∥∥ZH

k WH
l Wlpk

T
√
Pλ

∥∥∥∥2
2

= dTσ2tr(R
[∆̊]
lk,lk) +

σ4MTd (T +M + 1)

T 2Pλ

= σ2MTd

 tr(R[∆̊]
lk,lk)

M
+

σ2

PTλ
+

σ2 (M + 1)

T 2Pλ


= σ2MTd

 tr(R[ĥ]
lk,lk)

M
+

σ2(M + 1)

T 2Pλ

 , (57)

where for R[∆̊]
lk,lk = E∆̊lk∆̊

H
lk , the first term is simplified as

E
∥∥∥ZH

k WH
l ∆̊lk

∥∥∥2
2
= tr

[
ZH

k E
{
WH

l R
[∆̊]
lk Wl

}
Zk

]
= tr(ZH

k Zk)σ
2tr(R

[∆̊]
lk,lk),
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followed by the the second term’s simplification for (say)
Wl = [w̄1, . . . , w̄T ] and

[
WH

l Wl

]
i,j

= w̄H
i w̄j as

E
∥∥ZH

k WH
l Wlpk

∥∥2
2
= trE

[
WH

l WlZkZ
H
k WH

l Wlpkp
H
k

]
=
∑
i,j,k,l

E
[[
WH

l Wl

]
i,j

[
ZkZ

H
k

]
j,k

[
WH

l Wl

]
k,l

[
pkp

H
k

]
l,i

]
=
∑
i,j,k,l

E
[
w̄H

i w̄j

[
ZkZ

H
k

]
j,k

w̄H
k w̄l

[
pkp

H
k

]
l,i

]
=

∑
i=j,k=l,i̸=k

E
[
w̄H

i w̄i

[
ZkZ

H
k

]
i,l
w̄H

l w̄l

[
pkp

H
k

]
l,i

]
+

∑
j=k,i=l,l ̸=k

E
[
w̄H

i w̄jw̄
H
j w̄i

[
ZkZ

H
k

]
j,j

[
pkp

H
k

]
i,i

]
+

∑
i=j=k=l

E
[
w̄H

i w̄iw̄
H
i w̄i

[
ZkZ

H
k

]
i,i

[
pkp

H
k

]
i,i

]
= σ4M2

∑
i,l

[
ZkZ

H
k

]
i,l

[
pkp

H
k

]
l,i

+ σ4M
∑
i,j

[
ZkZ

H
k

]
j,j

[
pkp

H
k

]
i,i

+ σ4(M2 +M)
∑
i

[
ZkZ

H
k

]
i,i

[
pkp

H
k

]
i,i

= σ4M2tr
(
ZkZ

H
k pkp

H
k

)
+ σ4Mtr

[
ZkZ

H
k

]
tr
[
pkp

H
k

]
+ σ4(M2 +M)tr

ZkZ
H
k D

(
pkp

H
k

)︸ ︷︷ ︸
=IT


= σ4M · Td · T + σ4(M2 +M) · Td
= σ4M · Td (T +M + 1) ,

and tr(R
[ĥ]
lk )

M =
tr(R

[∆̊]
lk )

M + σ2

PTλ .

E. Centralized processing with GSP symbols

1) Signal power: The signal power can be derived as

E
∥∥∥∥ĥk∥22sk

∥∥∥2
2
= E∥ĥk∥42 · E ∥sk∥22 = E∥ĥk∥42

= f4

(
h̄k + ∆̄k,C

[ĥ]
k

)
.

2) Power of self-interference term: The power of self-
interference component can be computed as

Pk,SI = E
∥∥∥sk (hH

k ĥk − ĥH
k ĥk

)∥∥∥2
2

(a)
= E

∣∣∆H
k (hk +∆k)

∣∣2
=

L∑
l=1

L∑
m=1

E∆H
lk (hlk +∆lk) (hmk +∆mk)

H
∆mk

=

L∑
l=1

L∑
m=1

E∆H
lk

(
hlkh

H
mk + 2ℜ∆lkh

H
mk +∆lk∆

H
mk

)
∆mk

(b)
=
∑
l,m

tr
(
R

[h]
lk,mkR

[∆]
mk,lk

)
+ 2ℜ

L∑
l=1

∆̄H
lkh̄lk

L∑
m=1

tr
(
R

[∆]
mk,mk

)
+ f4

(
∆̄k,C

[∆]
k

)
,

where in (a), ĥH
k = hk + ∆k and trEsksHk = 1 is used; in

(b), the following values are used;

E∆H
lkhlkh

H
mk∆mk = tr

(
R

[h]
lk,mkR

[∆]
mk,lk

)
E∆H

lkhlk∆
H
mk∆mk = ∆̄H

lkh̄lktr
(
R

[∆]
mk,mk

)
.

3) Power of cross-interference term: The power of CI term
can be derived as

Pk,CI =
1

1− λ
E

∥∥∥∥∥∥
∑
i̸=k

ZH
k xi

T
√
P
hH
i ĥk

∥∥∥∥∥∥
2

2

=
1

1− λ

∑
i ̸=k

∑
j ̸=k

trE

[
ZH

k xi

T
√
P

xH
j Zk

T
√
P

]
E
{
ĥH
k hjh

H
i ĥk

}
(a)
=

ML2

1− λ

∑
i̸=k

∑
j ̸=k

trR
[Z]
k,ij ×

1

ML2

∑
l,m

tr

[
R

[h]
lj,miR

[ĥ]
mk,lk

]
,

where EĥH
k hjh

H
i ĥk =

∑
l,m tr

(
Ehljh

H
mi · Eĥmkĥ

H
lk

)
=∑

l,m tr

[
R

[h]
lj,miR

[ĥ]
mk,lk

]
.

4) Noise power: The noise power can be calculated as

Pk,N × T 2P (1− λ) = E
∥∥∥ZH

k WH ĥk

∥∥∥2
2

= E∥ZH
k WH

(
∆̊k +

Wpk

T
√
Pλ

)
∥22 (58)

= E∥ZH
k WH

l ∆̊k∥22 + E
∥∥∥∥ZH

k WHWpk

T
√
Pλ

∥∥∥∥2
2

(59)

= dTσ2
∑
l

tr(R
[∆̊]
lk,lk) +

1

T 2Pλ
σ4MLTd (T +ML+ 1)

σ2MLTd

∑
l

tr(R
[∆̊]
lk,lk)

ML
+

σ2

PTλ
+

σ2 (ML+ 1)

T 2Pλ

 (60)

= σ2MLTd

∑
l

tr(R
[ĥ]
lk,lk)

ML
+

σ2(ML+ 1)

T 2Pλ

 , (61)

where for R
[∆̊]
lk = E∆̊lk∆̊

H
lk , the steps of simplification are

similar to the Appendix-D4.
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