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Multi-Hop Wireless

Optical Backhauling

for LiFI Attocell Networks:
Bandwidth Scheduling and Power Control

Hossein KazemiMember, IEEEMajid Safari, Member, IEEE and Harald Haadrellow, IEEE

Abstract—The backhaul of hundreds of light fidelity (LiFi)
base stations (BSs) constitutes a major challenge. Buildinon
an indoor wireless optical backhauling approach, this pape
presents the top-down design of a multi-hop wireless backha
configuration for multi-tier optical attocell networks by p roposing
super cells. Such cells incorporate multiple clusters of &bcells
that are connected to the core network via a single gateway.
Consequently, new challenges arise for managing the bandeth
and power of the bottleneck backhaul. By putting forward use-
based bandwidth scheduling (UBS) and cell-based bandwidth
scheduling (CBS) policies, the system-level modeling andhalysis
of the end-to-end multi-user sum rate is elaborated. In addion,
optimal bandwidth scheduling under both UBS and CBS policis
are formulated as constrained convex optimization problers, and
solved by using the projected subgradient method. Furtherrare,
the transmission power of the backhaul system is opportunis
cally reduced using a fixed power control (FPC) strategy. The
notion of backhaul bottleneck occurrence (BBO) is introdued.
An accurate approximate expression of the probability of BBO
is derived, and verified using Monte Carlo simulations. Seval
insights are provided by studying different aspects of the prfor-
mance of super cells including the average sum rate, the BBO
probability and the backhaul power efficiency (PE).

Index Terms—Light fidelity (LiFi) attocell network, wireless
optical backhaul, super cell, multi-hop decode-and-forwed (DF)
relaying, tree topology, bandwidth scheduling, power conbl.

|. INTRODUCTION

Backhaul is an essential part of the cellular network ar-
chitecture, granting base stations (BSs) access to the core
network. Therefore, it is crucial to provide high data rate
and reliable backhaul links for transporting the busy vessl
traffic between BSs and the core network. Developing cost-
effective backhauling solutions for massively deployedabm
cells is considered as one of the most important challenges
in the rollout of the forthcominghG cellular networks [3].
To achieve multi-Gbits/s connectivity for indoor broaddan
wireless networks, a fiber-to-the-home/premises teclgyolo
based on a passive optical network (PON) architecture is
used [4]. For multi-dwelling buildings, signal distribati from
the optical fiber hub to individual dwellings is also a major
component of the access network. In-building backhaularg ¢
be done either wired or wirelessly. To this end, wired solusi
based on Ethernet and power line communication (PLC) have
been considered [5], [6]. In addition, it is possible to izal
the distribution network within buildings wirelessly ugin
millimeter wave (mmWave) communications in thé GHz
band, which has been found suitable for indoor environments
[7]. An efficient alternative to complement fiber-based PON,
namely G.fast, has been standardized [8], which is a high
speed digital subscriber line technology promising Gsits/
connectivity over copper wires for distances upRid m.

When it comes to densely deployed optical attocell net-

The advent of light emitting diodes (LEDs) has radicall)\f"orks’ because of the sophisticated structure of backhaul

changed the modern lighting industry due to their disti

guished features including high energy efficiency, longrape

tional lifetime, a compact form factor, easy maintenance aft ) - )
rfy three main approaches: employing PLC to reach light
i

low cost. The visible light (VL) spectrum offers a vast ambu
of unregulated bandwidth u00-790 THz. This unique oppor-
tunity is exploited for the deployment of value-added sessi

r;g_onnections for multiple LiFi BSs, designing an efficient

ackhaul network is more challenging. Prior studies have
ddressed the problem of backhauling for indoor VLC systems

xtures through the existing electricity wiring infrastture
in buildings, thus creating hybrid PLC-VLC systems [9]]12

based on visible light communication (VLC) to piggyback thihterfacing Ethernet technology with VLC that allows the

wireless communication functionality onto the future ligly

distribution of both data and electricity to LED luminaireg

network in homes/offices [2]. From a network deploymelﬂ single Category cable based on the Power-over-Ethernet

perspective, the dense distribution of indoor luminaiegs|
the groundwork for establishing ultra-dense light fide{ltyFi)
attocell networks.
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standard [13], [14]; and extending single mode optical fiber
cables to LED lamps to enable multi-Gbits/s connectivity
based on an integrated PON-VLC architecture [15]-[17].

As an alternative to the aforementioned approaches, back-
hauling for indoor LiFi networks can be designed based on
wireless optical communications. In particular, the idda o
using VLC to build inter-BS links in optical attocell netwks
with a star topology was first put forward in [18]. The work
in [19] carried out an extended design and optimization of
the wireless optical backhaul system in both VL and infrared
(IR) bands by using a tree topology. In these works, the



bandwidth of the shared backhaul was assumed to be equally
apportioned among multiple downlink paths. The study in
[1] proposed heuristic methods for bandwidth scheduling
in a two-tier LiFi network, and introduced new criteria to
control the total power of the backhaul system. However, the
problem of optimal bandwidth scheduling remains unexmlore
Furthermore, although preliminary results for power cohtr
and backhaul bottleneck performance were presented iaffl],
in-depth analysis of such new aspects is subject to an extend
study.

This paper primarily attempts to address the above
mentioned shortcomings by putting forward the design afd
analysis of multi-hop wireless optical backhauling for tiul
tier optical attocell networks through the introductiontbé
novel concept of super cells. Note that this is not a trivial
extension due to the intricate configuration of a multi-tier
multi-hop super cell. Furthermore, this work makes mudtipl
contributions including:

« Novel user-based bandwidth scheduling (UBS) and cell-
based bandwidth scheduling (CBS) policies are proposed L ) )
for dividing the shared bandwidth of the backhaul systeri!d- 11 One branch of a five-tier super cell with multi-hop

o The end-to-end multi-user sum rate is derived fo\weless optical backhaul links.
the generalized case of multi-tier super cells for both

UBS and CBS policies, by employing direct current- . o .
biased optical orthogonal frequency division mump@(inattocells which are referred to agper cellsn this work, with

(DCO-OFDM) and decode-and-forward (DF) relaying. each bundle encompassing one, two or possibly several tiers
« For each policy, the optimal bandwidth allocation id "€ entire network coverage is théifed by multiple super

formulated as an optimization problem and novel optim&F!IS- Within every super cell, only the central BS is difgct
bandwidth scheduling algorithms are developed. connected to the gateway while the remaining BSs are routed

« A fixed power control (FPC) mechanism is proposed {9 the gateway using a tree topolqu that extends from a foot a
set a controlled operating point for the total backhaﬂifﬂe central BS toward the outer tiers. Here, a tree topolegy i
power. Concerning the access system performance, thH$gd for @ number of reasons: 1) It guarantees the shortigst pa
main schemes are devised: maximum SINR power copgtween the gateway and every BS in any tier of the network;
trol (MSPC), average SINR power control (ASPC) and) It |s_WeII matched with the hexagonal cellular layout due
average rate power control (ARPC). For each scheni@ @ circular symmetry of the network .around the central
the corresponding power control coefficient is derived iﬁs; and 3) It can be scaled for multi-tier networks based
closed form. on the proposed super cell structure. D&t denote the total

« The notion of backhaul bottleneck occurrence (BBO) faUmber of tiers deployed. For clarity, one branch of a super
scrutinized by a thorough analysis and a tight approﬁ-e” with _NT_: 5 is illustrated in F|_g. i_. A wireless (_)pt|cal
mation of the BBO probability is derived analytically. communlcatlon technology o.peratlng in the IR _optlcal band

« New insights are provided into the performance of mulii22] is employed to establish inter-BS backhaul links. Tke u

tier super cells by studying the average sum rate, the e the IR band allows to cancel unwanted backhaul-induced
probability and the backhaul power efficiency (PE). interference on the VL access network [18]. Besides, wéele

; . . . . . IR communication has advantages that makes it preferable
A longer version of this paper with more discussions in some

parts including the proof of Lemma 4 is available in th(?hver VL.C f_o_r the bac_khaul system design, !“a'”'y including
: . e availability of a wider modulation bandwidth.
preprint manuscript [20].

In contrast to white LEDs whose emitted optical power is
distributed over a broad spectrum in tB80-830 nm VL
region, commercial, inexpensive IR LEDs emits invisible,
monochromatic light with peak wavelengthssat) nm or950
nm depending upon the chemical compound used. In addition,
their output light is of much narrower linewidth compared
with white LEDs, with a spectral bandwidth of abotG—50

II. MULTI-HOP WIRELESSBACKHAUL SYSTEM DESIGN

This section presents system-level principles and prafmi
ies required for the design and analysis of a multi-hop wasl
optical backhaul network using a top-down approach.

A. Network Configuration and Super Cells

In this paper, an unbounded optical attocell network with alThe super cell picture is completed by rotating and repgatie shown
hexagonal tessellation is considered. Such a model is ap'probranch every60° counterclockwise. Nevertheless, this is just an illugirat

f k depl . . ffi . nd the generality of presentation is maintained througtibe paper by
ate for network deployments in spacious otfice environme pting a parametric modeling methodology, i.e. for a ginease of the

[21]. The network incorporates multi-tier bundles of hes@gl  kth branch fork = 1,2, ..., 6.



nm. The practical implication of these specifications ist than which the BSs are located) and the receiver plane (the
multipath reflections in the wireless IR channel are reakivédorizontal plane where the UEs are present)= _m(clgif@a)

with a magnitude larger than those in the VL channel becausethe Lambertian order andl,, is the half-power semi-angle
the indoor materials exhibit higher reflectance in the IRtarof the downlink LEDs; and7; denotes the index set of the

[23]. Nevertheless, this effect is not significant as longBBs interfering BSs for BS In (1), 2 is given by:

with a highly directive emission profile are used. In prastian 472 Ny Bok
efficient concentration of light for IR LEDs is attained bying 0= 10 >, 2
embedded optical lenses. Furthermore, the switching speed ((m+ 1)1 App Rpp)” Pa

of LEDs is primarily limited by the radiative recombinationyhere B, is the bandwidth of the access systemlpp is
lifetime of minority carries. Current technologies rendee the photosensitive area of photodiode (PB);p is the PD
production of highly efficient IR LEDs feasible, yieldinigdB  responsivity; and?, is the transmission power used for every
cutoff frequencies in excess ab0 MHz, while for off-the- pgs.
shelf white LEDs, modulation bandwidth is typically ab@it  The downlink SINR is a random variable through a trans-
MHz when blue filtering is applied at the receiver. formation of the random coordinates of the UE. For an
For the multi-hop wireless optical backhaul system undgfhpounded hexagonal attocell network, the cumulativeridist
consideration, by using a sufficiently narrow optical beamytion function (CDF) of the downlink SINR is presented in
and a directed line-of-sight (LOS) configuration, the ctalés [21]. A similar methodology is adopted to derive an anabftic

among backhaul links is effectively canceled [19]. Henc@xpression for the CDF of,, in (1) as follows:
BSs are permitted to perform full duplex relaying to avoid

unnecessary loss in the system spectral efficiency (SE). The 1 2 4
employment of DCO-OFDM for data transmission in both Plusql=5- 3 /arcsm (Z(r,y))rdr,  (3)
access and backhaul systems allows efficient management °0

of network resources. In the following, aN,-point (resp. \yhere R, represents the radius of an equivalent circular cell

transform (FFT) is used for DCO-OFDM transmission in the
72771&:1(,’,2 + h2)7m73 —920

access (resp. backhaul) system. The rest of the assumptions Z(r,7) _

Re

are similar to those used in [19]. |Zoo (1) — Zsoe (1)] )
IOO (T) + I3O° (T)
B. Signal-to-Noise-plus-Interference Ratio | Zoe (1) — Zsoe (1)
1) Downlink SINR StatisticsA number of user equipment z, z>1
(UE) devices are randomly scattered in the coverage of a arcsmT(m) = {arcsin(z), |z| <1 . (5)
super cell with a uniform distribution, attempting to olnta -z, < —1

downlink connection from optical BSs. The downlink channel ) . _
follows a LOS light propagation modelWith the assump- The function<y. (1) andZso- (r) appearing in (4) are available

tion of the whole bandwidth being fully reused across aft closeéd form in [21]. Based on (3), the CDF aof, is

attocells, the downlink quality in each attocell is influedc Efficiently computed by using numerical integration rr'1ethod
by co-channel interference (CCI) from neighboring BSs. THYOt€ thaty, is a bounded random variable such that:

aggregate effect of the received CCI signals is commonly Fanin < Ya < Ymaxs (6a)
treated as a white Gaussian noise. The received signalds als 57_1(R21 p2)=m=3
perturbed by an additive noise comprising signal-indepand Vnin = —— , (6b)

shot noise and thermal noise. This noise is modeled by a zero Ts0° (Re) +
. . . . . . . 6—1h—2m—6
mean Gaussian distribution with a single-sided power sakect o 1 _
density (PSD) ofj. Zoo (0) +
According to a polar coordinate system with B&t  2) Backhaul Signal-to-Noise-Ratidor IR links operating
the origin, the electrical signal-to-noise-plus-inteeiece ratio jn the presence of intense ambient light a shot noise is
(SINR) per subcarrier for theth UE associated with BSat  generated that limits the receiver performance [22]. Iroord

(6¢)

zy = (ru,0y) is given by [21]: environments, IR interference commonly arises from aiific
—L(r2(y h2)—m—3 light sources such as fluorescent lamps. The detected noise
o (ri(zu) +17) :
Tu = S (12(z0) + h2) 3 1 @) spectrum contains energy up to a few hundreds of kHz [22],
ien so it can be eliminated by high-pass filtering. Specifically,

based on DCO-OFDM, the IR system can be made immune
to this type of interference by choosing the frequency of the
first subcarrier to be sufficiently greater than the effectiv
bandwidth of the interference. Other potential IR sourcas c
2Except small regions in proximity to the network boundanesere the Still contribute to shot noise, which need to be taken into

non-line-of-sight (NLOS) effect is manifested most, in tiest of areas under
coverage, more thafi0% of the received optical power comes solely from S3The LiFi access system is assumed to have a low-pass andefiteficy
the LOS component [21]. response with a bandwidth d8,.

where¢, = Y2=2 is the subcarrier utilization factor;(z, )

indicates the horizontal distance of, from BS;; h is the
vertical separation between the BS plane (the horizongalepl



account. This is included within a single noise term in th€his way, the bandwidth of the bottleneck linlg is divided
received signal, accounting for the aggregate effect oh bahto Ngg orthogonal sub-bands, with each sub-band allocated
signal-independent shot noise and thermal noise. In effei an independent data flow. The symbols encapsulated in
because of having an equal link distance, backhaul link#ferent sub-bands are individually and fully decoded at
exhibit an identical signal-to-noise ratio (SNRThe received BS; in the first tier, which thereafter are reassembled into
SNR per subcarrier for the backhaul link of BSlenoted by Ngg distinct groups. One group alone is modulated with a
b;, is [19]: DCO-OFDM frame and directly transmitted for the downlink
of BS;. The remainingNgg — 1 groups are repackaged into

i = K, ) (72) separate DCO-OFDM frames and forwarded in their desired
yy = (({+1)AppRpp)“Pa (7b) directions toward higher tiers. The orthogonal decompmsit
36m2R*NoBp&g of the effective bandwidtht, By, into Npg parts entails a

where K; = 1}. is the power control coefficient for the link

b;, and B, is the corresponding transmission powér—=
—m((}gﬁ is the Lambertian order witkb;, denoting the half-

power semi-angle of the backhaul LEDS;, is the bandwidth L
of the backhaul system: argg — No=2 [1l. END-TO-END SUM RATE ANALYSIS

Mo The end-to-end sum rateefers to the sum of the end-to-
: end rates of individual UEs. In this paper, two main policies
C. Achievable Rates of Access and Backhaul Systems are proposed for bandwidth allocation: UBS and CBS. The

The subchannel bandwidths of access and backhaul systiRg-to-end sum rate under both policies are derived in the
are matched so thaf> = £ This leads to the same symboko|joying.

a N
periods for DCO-OFDM

weight coefficienty; € [0,1] satisfying >°,_ . i = 1,
thereby allocating a dedicated share g€, By, to BS; Vi €
k-

frames of the two systems. L&t

be the index set of BSs whose connection path from trAe
gateway includes the link;kand letZ4; be the index set of UEs "~ ~ i _ _ _
associated with BSsuch thatji;| = M;, where| | denotes _Aft_er _performlng bandwidth sharing, an independent
the cardinality of a set. Every UE served by B&quires an pipeline is created to transport data from the gateway toyeve

equal bandwidth. Furthermore, I&,, be the access sum rateBS- In UBS, the dedicated portion of the backhaul bandwidth
for BS, and letR,, be the overall achievable rate of.4t and the bandwidth of the access system are equally allocated

User-based Bandwidth Scheduling

follows that: to UEs for each BS. The end-to-end rate of each UE cannot
¢.B, be greater than the allocated capacity of each intermeldagte
Ra; = % Z logo(1 + 74,), (8a) based on the maximum flow—minimum cut theorem [24]. Also,
bouel; bandwidth sharing introduces a loss factongfinto the end-
Ru; = & By logy (1 4+ b, ). (8b) to-end SE of every UE. For BS/i € 71, theuth UEVu € UY;

experiences an end-to-end rate of:

D. Decode-and-Forward Relaying and Backhaul Bandwidth . [wi& B £.Ba
Sharin RyPS = min 7’13, > logy (1 4 7,), 37— 10go (1 +7u) |,
9 M; M;
In an Nr-tier super cell, theuth tier encompasse‘%1 =n _ &aBa .

BSs for each branch so thif,| = n for n = 1,2,..., Nr, =T, M (i€ logy (1 + v, ), logs (1 +7u)]

where7,, is the index set of BSs in theth tier. Therefore, _ _ _ . - (10

the total number of BSs per branch excluding the central B#ghere( is defined as the effective bandwidth ratio:

is calculated by: (- &, By, 1)
Ve Np(Np 1) §abBa

Nps = Z”: - 9 9) To extend the analysis for theth tier, note that the

n=1

signals intended for BSs in theth tier need to traverse
For the kth branch of the backhaul network, the downlinkexactlyn intermediate hops through backhaul links. [Rt=
data traffic for allNgs BSs is carried by the link between the{;,, j,, ..., 4.} denote the path from the gateway to ;BSr
gateway and the first tier, i.e; lfor somek € 7. This requires somei < 7,. The elements ofP; specify the indexes of
sufficient capacity for p to respond to the aggregate sum ratpackhaul links on the way to BSamong whichj; indicates
of all Ngs BSs. However, such a challenging requirement iie bottleneck link. For examplé,, = {1, 8,20} according
not always possible to be fulfilled in realistic scenariosveh to Fig. 1. Lety;; be the bandwidth sharing ratio that is
the limited capacity of p may result in ebackhaul bottleneck allocated to BSatb,. To be consistent with the notation used
In this paper, the link b Vk € 71 is generally referred to as for the first tier,p; ; = p; for j = ji. Obviously, i . = 1.
a bottleneck link Therefore, for BS in the nth tier, the end-to-end rate of the

The use of DCO-OFDM in conjunction with DF relaying al-uth UE is written in a compact form:

lows data multiplexing to be realized in the frequency damai ups B
4The wireless optical backhaul system operates over a fregeitat Ru _]V—fi e Jnelglz HZ’JCIOgQ(l +’ij)’log2(1 +’Yu)}
channel dominated by the LOS path. (12)



aBa .
maximize Z Z ¢ — min [1;¢logs (1 + b, ), loga (1 + 7u,)] (21a)

{/’Li € R} €Ly ueEU; M,L

subject to Z wi =1, (21b)
i€Ly
0<pu; <1, VieLly (21c)

Note that for a one-tier super cell, (12) reduces to (10)hast 1) UBS: By using (15) and (17), the term representing the
min operator is associative. The generalized end-to-end suate of P; in (12) simplifies to:
rate for BS in the nth tier forn = 1,2, ..., N1 becomes:

min f1;,;¢10gy (1 + ;) = piClogy (1 + b, ). (18)
UBS UBS \/; I€P:
Res,” = Z R.™ Vi€ (13) In effect, the dominant hop along the backhaul path is merely
et posed by the bottleneck link, i.&s. For BS in the nth tier
forn =1,2,..., Nt, the end-to-end transmission rate of the
B. Cell-based Bandwidth Scheduling uth UE in (12) reduces to a more tractable form of:

The point that distinguishes CBS from UBS is that in CBSpUBS _ £aBa min [11;¢ logy (1 4+, ), logy (14+74)], Yu € Uj
the gateway puts up the entire data intended for each BS in an 1i ’ 19
exclusivg set of subparriers of t.he bottlene(_:k backhaudnTh 2) CBS: Based on (15) and (17), the end-to-end éum) rate
the desired BS assigns that given bandwidth equally to IQ?BSZ- in (14) is simplified to:
associated UEs. The end-to-end sum rate of BSthe nth ’
tier is expressed mathematically as follows:

RgsBiS =min | 1;{p By 1ogs (1 + by,
RES® = min |min p;; (20)
BS; — min JIrelgl lu%]é-bBb 1Og2(1 +’7bj)7 gaBa 1 .
B (14) M, %Z; 0gy(1+7u) |, Vi € Tn.
M, Zu logs (1 +7u)|, Vi € T In the following, the problems of bandwidth scheduling
ueld;

and power control are separately studied because the ssrele
optical backhaul system is assumed to be operating over a
C. A System-Level Simplification frequency-flat channel in which there is no gain in perforgnin
i ) ) ) an adaptive power allocation among different subcarriass,

With the assumption that a fixed powdt, is equally ey 4il experience the same channel gain. In this case, the
assigned to every |r!d|V|duaI back_haul _Ilnk, the rece'veCRSNreceived power level is fixed on the entire bandwidth, and
of all the backhaul links become identical: then the question is how to judiciously select the transioiss
power level for the backhaul system as a whole. With a
fixed amount of power, a limited bandwidth may cause the
backhaul system to run out of capacity, hence the available
bandwidth needs to be optimally utilized, which is where
optimal bandwidth scheduling comes into play.

Yo, = Kpy, Vi€ Ly (15)

where K, = % is a common power control coefficient

for the backhaul systetn A judicious design consists in
choosing bandwidth allocation ratios for the outer tiershsad
intermediate hops do not restrict the effective achievabie
in the path from the gateway to the desired BS. One such
design is to make the bandwidth sharing coefficients in theThis section focuses on the problem of optimal bandwidth
outer tiers proportional to that of the bottleneck link actiog Sscheduling. In particular, the design of bandwidth sharing

IV. OPTIMAL BANDWIDTH SCHEDULING

to the following normalization: coefficients for the generalized case of multi-tier supédisce
} is formulated as an optimization problem aiming for the end-
Hi > pi, Vi€ L (16) to-end sum rate maximization.

Mij = ="
Zi’eﬁj Hir

The inequality yz;; > s is derived from the fact that A- Optimal User-based Bandwidth Scheduling

Zi,eﬂj wir <1 whenj € 7T, Vn > 1. Thus: The purpose of optimal UBS is to maximize the sum of
per-user end-to-end rates under the UBS policy. Based on
7Helg1 i,j = Hi- (17)  (19), the optimization problem for theth branch of the super

cell is stated in the global form in (21), shown at the top
5K}, also represents the total power of the backhaul system tizedaby —Of this page. The constraints (21b) and (21c) are declared

that of the access system, i&;, = ZNEB‘% in Section 1I-D. For global optimization of the bandwidth



aBa

maximize Z min | 1;&, By logs (1 4+ b, ), 72 Z logs (1 + v4,) (26a)
{lul € R} €Ly v ueU;
subject to Z wi =1, (26b)
€Ly
0< <1, VieLy (26¢)

allocation, the downlink SINR for entire UEs in th¢h branch for whom y; < p,. The index sets for these two groups are
is processed by a central controller, provided that each B®noted by/; andif;, respectively, implying/; Ul4; = U;. The
collects the SINR information from an uplink channel andumber of elements correspondingtpandl/; is represented
sends it to the central controller. by M; and M; so thatM; + M; = M;. The optimization
The objective function in (21a) can be expanded througitoblem in (23) is then stated in the desired form:
dividing both arguments of thenin operator by a constant 3
term (log,(1 + 71, ) and defining a variable, to be the . pu | M
normalized achievable rate for theh UE: ?jglemﬁf GZL: I AR VAL (242)
T ) wEU,;
log, (1 + 1) . e
= (22) subject to (21b) & (21c 24b
Clogy (1 + b,) ! (21b) & (210) (240)

The factor¢, By, log, (1 + ) is independent of optimization Note that the arrangements @f; and Uz depend on the
variables and it can be put aside without affecting the @bl value of ;. Based on (24a), the derivative of the objective

u

in (21). This leads to a compact form of: function with respect tou; is estimated by% resulting
o 1 in the subgradient vectog = [gi|nssx1 Whereg;, = %

?a-memlgf Z Z Mimln[ﬂmpu] (233) The projected subgradient method for solving the primal

Hi €L uEU; problem is summarized in Algorithm 1. In the first line of this

subject to  (21b) & (21c) (23b) algorithm,« is the step size for updating, which is chosen to

The objective function in (23a) is a composite of conca\}%e sufﬁme_ntly_small; a_nd In step B) 'S anNBS.XNBS unltary.
operators, comprising summation and minimization. SuchSRace projection matrix [28], which is obtained as follows:
composition preserves concavity and the objective fundso TN=1_ 7 1
concave [25]. Therefore, this is a convex optimization peob P=1-1(1"1) 1" =1I- §J’ (25)
with linear constraints, for which Slater's condition heland \yhereI and J respectively represent an identity matrix and
there is a global optimum [26]. However, standard methods, 5jl-ones matrix of siz&Vgs x Ngs.
such as Lagrange multipliers cannot be directly appliedni fi
an analytical solution because the objective function is no } ) )
differentiable ing = [1i]nu.x1, Where p is the vector of B. Optimal Cell-based Bandwidth Scheduling
optimization variables. The scheduler aims to maximize the aggregpge-cell

For nonsmooth optimization, the subgradient method isemd-to-end sum rates under the CBS policy by computing
means to deal with nondifferentiable convex functions [27&4n optimal solution to the following bandwidth allocation
Particularly, the constrained optimization problem in )(23roblem. For theith branch of the super cell, by using (20),
can be efficiently solved by using thgojected subgradient the optimization problem is stated in (26), shown at the top
method. Analogous to common subgradient methods, tbethis page. The central controller only gathers the overal
vector v is sequentially updated using a subgradient of treccess sum rate information sent individually by each BS via
objective function atu. Compared with an ordinary subgrathe feedback channel for further processing. This reduoes t
dient method, there is an additional constraift = 1, feedback overhead with respect to UBS, which appeals to
with 1 denoting an all-ones vector of sizZ€gg x 1, which applications where limited feedback is available [29].

is required by (21b). To fulfil this constraint, at each itea, Similar to the optimal UBS case, the optimal CBS problem
the projected approach maps the componentg:ofnto a in (26) is reformulated as follows:

unit space before proceeding with the next update, to bring

them back to the feasible set. The convergence is attained maximize Z min [m, B Z pu] (27a)
upon setting a suitable step size for executing iterati@7$. [ {wi eR}y 27 M; wclls

To develop an efficient iterative algorithm, an appropriate subject to  (21b) & (21c) (27b)

subgradient vector is required to provide a descent daecti

for a local maximizer to approach the global maximum whewherep,, is given by (22). The projected subgradient method is
updating. To this end, the problem statement needs to leed to solve the primal problem. With the current expressio
properly modified. The users in the attocell of B&e split in (27a), the objective function is not differentiable pa.
into two disjoint groups: those for whom; > p,, and those To find the candidate subgradient vector, the BSs offitie



Algorithm 1 Projected Subgradient Algorithm for OptimalAlgorithm 2 Projected Subgradient Algorithm for Optimal

User-based Bandwidth Scheduling. Cell-based Bandwidth Scheduling.
1: Choosex 1: Choosex
2: Initialize p(® 2: Initialize p(©
3: for all Zve(l)ﬁk do " 3: Let /3,(;) = {z € L‘k‘ugl) < ﬁ > e pu}
4 Letl,”’ = {u € Z/li’ui < pu} 4: for all i € Ly, do
5. ComputeM ) = \Zf{.(l)] 5. if i € Ly then
' ) 6: Setg) =1
M, : 9
6: Computeggl) = WZ 7 else
7: end for ' 8 S_etgz@ =0
8: Updatep® throughp(+1 = 5 — oPg® o endif
9l l+1 10: end for
10: go t0 3 11: Updatep® throughp(+1 = p® — aPg®
11: Returnp 12: 0 1+1
13: go to 3
14: Returnp

branch are classified into two categories: those that fulfil

the condition p; > ﬁzuem p. and those that satisfy

1t < 3 S uerss Pu- The former category is represented by aflifferent number of tiers, the results are presented insesfn
— i uct;

index set ofZ; and the latter case bg,. The optimization the average UE density, which is (?Iefined as the ratio of the
problem in (27) turns into: total number of UEs to that of BSs:

M
- 1 _
maximize E A E Pu + E 1 (28a) A Nos UE/Cell. (30)

{ni € R} = = i€l ) ) .
. 21b) & (2 28b The system parameters used for simulations are given as fol-
subject to  (21b) & (21c) (28D) |ows: downlink LED optical powerpP,,; = 10 W; downlink

Therefore, the derivative of the objective function witispect LED semi-angle,®, = 60°; vertical separationh = 2.25
to u; is equal tol, leading to the subgradient vectgr = m; hexagonal cell radiusiz = 3.1 m; total VLC bandwidth,

[9:] Nps x 1 Where: B = 20 MHz; IFFT/FFT length,N = 1024; noise power
. spectral densityNy = 102! A2/Hz; UE receiver field of
gi = {1’ ! € Ly (29) view (FOV), ¥, = 85°; PD effective areadpp = 10~* m?;
0, i€Ly PD responsivityRpp = 0.6 A/W; and DC bias scaling factor,
The projected subgradient method used to solve the prinsai= 3. Configurations for cell radius and downlink LED semi-
problem is outlined in Algorithm 2. angle are adopted from the guidelines provided in [21]. Also

backhaul LED semi-angl&};, = 5°, which is small enough to
avoid crosstalk within backhaul links [19]; backhaul reegi

C. Numerical Results and Discussions . ] .
. . . FOV, ¥, = 85°; and the backhaul link distance is equal to
This section presents performance results for optimal UB

and optimal CBS policies based on Algorithm 1 and Algo- Fié. 2 shows the average sum rate performance for one

rithm 2, res_pectively. To gssess_the optim_ality of th_e P'%ranch of anNy-tier super cell as a function of the back-
posed _algorlthms, a baselme_ policy is rngred. To this, erWauI power ratiok, for different values of Ny and A. A

a recelver-dependent bandwidth allpcauon stratlegy foe Frkey principle for understanding the impact of backhaul and
t°p°'°9.y is adopted from the_domaln of bgndW|dth shari cess networks on the end-to-end performance relataseto
for multicast flows [30], by which the bandwidth of a Shareﬂmit. This concept indicates the effective upper bound of the

Ii_nk is appqrtioned among muItip!e, succeeding links P™®POeng-to-end sum rate imposed by both backhaul and access
tionately with the number of receivers they serve. Insplygd systems, i.emin[Backhaul Limit Access Limil®. For a low

such a;trategy, prop_ortionallyweighted fair (PWF) barttivi UE density scenario as shown in Fig. 2a, 6 — 5, both
sche_duhng was d_ewsed [1]. The_PWF scheduler aIIocatesO imal policies maximally achieve the end-to-end rateitlim
fraction of bandwidth to each BS in proportion to the numb ver a broad range of values fdf,. Note that the optimal

of its assouated_ UEs, l.qu = 37 Vi < Ly, for th? kth algorithms operate whether backhaul or access limits tde en
branch of anNVr-tier super cell. The optimal scheduling CaS§5-end performance. Fig. 2a demonstrates when the differen

is marked With ‘OPT" for distinction. The _end-to-end sumeraty o \yeen backhaul and access limits is large enough, both UBS
performance is evaluated based on Section Ill. The acHuevaBPT and CBS-OPT fully attain the rate limit, which is the
rate of the access network with an unlimited backhaul capac., < forky, < 10~3 and K, > 10~ Moreovér it can be

is considered and labeled as ‘Access Limit'. Monte-Carlg,carved that both UBS-OPT and CBS-OPT cases improve
simulations are conducted over a large number of random
realizations to distribute multiple UEs uniformly over the egacihaul Limit is defined as the achievable rate of the badkkystem

network. For a fair comparison between super cells with par link.
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Fig. 2: Average sum rate performance of optimal UBS arfdg. 3: Average sum rate performance of optimal UBS and
optimal CBS policies as a the power ratig, for different optimal CBS policies as a function of the UE densityfor
values of Nyt and \; and By, = 3B.. different values ofNt+ and K,; and By, = 3B,.

the performance against their respective baseline psliofe difference in performance is manifested in Fig. 2b when the
UBS-PWF and CBS-PWF. The improvement is as much asmber of UEs per cell is multiplied fivefold.
200 Mbits/s by choosingt, = 10~2. For Nt = 3, the overal Fig.3 illustrates the average sum rate performance with
rate of backhaul is sufficiently higher than that of accesdspect to the UE density for different combinations ofN:
especially forK;, > 1072, in which case the performancegng Ky,. For Ny = 5, Fig.3a (K, = 1) represents a case
for all scheduling policies coincide. where the access limit is located under the backhaul limit,
Fig. 2b plots the same set of results as in Fig. 2a, byhile Fig.3b (K, = 10~2) constitutes the converse case in
considering a high UE density scenario ®f= 5 UE/Cell. which the backhaul limit dominates for the majority of vaue
Foremost, such an increase in the UE density causes thesacoés\. In either case, similar to Fig. 2, the optimal algorithms
rate limit to rise, which is more pronounced fofr = 5. In  outperform their baseline counterparts. It is observed tha
this case, the backhaul enforces a bottleneck on the erdeto-CBS-OPT consistently retains the achievable rate limithas t
transmission, and evidently CBS-OPT makes perfect useeof tHE density is increased. Also, CBS-OPT performs better than
limited backhaul capacity by following its growing trend &/in - UBS-OPT, like the case in Fig. 2b. An explanation for this
Kj, increases. For instance, CBS-OPT successfully reaches#fect can be given by noting the operation principals of CBS
average sum rate of just below Gbits/s for K;, = 10!, and UBS systems. The per cell bandwidth allocation in CBS
as supplied by the backhaul system. Compared to Fig. Za,compatible with the notion of the rate limit, which means
the extent of improvement offered by optimal scheduling can efficiently adapt to the limits of access and backhaul
relative to PWF is lower in Fig. 2b, still this is enhanced byetworks. By contrast, the UBS system assigns the backhaul
heightening the backhaul power. Furthermore, it is obskrvbandwidth in a per user basis and therefore introduces &degr
that CBS performs even better than UBS. There is also a snlloss into the sum rate performance when aggregating the
gap between the results of CBS and UBS in Fig. 2a, but teed-to-end rates achieved by individual UEs.



For completeness, the average sum rate performance versu 1

the number of tiersV is presented in Fig. 4a; fdk, = 102 ‘°‘ia°khazl, Limit

and A = 1 UE/Cell. The effect of changing the backhaul ol _D_UCBCSS(SOI;?;t

bandwidth is also studied. For both casesRy¥ = B, and ¥l—a-cBs (opT) | ©° N
By, = 3B,, by increasingNr, performance gains of UBS- —>—UBS (PWF) B, = 3B,
OPT and CBS-OPT with respect to UBS-PWF and CBS-PWF % 0.6/ |- CBS (PWF)

grow. In the case 0B}, = B,, backhaul is the main bottleneck

Average Sum Rate [Gbits/s]

of the end-to-end performance when deploying super cells = 04

with Nt > 3. In this case, both optimal algorithms fully L |

exploit the limited capacity of the bottleneck backhauklin 02} T

as Fig. 4a shows. Increasing the bandwidthBg = 3B, ' -

provides adequate backhaul capacity and thus the acces: - el

system becomes the major bottleneck. Again, the optimal 0‘1 5 3 4 5
UBS and optimal CBS exhibit a superior performance by N

achieving the maximum rate limit of the network. Note that (@)

expanding the size of super cells increases the chancedor th

backhaul system to turn into bottleneck for the end-to-end 1.6 E—
performance. In this case, the optimal bandwidth schegulin - 4| ﬁii:::ﬁﬁ:mt
polices can make most use of the limited backhaul resources. UBS (OPT)
and hence they areackhaul resource efficienFor the same 1.2 _a-cBs (OPT)
set of parameters as used in Fig. 4a, the average sum rate i 1-|—>—UBS (PWF)
plotted in Fig. 4b against the backhaul bandwidth normélize CBS (PWF)

by the bandwidth of the access systefi#..

V. OPPORTUNISTICPOWER CONTROL
The optical power of backhaul LEDs is opportunistically

erage Sum Rate [Gbits/s]

A
reduced with an incentive to enhance the PE of the backhaul = 02— NTU: 3
system while maintaining the sum rate performance. A FPC ‘ ‘ ‘
strategy is proposed, whereby the transmission power ih eac 1 2 3 4 5
backhaul branch is set to a constant operating point. Thas is %
onetime design strategy, meaning that once an operatimg poi (b)

is chosen, it remains the same for the entire backhaul branptg_ 4: Average sum rate performance of optimal UBS and
This greatly simplifies the implementation complexity WheBptimaI CBS policies fork}, = 102 and A = 1 UE/Cell: (a)

applying FPC to multi-tier super cells. However, animprdpe yersys the total number of tiersr; (b) versus the bandwidth
low value of power can lead to a significant degradation iRiq Be

the network sum rate because of its impact on the capacity Ba
of the backhaul system. To reach a practical means to fix the

backhaul power, three main schemes are put forward: IVISP‘ICI‘ﬁe bounds of the access sum rate are related to those of the

ASPC and ARPC. The performance of a given branch of tg%cess SINR by noting th&,, is a bounded random variable
super cell depends on the overall rate of the correspondiigh, 1hat-

bottleneck backhaul link. To prevent a backhaul bottleneck
for the kth branchvk € 77, the following condition needs to Rmin < Ra;, < Rmax, (32)
be satisfied:
Riyw 2 D Ry (31) Where Rum = LaBalogy(l + yin) and Rw =
&aBal10ogs(1 + Ymax) In wWhich i @and ymax are available

The following analysis focuses on the design of the backha{ﬂl(6)' The associated MSPC ratio is derived in Proposition 1

power control coefficienk’;, based on the rate requirement oProposition 1. The minimum power control coefficient fog b
the bottleneck link. The minimum value ofk}, is denoted by based on MSPC is given by:
Kb,min-

1E€Ly

—1
(1 + 7max)( Nps 1
b '

A. Proposed Schemes Kb min = (33)

1) MSPC: The first criterion is to adjust the backhaul power ) ) _
in response to the maximum sum rate of the access systéfp0f- On the right hand side (RHS) of (31X., is replaced
by its upper limit from (32):
“For the kth branch of the backhaul network, a feasible set is defined by

Rb; > X icr, Ra;, through the system olNps inequalities for all B$
Vi € L. Iéulfiﬁing ‘the rate requirement of the bottleneck lib, by (31) &b B 10g2(1 + Kb/yb) =z Z Runax;
automatically guarantees validating the remaining inktigs for the higher €L (34)

tiers. = NsaBa log2(1 =+ 'YmaX)-
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Ymax Ymax Re

max — /min 2 .
I = / (1 =Py, <Av])dy = 7 5 i + 72 /arcsuﬂL (Z(r,~)) rdrdy. (38)
g
“Ymin Ymin O
é‘ B Ymax d R R 2§ B Ymax Re . (Z( ))
ala Y max — /Ymin alla arcsi )T
I = 1—Ply, < = drdry. 45
27 T2 /( =D 75 2 +7TR31n2// 1+~ e (45)
“Ymin Ymin O

Note that|L| = Ngs Vk € T1. Expressing the inequality in  3) ARPC: The third criterion for assigning power to the

(34) in terms ofKj, gives rise to: backhaul system takes into account the statistical avevage

(14~ )C”NBS _ the achievable rate for the access system over the areaecover
max ) (35) by each attocell. The average data rate of the access system i

7o provided in Lemma 2. The ARPC ratio is subsequently derived
The minimum value ofK}, is readily given by the RHS of jn proposition 3.

(35), which is the desired result.

Ky, >

o Lemma 2. The average achievable rate of the access system
2) ASPC: The second criterion is to allocate power tgyer attocell is calculated by:

the backhaul system so as to satisfy the achievable rate
Rmin + Rmax

corresponding to the statistical average of the downlinkFSI R, =—— _max
over the area covered by each attocell. The average SINR of 2 o R
the access system is given by Lemma 1. The ASPC ratio is 2.B. [ [ arcsin® (Z(r,))r (42)
then derived in Proposition 2. TRZIn2 / / T+ drdy.
Ymin 0

Lemma 1. The average downlink SINR is calculated by: .
as B Proof. By using (8a), the average access system rate for BS

min + Ymax 2 is obtained as:
Fa = ik 42-’7 7 arcsin' (Z(r,~)) rdrdy.
T 0 E[Ra.] = &BaE[logs (1 + 7). (43)
(36) Note thaty, Yu € U; are i.i.d., thusE [R.,] = R. Vi. Based

Proof. Note that different UEs have the same average raaa (3), the expectationin (43) is therefore expanded asiis!
since~, Vu are independent and identically distributed (i.i.d.). Rono
The expected value of a bounded random varidblsuch that Ro = R + P [¢2Balogy(1 + 7a) > 2] dz,  (44)

Tmin < X < Tmax is E[X] = Imin"‘jjm_ax ]P)[X > I]dI The

average downlink SINR is derived as: Rumin
Ymax Iz
Fa = Ymin + / P [y, > z]dz. (37) Wwherel, is derived in (45), shown at the top of this page. The
. substitutionz = &, B, log, (1 + ) is used to arrive at (45),
A which does not alter the inequality under a probability mea-

h sure as the logarithm is a monotonically increasing fumctio

By using the CDF ofy, in (3), I, is evaluated as in (38), Replacingl, in (44) by (45) and simplifying leads to (42).H
shown at the top of this page. Substitutiig in (37) with

(38) resullts in (36). B poposition 3. The minimum power control coefficient fog b
Proposition 2. The minimum power control coefficient fof b based on ARPC is given by:
based on ASPC is given by: n »
IS giv y B exp (EleQb NBSRa) -1
(1 + ﬁ/d)c Nes _ 1 Kb,min = ) (46)
Kb,min = ) (39) 7o
o whereR, is the average achievable rate over an attocell, given

where?, is the average downlink SINR given by Lemma 1.by Lemma 2.

Proof. In the case of ASPC, the inequality in (31) changes tgroof. According to ARPC, the RHS of (31) needs to be
&b By logy (1 + Kpy) > Z &aBalogs(1 + E[v,]), (40) modified as follows:

€Ly
whereE[v,] = 7.. It inmediately follows that: & Brlogy(1+ Kpw) > E [Z Rd] = NpsRa. (47)
C—IN i€Ly
(1432 N —1 . R -
Ky > . (41) Rearranging the inequality in terms &fi, gives:
b B
The RHS of (41) is, in fact, the minimum value th&i, can exp (;‘ﬁb NBsRa) -1
take and this concludes the proof. [ Ky > (48)

b
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'Ymax Re
R2. +R2 1 (2B, Y In(1+~)
ERQUZM - >aa S V) sinf (2 drd. 51
[ “(~ )] 5 +7T(Reln2> / / T arcsin' (Z(r,v)) rdrdy (51)
Ymin
I3=2 St 27m1n(1 — (1=Phu<q))d = R — R + (rm 277“761]&(1 ) arcsin® (Z(r,v)) rdrd
5 In2 1+~ Tu = A= 2 m \ Reln2 1+~ 7 t
Ymin Ymin O
(53)

The RHS of (48) represents the minimum allowed value dheorem 1. For the kth backhaul branch with/ UEs over
K3, and hence the proof is complete. B the total area covered byWgg BSs, the BBO probability is
tightly approximated by:

- Ngs )
B. Probability of Backhaul Bottleneck Occurrence Popo ~ anQ <73b,;.1 nRa> 7 (54)
To gain insight into the power control performance, a metric n=1 VM T Ra
called BBO is defined as follows. where:
Definition 1. BBO is a metric to measure the probability that Ngs\ — N [(n—1 M
the aggregate sum rate of the access system in a backhaul Pn = ( n )Z(_l) (l) (N—BS) (55)
branch exceeds the capacity of the corresponding bottlenec 1=0
link. Equivalently, it evaluates the probability that thencli- Also, Ry, and R, are given by(8b) and Lemma 2, respec-
tion in (31) is violated. tively; and o, is the standard deviation oR,(v,) whose

Mathematically, the BBO probability for theth branchk € variance is identified in Lemma 3.

J i d by:
71, is expressed by Proof. Let the vectorM = [M;]n,sx1 be composed of the

random numbers of UEs in individual attocells for thth
Pgpo =P Z Ra; > Rb, |

i€Ly

(49) branch. Provided that the total number of UEs is fixed at
> ier, Mi = M, M follows a multinomial distribution. The

whereR,, is a random variable that depends on the statistigsBo probability in (49) is expressed as follows:

of ~,. There is no exact closed form solution for (49) in 1
terms of ordinary functions. Alternatively, a simple bught Pgpo =P Z 2 Z Ra(vu) > Ru, |- (56)
analytical approximation is established in Theorem 1 wlith t €Lk ueU;

aid of Lemma 4. Note thaR,, = M%Zueui Ra(v.) where The argument of the probability in (56) involves positive
Ra(vu) = &aBalogy(1 4 7,) are i.i.d.. The mean oR.(v.) weights encompassing the reciprocals of the numbers of
is readily given by Lemma 2. The variance &,(v.) iS UEs in every attocell. An appropriate approximation of this
determined in Lemma 3. weighted sum can be derived by means of minimizing the

Lemma 3. The variance ofRa(v.) is: mean square error (MSE). This is presented in Lemma 4.

) 5 5 Lemma 4. Based on the minimum mean square error (MMSE)
0%, = E [Ri(v)] — E*[Ra(va)]; (50)  criterion, the summation under the probability i56) is

R imated as follows:
where E [R.(v.)] = Ra and E[R2(v,)] is given by(51), approximated as follows

shown at the top of this page. 1 ~, 'BS
p p g - Z M Z Ra(%) ~ W Z Z Ra(’yu)v (57)
Proof. The second order moment of a bounded random vari- €+ ueli €Ly uels
able xi, < X < xpax i characterized by using [XQ] = where ngg indicates the aggregate number of non-empty
22+ [ fn“nx 2zP[X > x|dx. Therefore: attocells corresponding to the random vechdr. The attocell
of BS is accounted non-empty if/; > 0.
Rinax
E [R2(7,)] = R2. 922P [Ro (s dr. (52 Proo_f. Due to page Ilmlt,_th|s proof is given in the preprint
[Ra(w)] min P [Raya) > aldz. (52) version [20]; see Appendix. [ |
Rmin
4 Let Z = "B > /. D uew, Ralvu)- Note thatZ is not

directly dependent on the exact number of UEs that each
Referring to the CDF ofy, in (3), I3 is derived as in (53), attocell involves, i.e. the elements M. Rather, it depends on
shown at the top of this page. By substituting (53) ferin  the overall number of non-empty attocells, 5. For each
(52), the desired result of (51) is deduced. B random experiment;gs takes integer values fromto Ngs.

Besides,) ;s > ey, Ralvu) is @ sum ofM i.i.d. random
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Fig. 5: K}, i, for MSPC and the backhaul e, , [k, =k _.

variablesR, (v, ), the mean and variance of which are knowatatistics [32]. That is to say, there ahg)§ permutations and
according to Lemma 2 and Lemma 3, respectively. Thus, féch possible permutation has a prObab"ityj—\éBo?s- Besides,

a sufficiently large value ol/, the conditional distribution of the outcome of the evertigs = n} correspon(fs to the case
Z givennpg = n converges to Gaussian based on the centrahere exactlyn attocells each are occupied by at least one

limit theorem (CLT) [31]. It is deduced that: UE and the otheNgs — n remain empty. Lefnyy = n'} be
9 the event indicating that exactly’ attocells are empty. The
Z\{nBs =n}~N (nRa, "Mg%a> ) (58) probability of this event is available in closed form [32]:
Plngg =n'] =

Therefore, by means of Lemma 4, the BBO probability in (56) Now v
can be evaluated by conditioning ems and applying the law <NBS> Bi (—1)! <NBS - n’) (1 '+ l) (60)
of total probability. Combining (58) with (57) and substitg n’ l Ngs '

the result into (56) gives rise to:

=0
Upon substituting:’ = Ngs — n, (60) reduces to the desired

Ngs ili i
probability p,, in (55). |
Pppo ~ ZP[nBS = n]]P’ [Z > Rbk|nBS = n} ,
X; _ (59) C. Numerical Results and Discussions
=) pQ (M) , This section presents a number of case studies to evaluate
n=1 Vit Ra the performance of the proposed power control schemes using

computer simulations. The system parameters are the same as

where p,, = P[ngs = n]. From combinatorial analysis, thethose listed in Section [V-C.

problem of distributingM UEs into Ngg attocells refers
to the classical occupancy problem with Boltzmann-Maxwell 8This is an immediate result of the uniform distribution of $JE
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Fig. 7: K, i, for ARPC and the backhaul rafey,, [, =k .~ Fig. 8: Analytical and simulation results of the BBO proba-

as a function of the total number of tieéé; and the bandwidth bility as a function ofK3, for different values ofNt and \;
ratio g—:. and By, = 3B,. Analytical results are based on (54).

1) Power Control CoefficientsFirst, the range of variations more power needs to be allocated to the backhaul system when
of the power control coefficients is studied based on Prepo#ie bandwidth reduces. This conforms to the intrinsic pewer
tions 1, 2 and 3 for MSPC, ASPC and ARPC, respectivelybandwidth tradeoff governing the bottleneck link capatdy

Figs. 5a, 6a and 7a demonstrates the range of valuesbgfshared between multiple downlink paths [19].

Kp.min for MSPC, ASPC and ARPC schemes, respectively, The power control coefficients rise continuously with in-

as a function of Ny and the bandwidth ratio%. The crease inN, as observed from Fig. 5. However, they are not
resulting backhaul rate for each scheme is computed 8jowed to be increased unboundedly due to practical limi-
Ry lkomr: . = &Bylogy(l + K7, v,) and shown in tations imposed by the maximum permissible optical power
Figs. 5b, 6b and 7b. It is observed that the power contrdf backhaul LEDs. To set an upper limit for the transmission
coefficient is an increasing function of the total numbertwf t power of the backhaul system, its counterpart from the acces
deployed tiers for all three schemes, while it is a decrgpsifystem,P,, is used, as the access system operates with full
function of the normalized bandwidth. For given values dtower to comply with the illumination requireméntThis

Nt and %, the highest value ok, iy is set by MSPC, the exerts a unit threshold constraint @, min, resulting in:

fﬁacl:tgnd highest by ASPC, and the lowest by ARPC, confirming K7, i = min[Kp min, 1] (62)
K{HRPC < RSP < KMSEC, (61)  2) BBO Probability: For each branch of the super cell, the

] BBO probability can be analytically predicted by way of its
The amount of power assigned to the backhaul system by the
three schemes and the corresponding backhaul rates algo ob®rhe maximum allowable backhaul power could be an independetable

the same rule in (61). For a fixed number of tiers FigS. 5a. Bgnodel the practical specification of backhaul LEDs. Diestiis possibility,
' ' setting a value equal to the power used in the access systepiifis the

and 7a show that by increasing the backhaul bandwidth, sentation of results, though it does not influence thergdity of the power
level of K3, min lessens for all the schemes altogether. Henagntrol analysis.
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Fig. 9: The BBO probability for NPC, MSPC, ASPC and ARPC schsmersus the total number of tieNsr and the UE
density A for B, = 3B,.

A [UE/Cell]

approximate expression provided in Theorem 1. To verify tieRPC schemes are shown with a percent scale in Fig. 9 as a
derivation of (54), the analytical and simulation results afunction of N7 and )\, for a fixed bandwidth ofB,, = 3B,.
plotted in Fig. 8 over a wide range of values of the powerhese results are obtained by using (54). The performance of
ratio K. Note thatPgpo is a function of K, throughRy,. a system with no power control (NPC) in whidh,, = P,

The simulation results are directly obtained by computimg t Vi is included for comparison. The results are consistent with
BBO probability in the Monte Carlo domain according tdhose in Figs. 5, 6 and 7 in the sense that allocating higher
Definition 1. For comparison, different combinations of theower to the backhaul system leads to overall lower values
total number of tiersNt, and the average UE density, are of the BBO probability. It is observed that MSPC achieves
considered. almost equal BBO performance as the baseline NPC scheme.

For both cases ok = 1 UE/Cell and\ = 5 UE/Cell, as This is expected from the way MSPC is devised by using
shown in Figs. 8a and 8b, respectively, the analytical tesuft high power value just enough to ensure that no backhaul
is a slight discrepancy between the two sets of results,usecaWhy for both NPC and MSPC, the BBO probability is zero
of the underlying approximation. Note that the analyticPr all cases of and N <'5. For Ny = 5, however, there is
expression is neither an upper bound nor a lower bound of fdonzero chance that the required power to satisfy the sicces
BBO probability, as it is derived on the basis of the MMSESUM rate exceeds the allowed power threshold and therefore
criterion. These results confirm that the formula derived #@ckhaul bottleneck inevitably occurs. In this case, théOBB
(54), though its simple form, does estimate well the actuBfobability is increased by adding more UEs, reactiogs
BBO performance of super cells. for A =5 UE/Cell.

To shed light on another aspect of the backhaul powerBesides, ASPC performs similar to NPC and MSPC, except
control, the resulting BBO probability of MSPC, ASPC andor Nt = 1. This can be explained by noting that a one-tier
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super cell involves one attocell per branch, thus any value 1.2

of A > 1 UE/Cell causes the only attocell of the branch ENPC
to always be occupied. Unlike MSPC, the required power to = 1t EIJ\X/[SSE’DS
avoid a backhaul bottleneck in response to such a load may% B ARPC

be larger than what ASPC computes. The mentioned effect©. 0.8¢
diminishes by increasing the UE density as shown in Fig. 9c.
When the number of UEs grows in a single attocell, the range
of variations of the access sum rate reduces, thereby logeri
the chance for the downlink system to undergo a backhaul
bottleneck. Fig. 9d shows that the performance of ARPC is
worse than all other schemes. The use of ARPC leads to< 0.27
50% BBO probability for A = 5 UE/Cell even for a single
tier super cell. For a giveriVy, BBO is more likely when 0 1 ) 3 4
A increases especially faWt > 1. By contrast, for a fixed Ny

value of A, BBO is less probable when more tiers are added (a) Average end-to-end sum rate.
to the super cell. The reason for this trend is because UEs are
associated with the entire branch as a whole and hence they ar 10°
distributed over a larger number of attocells. This incesabe

probability that some attocells remain empty, which desesa 10t ¢
the aggregate sum rate of the access system. Such a tren
decays when the average UE density is sufficiently high, i.e. 102}
for A = 5 UE/Cell.

3) Average Sum Rate Performanci measure the end-to- :
end sum rate performance with power control, the bandwidth
allocation ratios for anN—y-tier super cell are computed by 104
applying optimal CBS based on Algorithm 2, per random
realization of UEs. 10°¢

Fig. 10a demonstrates the average sum rate performance .
for NPC, MSPC, ASPC and ARPC schemes verajs for 10 1 > 3 4 5
A = 5 UE/Cell and B}, = 3B,. The performance of NPC is Ny
also shown as a benchmark. It can be observed that MSPC (b) Power control coefficient.

and ASPC schemes provide the same performance as NEg 10: The average sum rate performance for NPC, MSPC,
for all values of Nt. They achiever4, 221, 442, 734 and  ASPC and ARPC schemes versus the total number of Ners
1083 Mb|tS/S, for NT = 1, 2,3,4,5, reSpeCtlvely. St|”, the for A = 5 UE/Cell ande — 3Ba- The Corresponding power

average sum rate for ARPC is slightly lower than the rest @hntro| coefficients are shown for comparison.
the schemes. The relative performance losses for ARPC are

around10%, 6%, 5%, 4% and2% for Nt = 1,2, 3,4, 5. Note
that although the use of ARPC leads to high BBO probabilitidéne acquires a BBO performance similar to the baseline NPC
as shown in Fig. 9d, it is of a less impact on the averageheme. This suggests that there is an optimum threshold for
sum rate performance. This is partly attributed to the ogtimdesigning FPC-based schemes to strike a tradeoff between
CBS algorithm which attempts to maximally approach thée total power minimization and the backhaul bottleneck
effective achievable sum rate of the end-to-end systens Thiinimization. The use of ARPC, though offering significant
could also be anticipated from the function of ARPC wherelgower savings, can lead &% BBO probability regardless
the backhaul power is tuned to the average sum rate of tfethe number of tiers deployed. Such a poor performance
access system. disqualifies the impressive PE gain that is offered by ARPC
Fig. 10b shows;: . associated with each scheme for thén terms of the total backhaul power.
same bandwidth oB;, = 3B, as used in Fig. 10a. Comparing
Fig. 10b with Fig. 10a, it can be observed that remarkable VI. CONCLUSIONS
power savings are attained while maintaining the average su A multi-hop wireless optical backhaul configuration is de-
rate performance. For the particular case\af = 3, by using signed for multi-tier optical attocell networks in a systgin
MSPC, the backhaul system operates with ohlys of the way by means of single-gateway super cells. In effect, by
full power limit, without affecting the average sum rate.eThexpanding the size of super cells, the number of gateways
PE can be further improved by employing ASPC. Note tha¢quired to supply backhaul connectivity for a network of
both cases of MSPC and ASPC equally have a zero BBfe same size is progressively reduced, albeit at a price. Th
probability according to Fig. 8. For the case of ARPC, albeitadeoff between the size and the end-to-end performance is
the improvement in PE is achieved at the cost of a slighhderlined by numerical results. Depending on the availabl
reduction in the average sum rate performance. From the B&dwidth and power, the backhaul rate limit becomes bot-
perspective, ASPC improves upon MSPC, and at the satfeneck if a large number of tiers is deployed. Under a low

0.61

0.4f

verage Sum Rate
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UE density scenario, both optimal UBS and CBS algorithms?] Y. Wang, J. Shi, C. Yang, Y. Wang, and N. Chi, “Integrated Gh/s
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