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Abstract— Self-directed learning is generally considered a key 

competence in higher education. To enable self-directed learning, 

assessment practices increasingly embrace assessment for learning 

rather than assessment of learning, shifting the focus from grades 

and scores to provision of rich, narrative and personalized 

feedback. Students are expected to collect, interpret and give 

meaning to this feedback, in order to self-assess their progress and 

to formulate new, appropriate learning goals and strategies. 

However, interpretation of aggregated, longitudinal narrative 

feedback has been proven to be very challenging, cognitively 

demanding and time consuming. In this study, we therefore 

explored the applicability of existing, proven text mining 

techniques to support feedback interpretation. More specifically, 

we investigated whether it is possible to automatically generate 

meaningful information about prevailing topics and the emotional 

load of feedback provided in medical students’ competence-based 

portfolios (N = 1500), taking into account the competence 

framework and the students’ various performance levels. Our 

findings indicate that the text mining techniques topic modeling 

and sentiment analysis make it feasible to automatically unveil the 

two principal aspects of narrative feedback, namely the most 

relevant topics in the feedback and their sentiment. This study 

therefore takes a valuable first step towards the automatic, online 

support of students, who are tasked with meaningful 

interpretation of complex narrative data in their portfolio as they 

develop into self-directed life-long learners. 

 

Index Terms—Assessment for learning, E-portfolio, Learning 

analytics, Narrative feedback, Text mining  

 

I. INTRODUCTION 

RECENT developments in higher education, and the 

movement towards competency-based education in particular, 

resulted in a shift towards assessment for learning, with an 

intrinsic focus on formative assessments and assessment 

embedded in students’ learning [1-4]. As a consequence, 

assessment practices witnessed a change from an almost 

exclusive focus on quantitative assessment data, like grades or 

scores, towards provision of rich, narrative and personalized 

feedback [5]. As modern curricula emphasize development of 

self-directed learning, students are expected to engage 

proactively in feedback processes and use of feedback for 

learning and performance improvement. Students are thus 

asked to gather and give meaning to narrative assessment data 

and to self-assess their progress in order to formulate new 

learning goals and strategies, based on their interpretation of 

received feedback. In many curricula, students’ self-regulated 

learning and its development is supported by a mentor and an 

e-portfolio that contains narrative feedback data and reports on 

work done [6].  

Research findings, however, indicate that interpretation of 

aggregated narrative feedback that is collected over longer 

periods of time and across various settings can be challenging 

for students and mentors, as feedback is likely to be composed 

of multiple comments of varying characteristics, e.g. positive 

and negative valence, referring to different competency 

domains and containing various suggestions for improvement. 

Complexity will increase in case of multiple feedback providers 

and assessors for which some degree of divergence is often 

present. Feedback can thus contain conflicting information and 

be described in various ways [7]. Furthermore, feedback 

providers tend to use specific linguistic strategies to present a 

message, to nuance earlier comments [8] or to carefully express 

criticism [9]. As a consequence of this so-called hedging, the 

feedback message can be unclear. Research on workplace-

based assessments also shows that messages from narrative 

feedback and quantitative feedback data (performance scores) 

may diverge, further hindering clear interpretation of feedback 

in the portfolio [10-13]. Consequently, analysis of longitudinal 

feedback is not only complex but also time consuming. In times 

of high workload this may increase the chances of incomplete 

or inaccurate interpretation of assessment data even further. 

Given the increasing importance and volume of narrative 

assessment data for students, it is important to consider how to 

support students to use these data for their learning in an 

efficient and accurate way. 

One solution to facilitate the interpretation of complex 

narrative feedback can be found in learning analytics. Learning 

analytics is aimed at optimizing the process of data 

measurement, data collection, data analysis and reporting of 

data about learners and their learning contexts for the purpose 

of understanding and optimizing learning [14]. By processing 

large amounts of data automatically, many possibilities of 

interpretation and evaluation of assessment data in a learner’s 

portfolio open up. Text mining techniques, aimed at supporting 

interpretation of narrative data, may not only save a lot of 

valuable time but may also enhance assessment quality by 

supporting interpretation of complex assessment data in the e-

portfolios. They can be used to describe a student’s strengths 

and weaknesses, provide a better understanding of a feedback 

provider’s intentions and the role of context on student 

performance [15]. Text mining is widespread, and many 

different techniques and approaches are available.  

Two aspects of narrative text that might help students to 

unravel their feedback is to help unveil the most important 

topics discussed in the feedback and the sentiment in which the 

feedback provider discussed them. There are so-called text 

mining techniques that support the search for underlying topics 
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in a large dataset (topic modeling) and that extract the 

underlying opinions, feelings or emotional load, i.e. level of 

positivity, of the writers of the texts (sentiment analysis). These 

two proven text mining techniques, that come in various forms, 

are commonly applied for the analysis of, for example, twitter-

feeds on a certain topic, customer reviews on a product or 

service, public opinions on political questions or candidates 

[16-19]. However, use of text mining techniques for analysis of 

narrative data in assessment and e-portfolios in particular seems 

underexplored. Müller and Rebholz [20] describe an approach 

for automatic assessment of e-portfolios in Media Education 

and Management. It uses descriptive statistical tools (e.g. text 

lengths, number of links, word clouds or the appearance of 

typical concepts in the portfolio) and machine learning 

techniques to create topics that can be found in the narratives in 

the portfolio, using techniques similar to that for automatically 

grading essays. The underlying sentiment of feedback 

providers, however, is not addressed in this study. Ferreira-

Mello et al. [21] state in their review study that specifically 

topic extracting and opinion determining tools and their 

applications on non-English datasets are important areas to 

investigate in text mining on educational data. 

The goal of this study therefore is to explore the usability of 

learning analytics and take a first step towards the interpretation 

of a large and complex data set containing narrative feedback 

collected in a competency-based e-portfolio on the performance 

of students. More specifically, we investigate whether proven 

text mining techniques topic modeling and sentiment analysis 

are able to generate meaningful information about main 

feedback topics and the valence of feedback (i.e. emotional 

load) for each of these topics, taking the underlying competency 

framework and students’ varying performance levels into 

account. 

 

II. SETTING 

This study was conducted at Maastricht University, the 

Netherlands, master’s programme in Medicine. The programme 

comprises three years of clinical clerkships in an academic 

hospital and affiliated teaching hospitals. The curriculum is 

designed according to the principles of competency-based 

education and assessment using the CanMEDS competencies as 

an overarching framework [6]. The assessment programme is 

supported by a web-based portfolio system in which students 

collect assessment data that are to be used for self-assessment 

and reflection on learning and development in each of the 

competency domains [22]. Assessment data consist of 

quantitative data but mainly also qualitative (narrative) 

feedback on performance in workplace settings. Assessment 

forms invite feedback providers to specify feedback for each of 

the competency domains and to clearly distinguish between 

strengths and weaknesses (i.e. suggestions for improvement). 

Based on this, at three different points in time (after two 9-week 

clerkships (T1), at the end of all five clerkships (T2) and at the 

end of the three year master’s programme, including 

participations (T3) respectively), students receive a summative 

assessment on their progress, resulting in a qualification 

reflecting the student’s performance level against performance 

standards (below, at or above expected level). 

In the next paragraphs, we describe the various steps in our 

research method, summarized in the diagram presented in Fig. 

1. All algorithms, techniques and statistical analyses in this 

study were performed using R [23]. 

 
Fig. 1. Study workflow 

III. DATA 

 Data Collection 

For this study, we used data collected in consenting students’ 

e-portfolios between January 2013 and June 2019. Students 

explicitly gave their consent to use the data in their portfolio 

anonymously for the purpose of academic research. The 

narrative feedback was mainly written in Dutch. The complete 

database contained the portfolio data of 1,516 students and 

consists of 288,312 assessment forms filled in by 6,394 

feedback providers and assessors. Given the homogeneity of 

assessment in the clerkships and deviations in the 

participations, we included all workplace-based assessments 

(WBA) collected during the clerkships (in periods T1 and T2). 

The education and e-portfolio are competency-based. 

Therefore, the database was split into datasets, each dataset 

representing data related to a specific CanMEDS competency. 

For practical reasons, we only report results for the datasets on 

competencies Communicator and Professional, since 

experienced portfolio assessors stated that these contain the 

richest data.  

 

 Data Cleaning 

The text in the two resulting datasets was cleaned by 

removing html tags, trimming white spaces, replacing special 

characters and removing numbers using R package textclean 

[24]. All words in the datasets were automatically compared to 

the Dutch dictionary in the hunspell package [25]. Of all 

deviating words, 3,646 words were clearly misspelled and 

subsequently corrected, e.g. “feedbakc”, “iniaitief” instead of 

“initiatief” (initiative). A total of 1,191 words were added to the 

dictionary mainly involving words that are quite common in 

feedback in medical education, e.g. “aanpakker” (go-getter), 

“coachbaar” (coachable).  

1. Data collection

2. Data cleaning

3. Data preparation

5. Topic modeling
7. Sentiment 

analysis

6. Topic evaluation
9. Sentiment per 
topic evaluation

8. Validation of 
sentiment analysis

4. Data analysis
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 Data Preparation 

For each dataset containing information of a specific 

competency, we were interested in the narrative feedback for 

every combination of performance level (i.e. below, at or above 

expected level) and type of feedback (i.e. strength or weakness). 

This led to six non-overlapping, narrative feedback documents, 

according to the usual terminology in automatic text analysis, 

for each competency. In our study, a document is defined as the 

collection of all cleaned narrative feedback of a certain type of 

feedback retrieved from the portfolios of all students that were 

assessed at a certain performance level. Feedback comments 

can consist of many sentences, each of which may address a 

different topic. Therefore, all feedback comments were split 

into sentences. 

 

 Data Analysis 

For each competency and document, Table 1 presents the 

number of students included and the number of assessors that 

provided the feedback. It shows how many workplace-based 

assessments (WBA) were added in the first (before T1) or 

second (between T1 and T2) study period for that particular 

document, and the average score (scale 1-5) on those 

assessments for that competency. Note that assessments that 

contained narratives in the strength and in the weakness text 

area for a specific competency, were counted in both documents 

of the corresponding performance level and competency. 

IV. TOPIC MODELING 

Topic modeling is a method for classifying text documents 

that is able to discover natural groups of words, so-called topics, 

even when it is unclear what the underlying subjects of the texts 

are. The basic principles of topic modeling are that each 

document consists of a mixture of topics, and each topic 

consists of a mixture of words. We used Latent Dirichlet 

Allocation (LDA) [26, 27] to determine the words that belong 

to a specific topic and the mixture of topics that described each 

document simultaneously. In this study, we applied functions 

from the R package topicmodels [28] to the dataset to extract 

topics from the set of nouns and verbs in each document. 

The workflow of the topic modeling method that was applied 

on the datasets, is presented in Fig. 2. The method required an 

optimal number of topics, k, to search for. The optimal number 

was initially unknown. Therefore, we estimated the range of 

topics (step 5.1) using R package ldatuning [29, 30]. For 

competency Professional, we estimated that the optimal number 

of topics was between 2 and 6, for Communicator between 2 

and 5. Setting k equal to 5, we first ran an unsupervised LDA 

(step 5.2), which means that only the content in the dataset 

determined the outcome of the algorithm, without any 

intervention. LDA output a probability β per word per topic, 

which is the probability that the word belongs to that topic. The 

words with the highest β values in a topic gave in conjunction 

an indication of the subject of this topic.  

 

 

 
Fig. 2. Topic modeling workflow 

 

Identified topics were analyzed in step 5.3, in which author 1 

and author 2 investigated whether the ten words with the 

highest β value in a topic formed a cohesive, easily human-

interpretable subject, and whether this subject differed from the 

TABLE I 

INFORMATION ON THE DOCUMENTS PER COMPETENCY 

Competency 

Document 

#students #assessors #WBA T1 #WBA T2 

Average 

score Level Type 

Professional Below Strength 11 36 53 17 3.91 

Professional Below Weakness 11 28 54 7 3.52 

Professional At Strength 776 2073 6282 8809 4.28 

Professional At Weakness 767 1346 3554 3983 4.04 

Professional Above Strength 602 1987 4310 9901 4.40 

Professional Above Weakness 597 1147 1891 3654 4.22 

Communicator Below Strength 12 94 181 68 3.60 

Communicator Below Weakness 12 88 164 58 3.41 

Communicator At Strength 752 2920 14567 14168 3.87 

Communicator At Weakness 752 2637 11380 9242 3.66 

Communicator Above Strength 657 2917 10436 19267 4.08 

Communicator Above Weakness 657 2587 7176 11055 3.87 
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subjects in other topics. If there are not enough data in some of 

the documents or if many topics are used together in narrative 

feedback, the possible topics might get fused together in the 

unsupervised LDA. To overcome this, we can ‘support’ the 

algorithm by manually adding a few keywords to each found 

topic, so called seeds. By using seeding (step 5.4), the algorithm 

gave larger  values to relevant words occurring in the found 

topics, leading to more meaningful topics. These words were 

determined using exploratory analyses. For each individual 

document, we determined the word frequencies. For all 

documents together, we determined the co-occurrences of 

words, i.e. words that often occur together in sentences, using 

package udpipe [31]. The word frequencies and word co-

occurrences (see Appendix A), i.e. co-occurrences within three 

words distance, per competency gave an indication to determine 

the seeds. 

This process with seeding is called semi-supervised LDA 

[32, 33] (step 5.5). Again, the topics were analyzed leading to 

adjustments in k and/or the list of seed words based on earlier 

results, word frequencies and co-occurrences, to iteratively find 

the best fitting topic model for the dataset. 

 Topic Modeling Results 

For competency Professional, the final set of four seeds for 

the semi-supervised topic modeling was (1) “initiatief”, (2) 

“feedback”, (3) “patiënt”, (4) “vraag” (initiative, feedback, 

patient, ask), leading to five topics. For competency 

Communicator, the final set of three seeds was (1) “patiënt” & 

“communicatie”, (2) “houding”, (3) “informatie” (patient & 

communication, attitude, information), leading to four topics. 

The LDA algorithm returned mixtures of words combined 

together in topics based on the sentences in the different 

documents. Fig. 3 presents the topics found and the ten words 

per topic with the highest  values within that topic. As heading, 

we present a manually assigned overarching subject per topic. 

 

 
Fig. 3. Topics found in the documents for competencies Professional 

(above) and Communicator (below), with each ten words having the highest  

values (x-axis), which is presented next to the word. 

 

 Topic Evaluation 

During LDA, each sentence received a value γ per topic, 

which is the estimated proportion of words in a sentence that 

originate in a certain topic. In other words, γ is a value between 

0 and 1 presenting the measure of fit for the sentence to a certain 

topic. The sum of all γ’s per sentence over the topics is always 

equal to 1. In Appendix B and C, we present a few sentences 

per topic, retrieved from the different documents, with  > 0.97 

to show the typical sentences that are best fitting a certain topic. 

Next, we analyzed how many sentences belonged to each 

topic to verify whether the majority of feedback was covered 

by the topics found by the LDA algorithm. We counted the 

sentences that belong to a topic with at least 50% probability, 

thus γ > 0.5, to assure that every sentence clearly belonged to at 

most one of the topics. Table 2 shows that 89% of the sentences 

in the dataset was related to one of the found topics for 

competency Professional and 93% for Communicator, 

presented in the second row by their overarching subjects. In 

every document all topics were covered, which is well 

explainable for the type of data used in this study. Whether a 

student performs poorly or very well, the topics of assessment 

were comparable. However, there were some subtle differences 

between the documents. We saw that for the competency 

Professional, strengths in performances were mainly described 

in relation to “Feedback” for those students who perform below 

expected level (28%), and mostly as related to “Attitude” for 

other students (24%). For weaknesses, feedback providers 

seemed to focus on topic “Knowledge” (26-34%). For 

competency Communicator, strengths in performances were 

mainly described as related to “Verbal communication” (32-

37%) in all categories. For weaknesses, feedback providers 

seemed to focus on topic “Letter” (28-33%). The differences 

between the last three topics in students performing below 

expected level was rather small. For students that performed at 

or above expected level the main focus in constructive feedback 
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was on “Letter” (31-33%), followed by “Patient consultation” 

(26-28%) and “Reporting” (25%). 

V. SENTIMENT ANALYSIS  

Sentiment analysis is the computational study of opinions, 

sentiments and emotions expressed in text [34]. In this study, 

we applied the sentiment analysis techniques introduced by De 

Smedt and Daelemans [35], which are suited for the analysis of 

Dutch texts. As result, each sentence within a feedback 

comment received a polarity, which indicates the extent to 

which the sentence expresses a positive (maximum +1) or 

negative (minimum -1) sentiment, based on the words in the 

sentence and their co-occurrences.  

After an initial analysis of the polarity of sentences from the 

narrative feedback in the students’ portfolios, several context-

specific deficiencies in the lexicon became apparent. Consider 

the following example: The sentence “Hij is erg behulpzaam” 

(He is very helpful) received a polarity of -0.35, implying that 

the sentence expresses a negative sentiment although it clearly 

is a positive statement on the performance of a medical student. 

However, the word “behulpzaam” (helpful) was not part of the 

lexicon. Therefore, in Dutch, the sentiment was determined 

only on the sentence “Hij is erg” (translated to “He is bad”), 

leading to a polarity of -0.35. In total, 148 sentiment-expressing 

words (mainly adjectives) in the dataset that were not included 

in the available lexicon of package pattern.nlp [36], were added 

to the lexicon with a polarity and subjectivity score. These 

scores were based either on the word’s synonyms or on the 

translated word in English, as described in the article [35] and 

the already available lexicon extension [37]. 

We found that sentences written in imperative sense were not 

always determined as such by the algorithm, leading to 

polarities that were too positive. For example, whereas the 

statement “mag meer initiatief tonen” (may show more 

initiative) indicates that the student doesn’t show enough 

initiative, the automatic polarity is 0.2, equal to sentence “you 

show more initiative”. To overcome this, we adapted the 

algorithm for weaknesses to add the specific knowledge that the 

written narrative is an expression of behavior that is not perfect 

yet when the feedback started with words like “try”, “may”, 

“more” or “pay attention to”. Hereby, we added some degree of 

context and the intended purpose of the feedback to the 

algorithm.  

 

 Validation of sentiment analysis 

Because of the addition of context-specific adjectives in the 

lexicon, we needed to verify whether the accuracy of the 

sentiment analysis was still acceptable for the dataset at hand. 

Therefore, a random sample (N=593) of the available sentences 

was selected from the dataset, equally divided among the 

twelve documents. For each sentence, author 1 decided 

manually whether the statement was positive (polarity >= 0) or 

negative. These values were compared to the automatically 

determined polarity of each sentence.  

The results of the polarity comparison of the sample of 593 

sentences are presented in Fig. 4, in which the number of 

sentences is shown for each combination of manually and 

automatically estimated positive ( 0) and negative (< 0) 

polarity and various statistical values are determined. 

 

 
Fig. 4. Results of polarity comparison on a sample of 593 sentences 

 

The accuracy of the sentiment analysis on the selected 

sample was equal to (385+101)/593 = 0.82, or 82%, which is 

the percentage of sentences of which the polarity is correctly 

estimated. The precision (or Positive Predictive Value) shows 

the percentage of sentences that were actually positive out of 

the set of sentences that were automatically estimated as 

positive. Precision, defined as TP/(TP+FP), was equal to 0.83. 

Manual

Positive Negative 0.82
Accuracy

A
ut
om

at
ic Positive

385
True positive

(TP)

80
False positive

(FP)

0.83
Positive 

predictive value 
(precision)

0.17
False discovery 

rate

Negative

27
False negative

(FN)

101
True negative

(TN)

0.21
False omission 

rate

0.79
Negative 

predictive value

0.93
True positive 
rate (recall)

0.44
False positive 

rate

0.88
F1 score

0.07
False negative 

rate

0.56
True negative 

rate

TABLE 2 

NUMBER OF SENTENCES PER DOCUMENT, COMPETENCY AND TOPIC WITH  > 0.5 

Document Professional Communicator 

Level Type 

In
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e 
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k
 

A
tt
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d
e 

B
o
u
n
d
ar

y
 

K
n
o
w

le
d
g
e 

u
n
as

si
g
n
ed

 

V
er

b
al

 

co
m

m
u
n
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at
io

n
 

P
at

ie
n
t 

co
n
su

lt
at

io
n
 

R
ep

o
rt

in
g
 

L
et

te
r 

u
n
as

si
g
n
ed

 

Below Strength 12 26 22 13 15 6 99 62 68 56 29 

Below Weakness 22 19 8 13 36 9 47 96 98 108 36 

At Strength 2966 4005 5024 3567 3117 1951 12989 8456 7888 6530 2428 

At Weakness 2260 1602 1093 1601 2752 1127 2770 8551 8141 10710 2224 

Above Strength 3153 3893 4989 3281 3211 1948 15420 9608 8212 6271 2630 

Above Weakness 1471 1158 796 1224 1852 760 2362 7744 6785 8530 1825 
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We saw only a small difference between the positive and 

negative predictive value (precision). Recall is the percentage 

of sentences that are estimated as positive out of the set of all 

actual positive sentences, defined as TP/(TP+FN), was 0.93. 

Specificity (or True Negative Rate) is the percentage of 

sentences that were estimated as negative out of the set of actual 

negative sentences, defined as TN/(TN+FP), was 0.56. The F1-

score, used to gauge the similarity between the manually and 

automatically estimated polarities, defined as 2 * (precision * 

recall) / (precision + recall), was 0.88. These results are 

comparable to earlier published results [35], where the accuracy 

is 82% (precision 0.80, recall 0.86, F1 0.83) for Dutch book 

reviews. 

 Results 

The sentiment analysis was applied to each sentence to 

determine the polarity between -1 and +1. Table 3 presents the 

average and standard deviation of the polarity for all sentences 

within each document as well as the number of sentences (N). 

In general, we observed a larger average polarity for better 

performing students. Furthermore, the average polarity for 

statements added as strengths was higher than the statements 

added as weaknesses. 

We determined the influence of the type of feedback 

(strength or weakness) and the level of performance on the 

emotional load (polarity) of the feedback, for both 

competencies.  We concluded from the results of the two-way 

ANOVA that, with a p-value of 0.05, only the type of feedback 

(strength / weakness) had a significant effect on the polarity for 

competency Professional (p < 2e-16), and both the feedback 

type (p < 2e-16) and the performance level (p = 7.26e-6) had a 

significant effect on the polarity for competency 

Communicator. There was no interaction.  

 

 Sentiment per Topic Evaluation 

In this study, we are interested in the emotional load of the 

feedback for each topic, given the competency-based e-

portfolio and differences in types of feedback and performances 

of the students. The sentiment analysis assigned a polarity to 

each sentence. Table 4 presents the average polarity of all 

sentences per document that belonged to a topic with  > 0.5, 

for both competencies. The topics are presented with their 

overarching subjects. We found that for students performing 

below the expected level, the most positive comments on 

average for competency Professional were written about topic 

“Feedback” as strengths, and for other students, the strengths 

were most positive in topic “Attitude”. In all documents, the 

most negative comments expressed as weakness were described 

in topic “Feedback”. For competency Communicator, the most 

positive strength comments for all students were found in topic 

“Verbal communication”. The most negative comments were 

given in topic “Patient consultation” for all documents except 

for the strengths of students performing below expected level. 

For that group the most negative comments as strength were in 

topic “Letter”. 

TABLE 3 

AVERAGE (STANDARD DEVIATION) OF THE POLARITY FOR ALL (N) SENTENCES PER COMBINATION OF PERFORMANCE LEVEL AND 

TYPE OF FEEDBACK, PER COMPETENCY. 

 Professional Communicator 

 Strength Weakness All Strength Weakness All 

Below 0.25 (0.28) 

N: 94 

-0.05 (0.14) 

N: 107 

0.09 (0.27) 

N: 201 

0.32 (0.24) 

N: 314 

-0.06 (0.15) 

N: 385 

0.11 (0.27) 

N: 699 

At 0.27 (0.25) 

N: 20630 

-0.04 (0.16) 

N: 10435 

0.16 (0.27) 

N: 31065 

0.35 (0.24) 

N: 38291 

-0.05 (0.15) 

N: 32396 

0.17 (0.28) 

N: 70687 

Above 0.26 (0.25) 

N: 20475 

-0.04 (0.16) 

N: 7261 

0.18 (0.27) 

N: 27736 

0.36 (0.24) 

N: 42141 

-0.04 (0.15) 

N: 27246 

0.20 (0.29) 

N: 69387 

All 0.26 (0.25) 

N: 41199 

-0.04 (0.16) 

N: 17803 

0.17 (0.27) 

N: 59002 

0.35 (0.24) 

N: 80746 

-0.04 (0.15) 

N: 60027 

0.18 (0.28) 

N: 140773 

 
TABLE 4 

AVERAGE POLARITY PER DOCUMENT PER TOPIC 

Document Professional Communicator 

Level Type 

In
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P
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L
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Below Strength 0.18 0.35 0.28 0.18 0.16 0.38 0.29 0.29 0.24 

Below Weakness -0.05 -0.08 -0.04 -0.07 -0.04 -0.06 -0.08 -0.07 -0.03 

At Strength 0.26 0.25 0.35 0.21 0.24 0.42 0.30 0.33 0.32 

At Weakness -0.04 -0.07 -0.04 -0.05 -0.03 -0.04 -0.05 -0.05 -0.04 

Above Strength 0.26 0.23 0.34 0.20 0.25 0.42 0.30 0.33 0.32 

Above Weakness -0.04 -0.05 -0.02 -0.04 -0.04 -0.03 -0.05 -0.04 -0.04 
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VI. DISCUSSION 

In this study, we explored the application and combination of 

topic modeling and sentiment analysis with extended lexicon 

on two datasets with narrative feedback in Dutch on the 

performance of medical students, collected from their e-

portfolios within the competency-based master’s programme in 

Medicine at Maastricht University, the Netherlands. Overall, 

the results indicate that the selected text mining techniques, 

topic modeling and sentiment analysis, lead to insights on the 

feedback, similar to the results in other research areas [18, 19]. 

However, it is important to view these results as a support for 

interpretation of feedback rather than a tool for automatic 

assessment, as also concluded by Müller and Rebholz [20]. In 

this study we took an important first step towards the delivery 

of useful and meaningful support and insight in the underlying 

opinions in narrative feedback to help individual students 

interpret the longitudinal feedback collected in their e-portfolio, 

which is a rather unexplored area in education research [21].  

We found that we were able to automatically retrieve topics 

from the dataset that are recognizable and meaningful to 

humans, representing the underlying data and leading to more 

insight on the main subjects of the provided feedback. The 

sentences that are automatically assigned to the topics 

correspond to the overarching subject of the topic as interpreted 

by human experts, providing support for the usefulness of our 

topic modeling approach in interpretation of narrative, 

competency-based performance feedback. 

Findings show that there are some differences in the number 

of sentences per topic for the different performance levels and 

types of feedback. Providing students with an overview of 

feedback quantity, gives them the valuable opportunity to 

request additional feedback on specific topics if necessary.  

Feedback providers tend to focus on different topics when 

commenting on strengths (attitude, verbal communication and 

contact with patients and colleagues, for example) compared to 

comments on weaknesses (knowledge and writing of reports 

and letters). Moreover, we found that the feedback is more 

positive for better performing students, which is significant for 

one of the competencies, and comments are significantly more 

positive for strengths than weaknesses. When observing the 

average polarities over the topics we noticed that for the 

weaknesses, the worse a student performs the more negative is 

the feedback on all topics. However, for the strengths, there is 

a clear difference between students performing below expected 

level and the others. Especially on the subject on dealing with 

feedback, these underperforming students receive more positive 

comments than the other students, whereas on knowledge, 

taking initiative and writing letters the comments are less 

positive. These findings are in line with previous research on 

supervisors’ approach to describing various levels of trainee 

performance [9]. The study by Ginsburg and colleagues showed 

that supervisors focused on different aspects when describing 

problematic versus outstanding learners, and that aspects of 

performance may take on varying degrees of importance 

depending on the learner. We therefore feel that our findings 

from automated analysis of narrative feedback reflect authentic 

supervisor behaviors, further supporting our approach. 

  
We were able to automatically determine the emotional load 

(polarity) for each Dutch feedback sentence with an accuracy 

of 82% using a context specific extended lexicon. Although the 

accuracy is comparable to that reported in earlier studies, we 

noticed a rather large number of false positives, meaning that 

the algorithm relatively often assigns a positive polarity to 

sentences that are manually labeled as negative. Further 

analysis of the statistics showed that, in this sample, all false 

positives were weaknesses. Possible reasons for this might be 

that the type of sentences (e.g. imperative tense) are not well 

enough discovered by the algorithm, or too many words in 

sentences are evaluated without polarity, due to still missing 

specific jargon in the lexicon. We therefore expect the 

differences in polarity between strengths and weaknesses to be 

even larger than presented in this study, since most comments 

with a manually assigned negative emotional load are provided 

as weakness that were not picked up by the algorithm. 

There are some limitations to consider. First of all, the raw 

datasets contained a lot of typos. Therefore, an extensive pre-

processing step was needed. For future studies on a similar 

dataset, this can be done automatically, but it should be (partly) 

reconsidered when applying the same technique on different 

competencies or research areas. Secondly, the available lexicon 

lacked content-specific wording for medical education. Many 

words were added and can be reused, but this step needs to be 

repeated for each specific context. Thirdly, in a lot of 

comments, feedback providers did not write full sentences and 

some feedback takes on a different meaning when added as a 

strength or as a weakness (e.g. “the way in which you show 

empathy”). Therefore, design of the portfolio should guide 

feedback providers in where and how to document narrative 

comments, but even more important, feedback providers should 

be trained in how to write clear and unambiguous, yet concise 

and meaningful feedback comments. Finally, it appeared to be 

a challenge to find a suitable sentiment analysis method for 

Dutch texts, more specifically texts in medical education. The 

used package seemed to be the best available at the moment and 

had a clear advantage of adding content-specific words to the 

lexicon, but also presented some limitations, especially in the 

parts-of-speech (POS) tagging for sentences written in 

imperative sense. Packages with more extensive POS taggers, 

however, lacked functionalities on polarity determination. 

Also, we noticed that the number of false positives is rather 

large, especially for weaknesses, leading to a low ‘True 

negative rate’. Possible solutions to overcome this and further 

improve the accuracy, would be to improve the tagger of the 

used package, more extensive preprocessing to overcome the 

difficulties in the tagging, further extend the lexicon, or to 

translate the sentences automatically to English as there are 

many more available packages for sentiment analysis in 

English. The problem with this latter approach in this particular 

context might be that automatic translation asks for uploading 

portfolio data, leading to data security and privacy issues. 

Even though the results in this study on applying proved text 

mining techniques on narrative portfolio data seem very 
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encouraging for the future, this is only the first step towards 

fully automated support on feedback interpretations for 

students. Some validations on the output of the applied 

techniques have been done in this study, but more research is 

needed to validate the results on these particular datasets by 

experts and to evaluate its added value to students and other 

portfolio users. The next step would be to support individual 

students by presenting clear (just-in-time) overviews of their 

specific strengths and weaknesses. The basics of the required 

algorithms will be similar, whether applied to a dataset on 

portfolios of many students or just one. However, the most 

benefit for individual students will be achieved when a 

student’s specific strengths, weaknesses and gaps are presented 

by comparing their personal feedback to the intended learning 

outcomes as defined in the overarching competency 

framework. This will require a seeding in the topic modeling to 

capture the described competencies of the framework at a more 

granular level, and by further fine-tuning the lexicon of the 

sentiment analysis. Furthermore, an online integration with the 

e-portfolio leads to real time presentation of the personal 

narrative feedback, providing the opportunity for students to 

direct their learning, e.g. by specifically asking for tasks and 

feedback on their personal topics of improvement or the ones 

with a limited amount of feedback. In a current 18-month 

project, educationalists, IT-specialists, students and mentors 

work together to investigate and develop via a design based 

research approach ways to apply these techniques to support 

individual students optimally in their learning process and 

integrate the approach in the portfolio system. These results will 

not only be of added value for students, but also for their 

mentors when guiding the student’s learning and for examiners 

that assess the portfolios of the students. Finally, future studies 

that compare the results of the sentiment analysis and thereby 

the underlying intention of the feedback giver, and the 

quantitative assessment data (numeric scores) collected on the 

same assessment tasks, might show differences and similarities 

in feedback and scoring, helping to identify gaps in the global 

analysis of performance [15] and aiding the discussion on the 

value of scores in performance and competence assessments.  

In conclusion, we believe that this study is a valuable first 

step towards the automatic, online support of students, who are 

tasked with meaningful interpretation of complex narrative data 

in their portfolio as they develop into self-directed life-long 

learners.  

 
Ethical approval: The conduct of the study is approved by 

the NVMO Ethical Review Board (NERB dossier number: 

2019.5.1). 

APPENDIX 

 Word cooccurrence 

 
Fig. 5. Graphical presentation of the word co-occurrences within 3 words 

distance in the datasets Professional (upper images) and Communicator (lower 

images).  Stronger lines indicate more co-occurrences. 

 Selection of sentences for competency Professional 

Small selection of feedback sentences that belong to a 

particular topic, retrieved from various portfolios, for 

competency Professional, translated to English. 

1: Initiative 

"I got to know the student as an enthusiastic and committed 

participant with a clear input and a pleasant, constructive 

attitude, for example during the simulated neighborhood team. 

I wish her the best of luck in completing her medical study" 

"shows a lot of commitment and enthusiasm, after having 

previously been to Brunssum where the clinic was canceled due 

to circumstances, still came to Heerlen on his own initiative 

with public transport to follow the clinic" 

"Try not to avoid too much at first. Direct involvement and 

offering yourself for work results more quickly in enthusiasm 

from both sides and thus more learning moments than waiting" 

 
2: Feedback 

"Whenever possible, try to ask for feedback in advance, then 

I can also focus on certain things. Try to meet the assessor when 

the feedback form is filled in, so that you have it sooner and you 

can, for example, ask for an explanation if it’s unclear" 

"when make mistakes and get feedback on this, I take this 

well and try to learn from this to apply it next time and show 

that I have learned from what I was told" 

 
3: Attitude, 

"As said, this student is worthy of a doctor; could function as 

a department doctor or in general practitioner training; has an 

eye for patient, context and team; is reliable and consistent in 

Vraag

Question

Open

Open

Feedback

Feedback

Actief

Active

Goed

Good

Coschap

Clerkship

Professioneel

Professional

Houding

Attitude

Arts

Physician

Patiënt

Patient

Collega

Colleague

Prettig

Pleasant

Omgang

Interaction

Leergierig

Studious

Erg

Very

Dokter

Doctor

Initiatief

Initiative

Grens

Boundary

Heel

Very

Eigen

Own

Zwak

Weak

Punt

Point

Sterk

Strength

Goed

Good

Patiënt

Patient

Heel

Very

Collega

Colleague

Commmunicatie

Communication

Duidelijk

Clear

Contact

Contact

Brief

Letter
Stuctuur

Structure

Verslaglegging

Reporting

Uitleg

Explanation

Prettig

Pleasant

Familie

Family

Onderzoek

Examination

Lichamelijk

Physical

Vraag

Question

Open

Open

Houding

Attitude

Hoofd

Main

Bijzaak

Side issue

Informatie

Information

Relevant

Relevant

Bondig

Succinctly

Kort

Briefly
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his work and flexible in his efforts" 

"involved with patients, wants to be in family conversations 

and keeps in touch; keeping an appropriate distance from the 

patient in a pleasant way and yet being compassionate, comes 

across as professional" 

 
4: Boundary 

"Your open attitude; you actively ask for feedback and also 

give feedback in a pleasant way; you know your limits well and 

ask for help on time, or ask for someone to watch you and learn 

from that" 

 
5: Knowledge 

"rising curve in recent weeks with regard to making 

differential diagnosis for the most common clinical pictures at 

the outpatient clinic; he also shows that he has gained the 

knowledge after further questioning" 

"in the context of this case-based discussion (end-of-life 

decisions): well-developed insight into ethical aspects, good 

insight into ethical dilemmas, e.g. meeting euthanasia due care 

criteria, euthanasia in dementia" 

"good medical knowledge, already at the start performed at 

expected level and with moderately complex problems, little 

guidance is required; solid internship, showing good learning 

curve, performed at a good level throughout the internship; 

combination of knowledge and communication skills are a good 

starting point for functioning as a doctor" 

"not so much an improvement point, but something that 

could take you to the next level: keep looking critically at your 

own knowledge and skills and care, be aware of your strengths 

and weaknesses, and try to take yourself out of your comfort 

zone to become proficient in these weaker traits" 

 

 Selection of sentences for competency Communicator 

Small selection of feedback sentences that belong to a 

particular topic, retrieved from various portfolios, for 

competency Communicator, translated to English. 

 

1: Verbal communication 

"Communication with patient (regardless of age), parents, 

caregivers of patient, colleagues (nurse, desk clerk, interns, 

physician assistants and supervisors) is very good" 

"I feel that communication with patients and family is 

natural, and I really enjoy listening to and helping people with 

their problem; communication with the GPs, other interns and 

other colleagues went very well, I felt at ease in the team" 

 
2: Patient consultation 

"Gets to the same level as the patient; word usage adapted to 

patient; let the patient tell the story himself who at first does not 

dare or does not want to tell himself (by means of further 

questions, emotional reflection and encouragement); adequate 

brief anamnesis of a child with pain without omitting relevant 

things" 

"Recognizes feelings in patient; gives the patient space to 

speak; uses earlier statements of the patient as a starting point 

to switch to another part of MSO, ensures a smooth transition" 

"no explanation given prior to the physical examination, even 

though you say you are going to examine the patient from head 

to toe, she still doesn't know exactly what is going to happen 

and she lets you know non-verbally (by keeping her arms on 

her stomach ) that she doesn't feel comfortable" 

 

3: Reporting 

"Be careful not to stay in the background too much during 

meetings, visits, transfer moments; do realize that this is your 

first internship and that you have to grow in this; make a 

learning goal for the next internship; learn to present patient 

problems and to do more visits independently" 

"neat extensive anamnesis, make this structured for yourself, 

try to interrupt the patient at a certain point to find out what you 

want to know; neat status management and therefore a neat 

letter" 

"Please make sure that when sending or submitting files via 

email that the correct version of documents is used, otherwise 

it is a waste of your time and a pity about the missed feedback 

on the correct version of the end product" 

 
4: Letter 

"All parts were neatly arranged: reason for admission, 

history, medication, anamnesis, clinical examination, lab, 

additional examination, discussion, conclusion; in your 

discussion you already show very accurate Dutch language in 

your problem description" 

"try not to use abbreviations and make an ongoing story of 

the development; letter structure: reason for admission, history, 

additional examination (if relevant for GP), procedure, 

development, comments, medication, check-up" 
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