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Abstract
High-resolution numerical weather prediction (NWP) simulations of heavy rain-
fall events are known to be strongly sensitive to the choice of the sub-grid scale
parameterisation schemes. In the African continent, studies on such a choice at
the convective-resolving scales are not numerous. By exploiting a state-of-the-art
NWP model, the Weather Research and Forecasting (WRF) model, the sensitiv-
ity of the simulation of three heavy rainfall events in Sub-Saharan Africa to the
microphysical (MP) and planetary boundary layer (PBL) schemes is studied. Val-
idating the numerical outputs against rainfall satellite estimates, ground-based
weather stations, radiosonde profiles and satellite-derived cloud-top tempera-
ture maps with an object-based tool, the best-performing setup is identified. In
terms of heavy rainfall forecast location, it is found that the PBL scheme has a
greater impact than the MP, which is shown to control the cloud-top temperature
simulation. Among the schemes considered, the best performances are achieved
with a six-class single-moment microphysical scheme and a non-local planetary
boundary layer scheme which properly includes the vertical mixing by the large
eddies in the atmosphere.
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1 INTRODUCTION

High-resolution numerical simulations of heavy rain-
fall are necessary to better understand the small-scale
and complex dynamics of the atmosphere that leads to
high-impact weather events (Roberts et al., 2018, HIWEs).

These events strongly affect society and are not easy to
forecast, especially with global numerical weather predic-
tion (NWP) models (Vogel et al., 2018). The low skills
in predicting HIWEs are generally ascribed to small-scale
processes that low-resolution models cannot capture
explicitly and have to be approximated statistically or
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parameterised. These parameterisation schemes are asso-
ciated with most of the uncertainty in model simulations.
In particular, the convection parameterisation schemes
have a significant influence on heavy rainfall phenomena,
because they unavoidably represent some important fac-
tors for rainfall development (such as temperature and
humidity vertical distribution, vertical motion, amongst
others) in a crude way (e.g., Maranan et al., 2018).

Regional NWP models perform better than global mod-
els in simulating such events, thanks to their finer spa-
tial resolution, especially when convection is explicitly
resolved with grid lengths of less than 4–5 km. Regional
models run with high resolution over the area of inter-
est and, thus, can produce more detailed simulations than
is possible with global models using the same amount of
computational resources. An example of a sensitivity study
in Africa on climatic time scales is the work of Crétat et al.
(2014), which demonstrates the added value of regional cli-
mate modelling with respect to general circulation models,
in particular concerning the dynamics that lead to heavy
rainfall events. Other examples of efforts to properly simu-
late the African climate are the numerical works pursued
within the COordinated Regional climate Downscaling
EXperiment (CORDEX) framework (e.g., Laprise et al.,
2013). The increased computer power that has become
available in recent years has opened up the possibility to
explore the dynamical evolution of HIWEs in an unprece-
dented way. However, most of the research in the African
continent has been performed on climatic and seasonal
time scales, with very few studies of high-resolution simu-
lations of HIWEs.

The Weather Research and Forecasting (WRF) model
(Skamarock et al., 2019) is a state-of-the-art, fully com-
pressible atmospheric model that is used for both research
and operational applications, over a wide range of
spatio-temporal scales. In the literature, many studies
have focused on the sensitivity of WRF-simulated rain-
fall predictions to various physical schemes over relatively
long time scales, including seasons, years and decades. A
non-exhaustive list of these works for Eastern, Western
and Southern Africa is discussed below. Table 1 contains
the full name of the WRF physics schemes mentioned in
what follows, together with their bibliographic references.

East Africa is on the boundary between the West
African and the Indian monsoons. Its rainfall regime
is characterised by the convective activity of the
Inter-Tropical Convergence Zone (ITCZ), strongly modu-
lated by local factors (Nicholson, 2017). Pohl et al. (2011)
study the sensitivity of the East African regional climate
with respect to some WRF physical parameterisations. In
particular, they consider convection (CU), microphysics
(MP), planetary boundary layer (PBL), land surface model
(LSM) and radiation schemes (RAD), as well as changes in

the land-use categories at the seasonal scale. Their simu-
lations are conducted with a grid spacing of 36 and 12 km,
and they find that, in order of importance, the simulations
are most sensitive to the short-wave RAD, the LSM, the
domain size, the CU and the land-use categories. Cloud
MP, lateral forcing reanalysis, the number of vertical lev-
els and PBL schemes appear to be less important. The fact
that the CU does not significantly modify the rainfall pat-
tern on seasonal time scales is also confirmed by Otieno
et al. (2020), who investigate the sensitivity of the WRF
model seasonal rainfall simulations in East Africa to four
CU schemes, namely KF, KFT, GRELL and BMJ. They find
that all the CU schemes considered are able to reproduce
the large-scale rainfall distribution, with different biases
due to different physical approaches implemented in the
schemes. In the same African region, Sun et al. (2015)
focus their attention on the dependence of the simulated
spatial rainfall pattern on the lake surface temperature of
Lake Victoria, which is known to play a significant role
in the regional climate. Running 5-day simulations with
12- and 4-km horizontal resolution, with some sensitivity
study that they do not show, they identify the optimal
set of physical parameterisations as: RRTM for longwave
RAD, Dudhia for shortwave RAD, UNOAH LSM, ETA
MP, GRELL CU and ACM2 for the PBL, with the MM5
similarity surface layer (SL) scheme.

Regarding West Africa, several studies compare the
model output with various observational datasets, with the
majority of the studies focusing on seasonal or longer time
scales, and corresponding coarse spatial resolutions. Noble
et al. (2014; 2017) investigate the sensitivity of WRF model
simulations to numerous physical schemes (namely PBL,
CU, LSM and RAD) using a horizontal grid spacing of
20 km, over 12 days of simulation. The GRELL scheme is
found to be the best choice for the CU parameterisation in
this region. By validating the simulations with the vorticity
field (Noble et al., 2014), the RRTM RAD scheme appears
to perform well, while the Noah LSM and the MYNN PBL
scheme are found to be less skilful. By validating the same
simulations with respect to the rainfall field (Noble et al.,
2017), the Noah LSM appears again to perform poorly
with respect to the RUC and the PX LSMs. The overall
best configuration is composed of the following schemes:
GRELL, RUC, ACM2 and RRTM. Also, Meynadier et al.
(2015) perform some sensitivity study in West Africa using
a grid spacing of 25 km, with a focus on air–sea inter-
actions. They find that the PBL strongly influences the
wind response to the SST and the water cycle, with the
non-local schemes obtaining the best results with respect
to radiosonde data. They also find that the rainfall spa-
tial distribution is mostly affected by the RAD scheme and
the MP scheme has a significant impact on the radiation
heating profiles and the resulting precipitation. For the
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T A B L E 1 WRF physics schemes mentioned in the main text with their acronyms and references
MP: Microphysics

- WRF Single Moment 6-class
(WSM6)

Hong and Lim (2006)

- Thompson (THOM) Thompson et al. (2008)

- Eta (ETA) NOAA (2001)

- Morrison (MORR) Morrison et al. (2009)

- New Thompson (NTHOM) Thompson and Eidhammer
(2014)

PBL: Planetary boundary layer
- Yonsei University (YSU) Hong et al. (2006)

- Mellor–Yamada–Janjic (MYJ) Janjic (1994)

- Asymmetric Convection Model 2
(ACM2)

Pleim (2007)

- Mellor–Yamada–Nakanishi–Niino
(MYNN)

Nakanishi and Niino (2006)

CU: Cumulus

- Kain–Fritsch (KF) Kain (2004)

- modified Kain–Fritsch (KFT) Ma and Tan (2009)

- Grell–Dévényi (GRELL) Grell and Dévényi (2002)

- Betts–Miller–Janjic (BMJ) Janjic (1994)

- New Tiedtke (NTD) Zhang and Wang (2017)

RAD: Radiation
- Rapid Radiative Transfer Model

(RRTM) (longwave)
Mlawer et al. (1997)

- RRTM for Global Circulation
Models (RRTMG)

Iacono et al. (2008)

- Dudhia (shortwave) Dudhia (1989)

LSM: Land surface model
- Rapid Update Cycle (RUC) Benjamin et al. (2004)

- Unified Noah (UNOAH) Chen and Dudhia (2001)

- Pleim–Xiu (PX) Gilliam and Pleim (2010, and refs
therein)

SL: Surface layer
- Revised MM5 similarity (RMM5) Jiménez et al. (2012)

- Eta similarity (ETAS) Janjic (1994)

Note: The schemes evaluated in the present work are highlighted in bold font.

radiation scheme, RRTMG is found to give the best results,
and for the MP the MORR parameterisation (which is a
two-moment scheme) is found not to work properly. Koua-
dio et al. (2018) run numerical simulations at a grid spacing
of 24 and 4 km to assess the benefit of explicitly resolv-
ing convection in monthly or seasonal simulations of the
West African Monsoon (WAM) season of 2014. They study
the sensitivity of the WRF model to MP (using WSM6,
MORR and NTHOM) and PBL (MYJ, YSU and ACM2)
schemes and discover that the PBL has a stronger impact
on rainfall distribution. In particular, configurations using

non-local PBL schemes (such as ACM2) outperform the
others, especially when convection is parameterised.

In the southern part of the continent, Crétat et al.
(2012) study the sensitivity of the WRF austral summer
simulations to CU, PBL and MP schemes using a grid
spacing of 35 km and validating the experiments with
ground-based sensors. Their results indicate that the sea-
sonal rainfall amount is the most sensitive variable to
the schemes under study, with CU having the greatest
effects. Despite finding that the biases of different schemes
roughly sum up and, thus, oppositely biased schemes can
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F I G U R E 1 Domain set-up of the two regions under study, namely (a) South Africa, and (b) Kenya–Uganda, showing the model
orography in colour shading, the country borders as white lines and the major rivers and lakes in orange. In (a) the red dots denote the
position of the available radiosonde stations. The horizontal grid spacing of the three domains (white boxes) is 13.5, 4.5 and 1.5 km,
respectively [Colour figure can be viewed at wileyonlinelibrary.com]

balance out one another, they discourage the use of BMJ
CU and MYJ PBL schemes for Southern African summer
applications. Specifically, the MYJ PBL scheme is found to
produce wet biases in the simulations. Keat et al. (2019)
study the convective initiation during the austral sum-
mer using convection-resolving simulations. They find
that the physical parameterisation schemes that make the
dynamics smoother (e.g., stronger mixing or larger mixing
length scales) tend to postpone the convective initiation.
Moreover, they highlight that physical schemes can never
compensate for errors in the initial and boundary con-
ditions. Maisha (2014) study the role of topography and
grid spacing on the simulation of extreme weather events
that caused floods in South Africa. Using WRF numerical
simulations at 9- and 3-km grid spacing, the GRELL CU
scheme is found to over-predict the accumulated rainfall.

Schemes that work well on climatic scales do not auto-
matically work well at event time scales. Thus, sensitivity
studies are needed to tune the models for better HIWE
forecasts. Numerical schemes can be optimised depending
on the geographical location, the time of the year and the
dynamics of the event, for example. Such high-resolution
short numerical simulations are computationally expen-
sive, but they provide more insight into the dynamics of
HIWEs. In the framework of the Transforming Weather
and Water data into value-added Information services for
sustainable Growth in Africa (TWIGA) project, three rep-
resentative HIWEs in Sub-Saharan Africa are studied. The
goal of the present work is to evaluate the sensitivity of
cloud-resolving WRF model simulations to some relevant
MP and PBL schemes. In particular, one event in Eastern
Africa and two events in Southern Africa are considered.
Section 2 describes the model setup and the validation
products. Section 3 introduces the case studies, followed

by the results in Section 4. Conclusions are drawn in
Section 5.

2 MODEL SETUP AND
OBSERVATIONAL DATA

2.1 Numerical model configuration

Three heavy rainfall events, described in the next section,
are studied with convection-permitting numerical sim-
ulations run with the WRF model V4.0.3 (Skamarock
et al., 2019). The initial and 3-hourly boundary con-
ditions are obtained from the European Centre for
Medium-Range Weather Forecasts Integrated Forecasting
System (ECMWF-IFS) forecast product at 0.125◦ horizon-
tal grid spacing. Due to a mismatch between the land–sea
masks of the WRF numerical grids and the ECMWF-IFS
product, bubbles of very cold SST (near 0◦C) are observed
if the standard WRF Pre-processing System (WPS) tools
are used. Thus, the original IFS-ECMWF land–sea mask is
extended over the sea to remove such cold features before
running the WPS (not shown). For each case study, three
two-way nested domains are set up with 40 vertical lev-
els and grid spacing of 13.5, 4.5 and 1.5 km, respectively
(Figure 1). The innermost domain always covers a region
larger than 1,300× 1,300 km. Note that, due to computa-
tional power constraints, no sensitivity test on the number
of vertical levels is performed in this study and is left for
future work.

The physical schemes are chosen as informed by previ-
ous studies, as outlined in the “Introduction.” In particu-
lar, the starting point is the WRF tropical suite, which is the
set of schemes suggested in the WRF model community

http://wileyonlinelibrary.com
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to properly work in tropical environments (Wang, 2017).
This includes: WSM6 for the MP, NTD for CU, RRTMG
for longwave and shortwave RAD, YSU for PBL, RMM5
for SL and UNOAH for LSM. The choice of RRTMG for
the radiation scheme is confirmed by other studies, includ-
ing Noble et al. (2014; 2017); Meynadier et al. (2015) and
Kouadio et al. (2018). Concerning the LSM, the UNOAH
model is often used (Meynadier et al., 2015; Sun et al.,
2015; Kouadio et al., 2018). However, Noble et al. (2014;
2017) find that, among the numerous numerical scheme
combinations that they test, the RUC model characterises
most of the best-performing configurations they identify
in terms of daily rainfall and circulation, which is why we
choose it here. Given that the current experiments aim to
test the sensitivity of a convection-permitting setup to the
PBL schemes and the MP schemes, the following PBL and
MP choices are selected: YSU, MYJ and ACM2 for PBL, and
WSM6 and THOM for MP.

The most relevant features of the selected PBL schemes
are the following. YSU (Hong et al., 2006) is a non-local
PBL scheme with a counter-gradient term in the turbu-
lence diffusion equation to represent the mixing produced
by large eddies. It also includes an explicit term that rep-
resents the mixing at the top of the boundary layer due
to entrainment processes. MYJ (Janjic, 1994) is a local
PBL scheme based on the Mellor–Yamada level 2.5 tur-
bulence closure equations, originally developed for the
step-mountain eta coordinate model. It is coupled with
a surface layer scheme based on a Mellor–Yamada level
2 turbulence closure. ACM2 (Pleim, 2007) is a non-local
scheme that represents the vertical mixing induced
by large eddies with a transilient asymmetric matrix
approach (to distinguish between upward and downward
mass transport) and represents the sub-grid-scale mix-
ing with a standard diffusive term. It is worth noticing
that, with respect to counter-gradient models such as YSU,
the transilient matrix approach makes ACM2 more effec-
tive in describing the vertical transport of quantities other
than temperature (e.g., humidity, winds or trace chem-
ical mixing ratios). Concerning the MP schemes under
study, the WSM6 parameterisation (Hong and Lim, 2006)
is a single-moment scheme, meaning that it only solves
the equations for the mixing ratios, and considers five
microphysical species: cloud, rain, ice, snow and graupel.
It represents the snow and graupel mixed-phase parti-
cle terminal velocity by weighting their separate termi-
nal velocities with their mixing ratio. The THOM scheme
(Thompson et al., 2008) considers the same five micro-
physical species, but has a double-moment approach for
cloud water, ice and rain. This means that, for these three
hydrometeors, it also solves the equations for the num-
ber concentration variables. With respect to its previous

T A B L E 2 Starting and end UTC dates of the numerical
experiments

Case study Starting date End date

KU_May2018 May 19, 2018
00:00:00

May 23, 2018
00:00:00

SA_Jan2017 January 4, 2017
00:00:00

January 8,
2017 00:00:00

SA_Mar2018 March 21, 2018
00:00:00

March 24, 2018
00:00:00

versions, it includes more refined spectral bin schemes that
exploit updated look-up tables.

Note that the choice of the SL scheme is sometimes
tied to the PBL one. In particular, when using YSU and
ACM2 PBL schemes, the RMM5 is selected as SL, while
when using MYJ PBL, the ETAS SL (a Mellor–Yamada
level 2 turbulence closure) is activated. The names of the
experiments contain the MP and PBL schemes selected, as
described in Section 3. Table 2 indicates the starting and
end UTC dates for all the experiments of the three case
studies.

2.2 Observational data sets

Concerning the validation data sets, both ground-based
sensors and satellite rainfall estimates are used. For Kenya
and Uganda, observations come from the Kenyan Meteo-
rological Department (KMD) network (in Kenya) and the
Trans-African Hydro-Meteorological Observatory (van de
Giesen et al., 2014, TAHMO) network (in both countries),
while for South Africa the automatic weather stations
(AWSs) and the automatic rainfall stations (ARSs) from the
South African Weather Service (SAWS) are available.

Despite the ongoing efforts of the TAHMO project
to install 20,000 low-cost weather stations in the entire
African continent and the working stations managed by
meteorological centres, the available ground-based sta-
tions are still sparse. For this reason, satellite estimates
are used to quantitatively validate the rainfall simulations.
Two products that have been shown to perform well in
Sub-Saharan Africa for event-based studies, according to
Le Coz and van de Giesen (2020), are considered: the
Integrated Multi-satellite Retrievals for GPM (Global Pre-
cipitation Measurement) or IMERG product (Huffman
et al., 2019), and the CPC (Climate Prediction Center)
Morphing technique or CMORPH product (Joyce et al.,
2004). Both products have 30-min temporal sampling. The
IMERG Final product is given on a regular 0.1◦ grid, while
CMORPH is on a 0.07277◦ grid (8 km at the Equator).
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While the IMERG Final product is based on a blending
between microwave and infrared rainfall observations, cal-
ibrated with rain gauges on a monthly basis, CMORPH is
a microwave-only product. More details on the description
of the two satellite products, their algorithms and a cross
comparison of their performances in Sub-Saharan Africa
are available in the recent review paper by Le Coz and van
de Giesen (2020).

Examples of studies that validate the performance of
the IMERG rainfall estimates over Africa are Dezfuli et al.
(2017a; 2017b). Dezfuli et al. (2017b) compare some rain-
fall events in East and West Africa using TAHMO weather
stations and IMERG. They find good statistical agreement
between the two data sets, highlighting IMERG’s better
performances with respect to its predecessor, the TRMM
(Tropical Rainfall Measuring Mission) Multisatellite Pre-
cipitation Analysis (Huffman et al., 02 2007, TMPA).
Dezfuli et al. (2017a) carry out a systematic validation of
IMERG over the African continent and find that IMERG
captures the rainfall diurnal cycle better than TMPA (espe-
cially in Eastern and Southern West Africa) and has a
reduced bias over Lake Victoria.

Radiosonde data are available for the South African
case study through the University of Wyoming website
(http://weather.uwyo.edu/upperair/sounding.html). Dur-
ing the events under study, observations from the stations
in Cape Town (CAPT), Port Elizabeth (FAPE), Upington
(FAUP), Springbok (FASB), Pretoria (FAIR) and De Aar
(DEAR) are considered (see the left panel of Figure 1 for
their locations).

Daily averages of cloud-top temperature (CTT)
data measured by the Spinning Enhanced Visible and
Infrared Imager (SEVIRI) instrument on board the
METEOSAT second-generation spacecraft are also used
to validate the simulations. These products are given
at 0.05◦ grid spacing, and their references are Finken-
sieper et al. (2020) for the South African January 2017
case study and Finkensieper et al. (2018) for the 2018
case studies. They are available from the Climate Moni-
toring Satellite Application Facility (CM SAF) platform
(https://www.cmsaf.eu/EN/Home/home_node.html,
accessed August 2020).

3 CASE STUDIES

The three events under study are selected because they
caused serious damage in some of the regions of interest
of the TWIGA project and because they are representa-
tive HIWEs in the regions under study. In particular, here,
the synoptic conditions leading to the events are described,
together with the corresponding regional climate frame-
work.

3.1 Kenya–Uganda

Eastern Africa rainfall annual variability is charac-
terised by a bi-modal rainfall regime, which is generally
interpreted as a direct consequence of the meridional dis-
placement of the ITCZ (Camberlin and Philippon, 2002).
The findings of Nicholson (2018), to cite one example,
challenge this paradigm, highlighting the importance
of local factors (e.g., orography, secondary circulations,
land–sea thermal contrasts) in modulating the regional
climate. For example, the Turkana Jet is characteristic of
the local circulation and has been shown to be important
in the regulation of the rainfall seasonality (Nicholson,
2016). It is named after Turkana Lake (in north-western
Kenya) and it blows at 900–850 hPa from south-east to
north-west, channelled by the relatively low topographic
features of the Great Rift Valley between 35–40◦ E and
0–5◦ N. Its annual dynamics is linked to the formation of
a convergence area over the Kenya–Uganda border during
the so-called long rainy season (March–April–May, MAM).
Such a convergence zone has been shown to be responsi-
ble for a high amount of accumulated rainfall in this area
(Nicholson, 2016).

Despite being a single rainy season, Nicholson (2017)
underlines that the dynamics that controls the May rain-
fall regime is not the same as in March and April. In
particular, in May, the approaching onset of the Indian
monsoon is found to be strongly correlated with the end of
the rainy season, showing that the May rainfall regime is
controlled by large-scale dynamics involved in the Indian
monsoon development (Camberlin et al., 2010). Moreover,
MAM rainfall cessation corresponds to the northward shift
of the peak solar forcing, such that the warmer regime
migrates northward. This is accompanied by a stronger
control of the weather conditions in East Africa by the
Mascarene High (a high-pressure system in the southern
Indian Ocean), which modulates the Indian Ocean trade
winds and their control on the East African rainfall (Man-
atsa et al., 2014). The other relevant high-pressure system
whose strength, position and orientation affect weather in
East Africa is the St. Helena High, located in the South
Atlantic. It is responsible for the transfer of the unstable
Congo air mass that contributes to rain development in
East Africa (Finney et al., 2019).

On longer time scales, both the Indian Ocean Dipole
Mode (IODM) and the Madden–Julian Oscillation (MJO)
are known to affect rainfall in East Africa (Camberlin et al.,
2019). However, during the case study considered in the
present work (as described below), both modes were not
significantly affecting rainfall dynamics in the region of
interest (western Kenya). In particular, IODM was neutral
(bom.gov.au/climate/enso/indices.shtml?bookmark=iod,
accessed July 2020) and the Real-time Multivariate MJO
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F I G U R E 2 Synoptic conditions from ERA5 at 850 hPa (a)–(c) and at 500 hPa (d)–(f) over the western Indian Ocean and East Africa. In
colour shading the geopotential height [dam], in white contours the sea-level pressure [hPa] and the quiver indicates the wind field (m⋅s−1).
Black lines outline land masses and national boundaries [Colour figure can be viewed at wileyonlinelibrary.com]

(RMM) index (Wheeler and Hendon, 2004) was in a weak
phase 5 (bom.gov.au/climate/mjo, accessed July 2020).

The event under study took place in the eastern part
of Uganda between May 21 and 22, 2018. The Coperni-
cus website floodlist.com reports that it caused the River
Manafura to flood part of the Butaleja District, near the
border with Kenya. According to local media, people
were forced to evacuate their houses, crops were dam-
aged, roads were blocked and drinking water was contam-
inated (http://floodlist.com/africa/uganda-floods-eastern-
region-may-2018, accessed June 2020). Since this event
struck at the end of the rainy season, the fact that the soil
was very moist and unstable triggered a large hydrological
response.

Figure 2 shows the synoptic situation over the west-
ern Indian Ocean and East Africa between the May 19
and 21, 2018, from ERA5 (Hersbach et al., 2020). In the
first row, the variables at 850 hPa indicate that over Kenya
the surface wind field changes from south-easterly to east-
erly. This is consistent with the climatological behaviour
of the region, characterised by: (a) south-easterlies that,
interacting with the terrain orographic structures, form
the Turkana Jet, and (b) a local circulation that features a
convergence area over the Kenya–Uganda border that pro-
motes uplift and, possibly, rainfall (Nicholson, 2016). This
wind veering appears to be linked to an eastward displace-
ment of the Mascarene High, as visible in the sea-level
pressure field in the southern-most part of the panels. In
the second row, the mid-tropospheric variables at 500 hPa

also show that on these days there is a significant wind
veering from north-east to south-east.

The phase of heavy rainfall is observed between 1800
UTC on May 21, 2018 and 0000 UTC on May 22, 2018
(see Figure 8 for the CMORPH map of accumulated rain-
fall). In particular, although neither KMD nor TAHMO
rain gauges captured the rainfall peak over Mount Elgon
(roughly 35◦ E, 1◦ N), which is likely to be responsible
for the floods in Uganda, various rain gauges along the
Kenya–Uganda border recorded daily amounts of rainfall
larger than 50 mm (not shown). KMD daily meteograms
also recorded cumulonimbus clouds and thunderstorms
with showers in the afternoon of May 21 over the high-
lands west of the Rift Valley. The inter-distance between
TAHMO and KMD rain gauges being roughly 150–200 km,
their observations are too far apart to obtain a reliable rain-
fall field with some form of spatial interpolation. This is
why satellite rainfall estimate maps are used to validate
the simulations. In particular, it seems that the satellite
estimates are overestimating the ground-based observed
rainfall, but they are not qualitatively in contrast with each
other in the time window of the event, namely 6 hrs (not
shown).

3.2 South Africa

South Africa is located between 22◦ and 35◦ S, in the sub-
tropics, and it is therefore influenced by weather systems

http://wileyonlinelibrary.com
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F I G U R E 3 Synoptic conditions from ERA5 at 850 hPa (a)–(c) and at 500 hPa (d)–(f) over the south-eastern Atlantic Ocean and South
Africa, for the January 2017 case. In colour shading the geopotential height (dam), in white contours the sea-level pressure [hPa] and the
quiver indicates the wind field (m⋅s−1). Black lines outline land masses and national boundaries [Colour figure can be viewed at
wileyonlinelibrary.com]

originating in the tropics, sub-tropics and mid-latitudes.
A large part of South Africa falls within the summer
rainfall region (from December to March), while the
south-western parts of the country receive rainfall in win-
ter when mid-latitude systems migrate northward (Rapo-
laki et al., 2019). Upper air systems, in particular cut-off
lows and troughs, can result in HIWEs because they pro-
mote uplift to the east of their trough axis (Ndarana
et al., 2020b). Very cold conditions are usually experienced
across the country when these upper air systems are cou-
pled with a surface low-pressure system associated with a
cold front. When coupled with a ridging high-pressure sys-
tem, heavy rainfall events are usually experienced along
the eastern coastal provinces of South Africa (Ndarana
et al., 2020b). These systems can also result in mesoscale
convective systems (MCSs) (Blamey and Reason, 2009), or
larger structures, such as synoptic-scale cloud bands, also
known as tropical temperate troughs (Hart et al., 2010,
TTTs). Tropical cyclones can also impact the region signif-
icantly when they make landfall (Malherbe et al., 2012).

Numerical studies have been conducted over South
Africa with a focus on heavy rainfall events. For example,
Singleton and Reason (2006) study the role of the orog-
raphy and the Agulhas SST in the heavy rainfall event
of August 15–16, 2002, which was associated with a
cut-off low system. The complex interactions between the

orography, the SST structures, the mid-level low-pressure
system and the low-level moist jet all contributed to the
generation of a persistent localised heavy rainfall band
which caused significant damage. Singleton and Reason
(2007) study a similar event, which occurred between
March 23 and 24, 2003, characterised by a low-pressure
system that was fuelled by the intense latent fluxes over
the warm Agulhas Current. They highlight that also in
this case the interactions with the orography helped to
maintain the system in the same position, resulting in a
high amount of rainfall. These kind of cut-off low sys-
tems are typical of the south-western coastal regions and
mostly occur during the austral autumn and spring sea-
sons (Ndarana et al., 2020b). Concerning MCSs, Blamey
and Reason (2009) find that a persistent low-level moisture
flux, together with conditional instability and the uplift
provided by surface convergence and the orography, are
responsible for the development of the MCS and its intense
rainfall.

Two large-scale events are considered in South Africa
in the present work: the former, between January 6 and
8, 2017, which is named SA_Jan2017, is an example of
a HIWE controlled by a ridging high (Ndarana et al.,
2018; Ndarana et al., 2020a), and the latter, between
March 22 and 24, 2018, which is named SA_Mar2018,
is an example of a HIWE due to a cut-off low associated
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F I G U R E 4 Synoptic conditions from ERA5 at 850 hPa (a)–(c) and at 500 hPa (d)–(f) over the south-eastern Atlantic Ocean and South
Africa, for the March 2018 case. In colour shading the geopotential height (dam), in white contours the sea-level pressure (hPa) and the
quiver indicates the wind field (m⋅s−1). Black lines outline land masses and national boundaries [Colour figure can be viewed at
wileyonlinelibrary.com]

with a ridging high (Favre et al., 2013; Ndarana et al.,
2020b). They both hit the north-eastern part of the coun-
try (Limpopo, Mpumalanga and Gauteng provinces) and
caused extensive flooding, provoking major damage and
some casualties, as reported by the news (http://floodlist.
com/africa/south-africa-floods-limpopo-mpumalanga-
january-2017 for the January 2017 case; http://floodlist.
com/africa/south-africa-gauteng-floods-march-2018 for
the March 2018 case, both accessed in June 2020). Accord-
ing to Ndarana et al. (2020a), ridging systems are quite
typical over South Africa, and these systems contribute
60% to summer rainfall days. When they are associated
with an upper air system which promotes uplift, they can
produce heavy rainfall that sometimes results in flood-
ing. Cut-off low systems are year-round events with a
maximum in April and lower maxima in August and
October (Ndarana et al., 2020b). They promote uplift, and
can increase the impact associated with surface systems
including cold fronts and ridging highs.

Figures 3 and 4 show the synoptic conditions for the
two events from ERA5 (Hersbach et al., 2020), in agree-
ment with the SAWS synoptic charts (not shown). The for-
mer figure displays the fields of geopotential height, wind
speed at 850 and 500 hPa and surface pressure on January
5, 6 and 7, 2017. It shows a surface high-pressure system in
the north-eastern part of South Africa on January 5, which

has been shown to be a climatological feature influenced
by ridging highs (Ndarana et al., 2020a). Low-pressure sys-
tems are present in the interior of South Africa and over
the Mozambique Channel, which result in easterlies and
north-easterlies over Limpopo Province. On January 6, the
low over Mozambique moves inland over Zimbabwe and
Zambia. By January 7, the Atlantic Ocean high ridges on
the eastern parts of the country, producing low-level mois-
ture transport from the relatively warm Agulhas Current
waters inland. An eastward approaching trough is visi-
ble in the mid–upper troposphere (at 500 hPa), associated
with wind divergence at the same height. This dynamics
is different from what is observed for the March 2018 case
(Figure 4), where the mid-tropospheric trough is more pro-
nounced (especially on March 22) and is associated with
an easterly surface flow off the coasts of South Africa, and
a north-easterly flow over land. This is driven by an anticy-
clonic cell in the Mozambique Channel that brings warm
and moist air from the tropical Indian Ocean, generating
areas of strong surface convergence in the interior of the
country. The ridging Atlantic high is visible in the surface
pressure field on March 22, while the cut-off low appears
on March 23 in the 500 hPa field.

A rainfall structure elongated along the NW–SE direc-
tion is produced in both cases. Forty-hour accumulated
rainfall fields are shown in the following section, between
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F I G U R E 5 Surface latent heat flux (LH [W⋅m−2], colour shading), 10-m wind field (vectors) and smoothed 2-m water vapour mixing
ratio (g⋅kg−1) from the six configurations under study at 1200 UTC on May 21, 2018. A reference arrow for the surface wind field is shown in
the upper-right corner [Colour figure can be viewed at wileyonlinelibrary.com]

0000 UTC on January 6 and 0000 UTC on January 8, 2017,
and between 0000 UTC on March 22 and 0000 UTC on
March 24, 2018, for the two HIWEs under study.

4 VALIDATION AND RESULTS

The skills of the various configurations are firstly analysed
by comparing some simulated instantaneous maps of the
following variables: 10-m wind field, surface latent heat
flux, hourly rainfall, convective available potential energy
(CAPE) and 2-m water vapour mixing ratio (Q2). Satellite
daily mean CTT values are used to assess how the different
configurations reproduce the observed cloud field prop-
erties. For the South African case studies, a comparison
of the vertical profiles of potential temperature and water
vapour mixing ratio with respect to some of the available
radiosonde observations is then performed.

The simulations are then validated in terms of accumu-
lated rainfall with the Method for Object-Based Diagnos-
tic Evaluation (MODE) (Davis et al., 2006a; 2006b). This
method identifies precipitation objects, based on a thresh-
old on the accumulated rainfall amount, in both forecast
and observation rainfall fields. Then, some geometrical

indices are calculated, so that the forecast and observed
objects can be compared quantitatively. In this way, the
well-known double-penalty issue that traditional verifica-
tion methods suffer from is avoided (Ebert, 2008). Here
the geometrical indices of interest are listed, with their
best score in brackets: CENTROID_DIST (0): difference
between the centres of mass of the two objects, measur-
ing the model skills in terms of localisation of the event;
ANGLE_DIFF (0): difference between the orientation (i.e.,
the angle that the longest side of the object forms with the
model grid) of the two objects; AREA_RATIO (1): ratio
of the areas of the two objects, which together with the
next two indices measures the skills of the model in terms
of spatial extent of the forecast; INTERSECTION_AREA
(area of the observed object): area of the overlap of
the two objects; UNION_AREA (area of the observed
object): union (as defined in set theory) of the areas of
the two objects; PERCENTILE_INTENSITY_RATIO (1):
ratio of the 90th percentiles of the forecast rainfall inten-
sity and the observed one. Note that some metrics, such
as ANGLE_DIFF, can show a strong dependence on the
resolution of the fields under study and can, therefore,
introduce a certain degree of arbitrariness in the evalu-
ation. Keeping this in mind, however, by considering all
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F I G U R E 6 Maximum CAPE (mcape, colour shading) and hourly rainfall field (black contour line at 5 mm⋅hr−1) from the six
configurations under study at 1200 UTC on May 21, 2018 [Colour figure can be viewed at wileyonlinelibrary.com]

the calculated geometrical indices, the MODE tools can
provide useful insights on the model performances.

4.1 Kenya–Uganda

As discussed in Section 3.1, the KU_May2018 event is
representative of the rainfall climatology of the MAM rain-
fall season in East Africa (Nicholson, 2016). In fact, the
south-easterly winds that bring moisture inland from the
Indian Ocean impinge on the terrain features and create
a zone of surface convergence over the relief along the
Kenya–Uganda border. The low-level wind structure is vis-
ible in Figure 5, which displays the modelled 10-m wind
field at 1200 UTC on May 21, 2018 (a few hours before the
beginning of the rainfall event) obtained from the six con-
figurations under study. The colour shadings in Figure 5
show the surface latent heat flux, which appears signif-
icantly more intense in the two configurations with the
MYJ PBL scheme (Figure 5b, e). The larger latent heat
flux of the MYJ simulations corresponds to higher values
of low-level moisture (shown as 2-m water vapour mix-
ing ratio, Q2, with the black contour lines in Figure 5). In
terms of Q2, WSM6_ACM2 appears as the driest configura-
tion among those considered in this study. Figure 6, then,

indicates that in the MJY simulations the atmosphere
is more unstable than in the other configurations, with
higher values of maximum CAPE (mcape) in the area sur-
rounding Lake Victoria (especially to the north-west), over
the Kenya–Uganda border and along the Indian Ocean
coastlines. The increased low-level moisture of the MYJ
configurations is also accompanied by a slightly reduced
convective inhibition (CIN), especially over land, that is
thought to be responsible for a premature triggering of
convection. A lot of rainfall (black contour lines in the
same figure) is simulated in the MYJ configurations in the
areas of high atmospheric instability, suggesting that the
stronger daytime latent heat flux in the MYJ scheme gener-
ates too much instability, which is responsible for spurious
rainfall in the hours preceding the actual rainfall event.

The fact that the atmosphere simulated with the MYJ
scheme is more prone to vertical motion can be also
inferred by looking at the daily CTT values in Figure 7.
In fact, colder daily values of CTT are simulated in the
MYJ configurations with respect to the others. Although
the simulations are not able to properly represent the
observed clouds, it generally appears that WSM6 produces
colder clouds than THOM. Note that cold clouds can
be either produced by deep convective clouds or by thin
non-precipitative cirrus clouds, thus no attempt is made
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F I G U R E 7 Daily average CTT on May 21, 2018: (a) measured by SEVIRI and (b–g) simulated [Colour figure can be viewed at
wileyonlinelibrary.com]

F I G U R E 8 Accumulated rainfall depth in the time frame and region of interest for the KU_May2018 case. (a) CMORPH observations,
(b)–(f) model simulations, as indicated in their title

here to link the CTT field with the rainfall properties. The
comparison is done between the simulated and observed
CTT fields to try to assess the skills of the models in repro-
ducing the cloud distribution and properties on a daily
scale.

The time frame in which the heavy rainfall event took
place is between 1800 UTC on May 21 and 0000 UTC on
May 22, 2018. Figure 8 shows the CMORPH observed accu-
mulated rainfall, and the corresponding simulated fields.
It is evident that all the model runs underestimate the
precipitation, and miss the rainfall peak over Lake Vic-
toria. However, the two set-ups with ACM2 PBL produce

a rainfall area over Mount Elgon (on the Kenya–Uganda
border) that realistically represents the rainfall area under
study. The low rainfall amount in the study area simulated
by the MYJ configurations is ascribed to the fact that they
both simulate spurious rainfall in the hours preceding the
event, because of a too unstable atmospheric column, as
discussed above.

For a quantitative assessment of the model perfor-
mances, the outlines of the forecast and modelled objects
identified by MODE on the 18-mm accumulated rainfall
threshold are shown in Figure 9a–f, together with their
geometrical indices shown in Figure 9g–l. Note that the
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F I G U R E 9 (a)–(f): Outlines of the observed object in the CMORPH field for the KU_May2018 case study (black lines), together with
the simulated objects (orange shaded areas) for the different model configurations. (g)–(l) Corresponding MODE indices (best score indicated
with the black lines with the crosses) [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 10 Radiosonde profiles from four different stations during the March 2018 South African case study. The location and time
of the observations are indicated in the titles using the station codes shown in Figure 1a. The vertical profiles of the following variables are
shown: (a), (d), (g), (l) potential temperature, 𝜃 [K]; (b), (e), (h), (m) water vapour mixing ratio, q (g⋅kg−1); (c), (f), (i), (n) relative humidity,
RH (%) [Colour figure can be viewed at wileyonlinelibrary.com]
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F I G U R E 11 Daily average CTT on January 6, 2017: (a) measured by SEVIRI and (b–g) simulated [Colour figure can be viewed at
wileyonlinelibrary.com]

F I G U R E 12 Same as the previous figure, with data shown for March 22, 2018 [Colour figure can be viewed at wileyonlinelibrary.com]

indices are calculated on the largest object identified in the
region of interest, which is selected based on the observed
rainfall field and is smaller than the WRF d03 numerical
domain. The rationale behind this choice is that the goal
is to evaluate the model skills in terms of the core rainfall
simulated object.

MODE analyses identify the WSM6_ACM2 experi-
ment as the best one. In fact, the very good overlap
between the observed and the forecast objects shown in
Figure 9c is confirmed by the very good indices shown
in panels Figure 9g–l. In terms of location of the rainfall
area, WSM6_ACM2 outperforms the other experiments
(Figure 9g). It simulates a rainfall object that covers the
corresponding observed one best (Figure 9h, i, k), and dif-
fers in orientation with respect to the observed rainfall

area by an angle smaller than 20◦ (Figure 9j), having
the best performance also with respect to this metric.
Figure 9cl shows that, in the WSM6_ACM2 run, the peak
rainfall intensity is underestimated by a factor of 2, which
is indeed a weakness of the forecast. However, from an
early-warning system standpoint, it is very likely that, with
an appropriate hydrological model, since the location and
extent of the rainfall area is correctly captured by the sim-
ulation, this would lead to the issuance of a hydrological
alert. As this goes beyond the scope of the present work, it
will be the object of future analysis.

It is interesting to note that the second best config-
uration, with very good skills in terms of localisation
and spatial extent of the forecast (Figure 9g, h, i, k) is
THOM_ACM2, that is, the other configuration with ACM2
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F I G U R E 13 Accumulated rainfall depth in the time frame and region of interest for the SA_Jan2017 case. In the left-most panel the
data are from CMORPH observations, and in the other panels, they come from the six model configurations studied (as indicated in their title)

F I G U R E 14 Accumulated rainfall depth in the time frame and region of interest for the SA_Mar2018 case. In the left-most panel the
data are from CMORPH observations, and in the other panels, they come from the six model configurations studied (as indicated in their
title) [Colour figure can be viewed at wileyonlinelibrary.com]

PBL. On the other hand, both experiments with the MYJ
PBL scheme appear to have the poorest performances, as
visible from the accumulated rainfall fields of Figure 8
and confirmed by the scores shown in Figure 9. These
results indicate that, in this case study, the PBL scheme
seems to be more important in controlling the rainfall
simulation, with respect to the choice of the MP. In partic-
ular, the non-local ACM2 PBL scheme has better perfor-
mances than the local MYJ one. Very similar results can
be obtained by validating with respect to the IMERG Final
product (not shown).

4.2 South Africa

The South African case studies enable deeper understand-
ing of the vertical atmospheric structure simulated by

the different numerical schemes, as radiosonde measure-
ments are available. In the first place, by cross-comparing
the instantaneous maps of latent heat, low-level mois-
ture, wind field, maximum CAPE and hourly rainfall (not
shown), similar conclusions to the KU_May2018 ones can
be drawn. In particular, it is found that the configurations
with the MYJ scheme produce higher low-level moisture,
which is associated with stronger conditional instability
and spurious rainfall.

Figure 10 shows vertical profiles of potential temper-
ature, water vapour mixing ratio and relative humidity,
comparing the modelled data with some of the available
observations for the SA_Mar2018 case study. Model data
are obtained by taking the vertical grid column near-
est to the radiosonde station. In general, despite being
derived from instantaneous fields at a single location, the
agreement between the model data and the radiosonde
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F I G U R E 15 (a)–(f) Outlines of the observed object in the CMORPH field for the SA_Jan2017 case study (black lines), together with
the simulated objects (orange shaded areas) for the different model configurations. (g)–(l) Corresponding MODE indices (best score indicated
with the black lines with the crosses) [Colour figure can be viewed at wileyonlinelibrary.com]

observations is good. The profiles shown here are selected
because they describe the common behaviour of the dif-
ferent WRF configurations observed during the South
African case studies. In particular, on the one hand,
the two non-local PBL schemes (YSU and ACM2) gen-
erally produce realistic low-level moisture values (as in
Figure 10b, h, m), but a too high PBL (e.g., Figure 10b).
On the other hand, the local MYJ scheme does a better job
in describing the top of the PBL (as in Figure 10b, e), but
often shows an overestimation of the water vapour mixing
ratio in the lower layers (Figure 10b, e, h). This is inter-
preted to result from higher surface latent heat forcing and
lower vertical mixing (due to the absence of the effect of
large eddies) in the MYJ configurations. In terms of poten-
tial temperature, MYJ is found to produce cooler values
(Figure 10a, d, g), that, combined with the low-level higher
water vapour mixing ratio, result in significantly higher
relative humidity (Figure 10c, f, i). Sometimes, the higher
moisture content produced by the MYJ scheme is also visi-
ble at higher altitudes (Figure 10h, m), with corresponding
high relative humidity in the mid troposphere, as well, as
in Figure 10n.

The higher atmospheric moisture and corresponding
higher relative humidity in the MYJ configurations is con-
firmed by the daily CTT comparison between SEVIRI data
and the different configurations shown in Figures 11 and
12. In fact, for the same MP scheme, the configuration with
MYJ has the coolest CTT values (Figures 11c, f and 12c, f).
Moreover, a different structure appears in the CTT field of
the two case studies. In particular, in March 2018, the CTT
structure is more organised, forming a relatively smoother
field, while in January 2017, it appears noisier, suggesting
that more convective activity took place. Then, in the
SA_Jan2017 case, CTT values are generally cooler and the

area of CTT below −40◦C is larger compared with the
SA_Mar2018 case, indicating, once again, that the former
case is characterised by more convection. These figures
also highlight that the WSM6 MP (Figures 11b–d and
12b–d) is more accurate in reproducing the observed CTT
field compared with the THOM scheme (Figures 11e–g
and 12e–g). By looking, for example, at the March 2018
case (Figure 12), it is clear that the elongated and relatively
deep cloud structure is well represented by the WSM6 sim-
ulations, while it is significantly underestimated by the
configurations with the THOM MP.

The accumulated observed and simulated rainfall
fields are shown in Figures 13 and 14 between 0000 UTC
on January 6 and 0000 UTC on January 8, 2017, and
between 0000 UTC on March 22 and 0000 UTC on March
24, 2018, respectively.

In terms of accumulated rainfall validation, in both
cases the time period is 48 hrs and the threshold is set to
80 mm. As the events are driven by the large scale, a convo-
lution radius of three grid steps is used in the MODE object
identification procedure to correctly capture the largest
core object in the rainfall field. Figures 15 and 16 show
the objects identified by MODE for the observed and sim-
ulated rainfall fields, together with their corresponding
geometrical indices.

For the January 2017 case study (Figure 15), all
configurations simulate the intense rainfall object over
a significantly smaller area compared with the obser-
vations. Among the experiments, the WSM6_YSU and
WSM6_ACM2 configurations appear to model the core
precipitating area best (Figure 15a, c). In fact, they
are characterised by the best CENTROID_DIST index
(Figure 15g), indicating good location of the rainfall object,
as well as good INTERSECTION_AREA (Figure 15h)
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F I G U R E 16 (a)–(f): Outlines of the observed object in the CMORPH field for the SA_Mar2018 case study (black lines), together with
the simulated objects (orange shaded areas) for the different model configurations. (g)–(l) Corresponding MODE indices (best score indicated
with the black lines with the crosses) [Colour figure can be viewed at wileyonlinelibrary.com]

and UNION_AREA (Figure 15k) indices, suggesting a
relatively good spatial extent of the intense rain fore-
cast. Also in terms of the orientation of the forecast
object, WSM6_YSU and WSM6_ACM2 have the best
scores (Figure 15j, note that THOM_ACM2 has a bet-
ter ANGLE_DIFF score, but it is not relevant because
it corresponds to a very small object, see Figure 15f).
These two configurations share the same MP scheme and
the fact that the PBL scheme is non-local. As for the
KU_May2018 case study, the MYJ experiments appear to
have the poorest performances, with a misplaced fore-
cast rainfall object (Figure 15g, h, k) which underesti-
mates the observations (Figure 15l). This behaviour is
interpreted to be caused by the larger conditional insta-
bility simulated by this PBL scheme, which makes the
atmosphere more prone to produce rainfall, resulting in
a spatio-temporal mismatch with respect to the obser-
vations. The PERCENTILE_INTENSITY_RATIO scores
(Figure 15l) indicate that the MYJ PBL scheme better
reproduces the peak rainfall values, irrespective of the MP
choice.

From the MODE analyses for the SA_Mar2018 case
study, shown in Figure 16, it emerges once again that the
MYJ scheme has the lowest performances, since the over-
lap between the rainfall objects is clearly worse for this
PBL scheme than for the other two choices (Figure 16a–f).
Also in this case study, the simulations all underestimate
the observed rainfall depth (Figure 16l). The location and
extent of the core rainfall area are very well captured by
the ACM2 configurations, with THOM MP being gener-
ally better than WSM6 (Figure 16g, i, k). Also WSM6_YSU
is characterised by good geometrical scores, especially in
terms of orientation of the rainfall object (Figure 16j). As
for the KU_May2018 case study, similar results can be
obtained by validating the simulations with respect to the
IMERG Final rainfall product (not shown).

5 CONCLUSIONS

A set of six experiments with two MP schemes and three
PBL schemes is performed for three representative case
studies of heavy rainfall in Sub-Saharan Africa with a
cloud-resolving NWP model, WRF. The events are selected
because they recently hit some of the target countries of the
TWIGA project, causing widespread damage and seriously
affecting society. High-resolution numerical simulations
of such events can be a powerful tool to inform the issue of
warnings and alerts to the population, so that injury, loss
of life and damage to property can be reduced. However,
in the case of heavy rainfall, simulations are very sensitive
to the choice of physical parameterisations, with different
schemes being optimised for different geographical set-
tings and atmospheric dynamics. The goal of this work is
to assess the forecasting performances of cloud-resolving
simulations for some relevant numerical schemes in this
region of the world.

Maps of surface latent heat, low-level moisture and
maximum CAPE show that the only local PBL scheme,
MYJ, is characterised by stronger daytime latent heat flux,
which produces excessive low-level moisture (sometimes
extending to the top of the PBL), which makes the air col-
umn more unstable. This generates spurious rainfall that
results in large spatio-temporal bias in terms of the core
rainfall simulation. Not only is MYJ the only local PBL
scheme, meaning that it lacks the representation of the
vertical mixing due to large eddies, but it also has a dif-
ferent surface layer model. In fact, a Mellor–Yamada level
2 turbulence closure is implemented in the MYJ formu-
lation, instead of the more common similarity approach
used with YSU and ACM2. Comparisons of the model data
with available radiosonde observations in South Africa
confirm that MYJ generally produces higher values of
moisture (especially in the low levels), which combined
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with a slightly negative bias in potential temperature,
results in large deviation of relative humidity with respect
to the observations.

A correct representation of the atmospheric humid-
ity field is of paramount importance for heavy rainfall
simulations, as water vapour spatio-temporal distribution
plays a crucial role in the rainfall dynamics. Ralph et al.
(08 2013), for example, show how important the PBL and
LSM schemes are in determining the low-level moisture
content, which controls the development of convection
and its subsequent rainfall. Their results agree with the
implications of the plots and the radiosonde comparisons
discussed above, which demonstrate how an incorrect
low-level moisture content leads to a misrepresentation
of the rainfall structure. However, if in Ralph et al. (08
2013) the low-performing schemes were found to typically
produce insufficient amounts of low-level moisture, here
the MYJ PBL scheme is found to have poor performances
because it produces excessive low-level moisture, enhanc-
ing the atmospheric instability and producing spurious
rainfall. Future studies will consider the sensitivity to LSM
schemes, as well.

The skills of the six selected configurations are quan-
titatively assessed using two of the most reliable satel-
lite products in Sub-Saharan Africa (IMERG, not shown
explicitly, and CMORPH). In particular, some geometri-
cal indices of appropriately defined objects in the sim-
ulated rainfall field are compared with the correspond-
ing observed ones with a state-of-the-art validation tool,
namely MODE. In the case studies analysed, it is gener-
ally found that the PBL scheme has a stronger control
on the rainfall structure than MP, which is in line with
the findings of Flaounas et al. (2011) and Kouadio et al.
(2018). This can be interpreted with the fact that the ver-
tical mixing in the lower atmosphere has a prominent
role in determining the air mass properties, which then,
through the MP scheme, produce the hydrometeors that
form precipitation.

In principle, both MP schemes selected in this work
are suitable for convection-permitting model configura-
tions and are both optimised to properly interact with
the RRTMG RAD scheme, selected here. WSM6 is a
single-moment scheme, meaning that only the mass vari-
able equations are treated, and not the number concen-
tration variable ones (as in the double-moment schemes).
THOM MP, instead, has a double moment approach for
some of the hydrometeors. However, it has been developed
for mid-latitude simulations, and this might be the rea-
son why in the African case studies selected here WSM6
appears to perform equally well or better than THOM. In
particular, it is found that WSM6 simulations outperform
THOM ones in terms of CTT simulation, irrespective of the
PBL choice. THOM is found to systematically overestimate

the daily average CTT, indicating the simulation of shal-
lower clouds. It may be noted that WSM6 is the scheme
used in the WRF Tropical suite, while THOM is used in the
CONUS (CONtinental United States) one. Despite the lim-
ited number of case studies considered here, the systematic
behaviour in terms of CTT supports this choice.

Concerning the PBL scheme, all the experiments high-
light persistent poor capabilities of MYJ in simulating
the rainfall field, especially in terms of intense rain-
fall location. In this work, MYJ is the only local PBL
scheme, meaning that it does not explicitly include the
vertical transport by large eddies. The fact that is has
the poorest performances, thus, is physically consistent
with the importance of vertical transport (of mass, water
and energy) in heavy rainfall dynamics, especially when
convection takes place. YSU and ACM2, instead, are
non-local schemes that treat the vertical transport by
large eddies with a counter-gradient term and a mass-flux
term, respectively. They show very good and similar per-
formances, with the latter behaving visibly better in the
Kenya–Uganda case study. ACM2 is suggested as a PBL
scheme for event-based studies in East Africa by Sun et al.
(2015). Also, Noble et al. (2014) and Noble et al. (2017)
indicate it as the best-performing PBL scheme in their
extensive sensitivity studies, also noting that MYJ has poor
performances. The fact that non-local schemes are more
suitable in this region of the world is also highlighted by
Meynadier et al. (2015) and Kouadio et al. (2018). The local
MYJ PBL scheme is not recommended also by Crétat et al.
(2012), and its tendency to produce spurious rainfall is also
acknowledged by its author (Janjic, 1994).

In conclusion, the identified best-performing setup for
HIWE simulations in terms of MP choice uses the WSM6
scheme. The PBL scheme appears to have a more promi-
nent role for a correct location of the intense rainfall,
and its choice is in line with previous results in liter-
ature, even if they are mostly focused on seasonal and
climatic time scales. Namely, non-local PBL schemes (YSU
and ACM2) should be preferred instead of local ones
(such as MYJ). With respect to the WRF tropical suite
suggested in the community (Wang, 2017), it is found
that, at convective-resolving scales, the ACM2 PBL scheme
performs better than the YSU one. For this reason, we
advocate more heavy rainfall sensitivity studies over the
under-explored African continent to further test the rela-
tive ability of these two PBL schemes.
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